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Abstract

The discovery of novel molecules with desir-
able properties is a classic challenge in medic-
inal chemistry. With the recent advancements
of machine learning, there has been a surge of
de novo drug design tools. However, few re-
sources exist that are both user-friendly as well
as easily customisable. In this application note,
we present the new versatile open-source soft-
ware package DrugEx for multi-objective rein-
forcement learning. This package contains the
consolidated and redesigned scripts from the prior
DrugEx papers including multiple generator ar-
chitectures and a variety of scoring tools and
multi-objective optimisation methods. It has a
flexible application programming interface and
can readily be used via the command line in-
terface or the graphical user interface GenUI.
The DrugEx package is publicly available at
https://github.com/CDDLeiden/DrugEx.

1 Introduction

Drug discovery is a tedious and resource-intensive
process taking up to tens of years and costing
millions of dollars on average.1 Early discontin-
uation of compounds with poor prognosis us-

ing computer-aided drug design can decrease the
number of experiments needed, thus helping re-
duce such costs. De novo drug design (DNDD)
aims at exploring the vastness of the drug-like
chemical space (∼ 1063 molecules)2 to identify
hit or lead compounds to be optimised into novel
drug candidates.
Rapid technological improvements over the last

decades have led to the rising popularity of ad-
vanced machine learning methods. These de-
velopments have also greatly influenced the field
of DNDD with state-of-the-art methods including
population-based metaheuristics, recurrent neural
networks, generative adversarial networks, vari-
ational autoencoders and transformers.3,4 More-
over, concepts such as transfer, conditional and
reinforcement learning are often applied to gener-
ate molecules with desired properties.
Typical objectives guiding the drug discovery

process are maximisation of predicted efficien-
cies, synthetic accessibility or drug-likeness of
the compounds, and minimising off-target effects
and toxicity. Even without optimisation towards
favourable physicochemical and pharmacokinetic
properties, DNDD is inherently a multi-objective
optimisation (MOO) problem.4,5

In this application note, we present the new
open-source software library DrugEx, a tool for de
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novo design of small molecules with deep learn-
ing generative models in a multi-objective rein-
forcement learning (RL) framework. This com-
prehensive tool represents the consolidation of
the original work of Liu et al.’s multiple scripts
based DrugEx releases. The first version of
DrugEx6 consisted of a recurrent neural network
(RNN) single-task agent of gated recurrent units
(GRU) which were updated to long short-term
memory (LSTM) units in the second version,7

also introducing MOO-based RL and an updated
exploitation-exploration strategy. In its third ver-
sion,8 generators based on a variant of the trans-
former9,10 and a novel graph-based encoding al-
lowing for the sampling of molecules with specific
substructures were introduced. These develop-
ments were built on the work of Olivecrona et al.11

for the use of reinforcement learning, that of Arus-
Pous et al.12 and of Yang et al.’s SynthaLinker 13

for the recurrent neural network and transformer
architectures respectively. Here all these versions
and capabilities have been consolidated in a single
package.
In subsection 2.1, we describe the currently

available generator algorithms, the different train-
ing modes, and data preprocessing steps and
amend the recently introduced graph encoding of
molecules from Ref. 8. In subsection 2.2, we
present the three steps to score compounds for
the RL, the computation and scaling of scores
per objective and the multi-objective optimisa-
tion, and detail some predefined options. Fur-
thermore, to facilitate usage, this work is supple-
mented with a rich Python application program-
ming interface (API), a command line interface
(CLI) and a graphical user interface (GUI) that are
described in section 3. Finally, pre-trained models
are made publicly available to ease the de novo
design of molecules.

2 Application overview

2.1 Molecular generator

2.1.1 Algorithms

The original DrugEx articles describe six dif-
ferent generator architectures.6–8 The current
DrugEx package includes four of these mod-

els: two SMILES-based recurrent neural network
(RNN) using GRU or LSTM units, and sequence-
and graph-based transformers using fragments as
starting blocks. The fragment-based LSTM mod-
els with and without attention from Ref. 8 have
been discontinued as they were outperformed by
the other models. The available models are shortly
introduced below and the detailed model architec-
tures are described in section S1.

Recurrent neural networks RNNs are used to
create molecules without the use of input frag-
ments. These molecules are generated in the
form of tokenized SMILES sequences. The RNNs
are built from long short-term memory (LSTM)
units14 or gated recurrent units (GRUs).15 The
RNN model consists of the following layers: an
embedding layer, three recurrent layers, a linear
layer and a softmax activation layer. These build-
ing blocks are trained to predict the most likely
next output token. Compared to the transformer
models this generator does not require inputs, is
quick to train and still has a relatively low error
rate.

Transformers In addition to the token-based
RNNs, DrugEx includes two fragment-based mod-
els that are variants of the transformer model us-
ing either graphs or sequences as molecular rep-
resentations. For the fragment-based modelling,
molecules are constructed from building blocks
(detailed in section 2.1.2). These fragments are
combined to create fragmented scaffolds, which
form the input for the model and are grown into
novel molecules.

Sequence-based transformer The sequence-
based transformer model is a decoder-only trans-
former that applies a multi-headed attention archi-
tecture and position-wise feed-forward layers fol-
lowed by a linear layer and an activation function
to predict the most likely output token.9,10 In con-
trast to the RNN, the transformer models allow
for user-defined inputs in the form of fragments.
Furthermore, contrary to the graph-based trans-
former, the sequence-based transformer allows for
easy incorporation of stereochemistry.
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Graph-based transformer The Graph-based
transformer variant deals with the positional
encodings differently from the more classical
sequence-based transformer encodings.9 As with
a graph representation the atom index cannot di-
rectly be used, the encoding is a combination
of the atom index (current position) and the
connected atom index (previous position).8 For
more details on the graph representation of the
molecules see section 2.1.2). The graph-based
model consists of a transformer encoder and a
GRU-based decoder. The Graph transformer has
some considerable advantages compared to the
sequence-based transformer as it only creates valid
molecules and has a higher incorporation rate of
fragments.

2.1.2 Data preprocessing

The following section describes the default imple-
mentation of molecular preparation i.e. standard-
isation and fragmentation in DrugEx (detailed in-
formation in section S2). Nevertheless, custom
steps can easily be implemented with the provided
Python API (subsection 3.1).
In short, standardisation is applied, ensuring

that only small organic molecules are kept. Then
for the transformer models, fragmentation is per-
formed using the BRICS16 or RECAP17 algo-
rithms. Combinations of the obtained fragments
are made for the model to be pretrained or fine-
tuned on hybridising these fragments to form the
original molecules. For the RNN, no fragmenta-
tion is performed as the model creates molecules
from an empty solution. Encoding of the inputs
differs between sequence and graph-based models.
Figure Figure 1 illustrates the encoding types per
generator algorithm and gives a detailed descrip-
tion of the graph-based encoding as it amends
that described in Ref. 8. Details on the encoding
of SMILES sequences are available in section S2.

2.1.3 Training

Pretraining & Transfer learning Before guid-
ing a generator to create compounds with spe-
cific properties, it needs to be pretrained to
learn the language of drug-like molecules and be
able to generate reasonable molecules. This in-

volves training a generator to reproduce com-
pounds from a large set of (fragmented) drug-like
molecules. We have shared pretrained RNN-based
and transformer-based generators (pretrained on
ChEMBL27, ChEMBL3118 and Papyrus v5.519)
on Zenodo.20 Further details about the pretrained
models are given in section S1 and section S4.
Furthermore, a generator can be directed to-

wards the desired chemical space by ’fine-tuning’
a pretrained generator via transfer learning with
a set of molecules occupying the desired chemical
space.
During training, the loss on a separate test set is

assessed at each training epoch to select the best
model epoch and allow for early stopping. In brief,
for all models, the loss is calculated by taking the
average negative log-likelihood (softmax) of the
predicted outputs. For the SMILES-based model,
it is also possible to use SMILES validity for this
purpose.

Reinforcement learning During reinforcement
learning (RL), the ’desirability’ of generated
molecules is quantified by the environment based
on various properties and used as a reward (sub-
section 2.2). The generator is optimised using the
policy gradient scheme.21

In order to control the exploration rate,
molecules are generated based on the output of
two generators: a generator that is updated based
on the reward function and saved as the final gen-
erator (the ‘exploitation network’ or ’agent’) and
a static generator (the ‘exploration network’ or
’prior’). The fraction of outputs coming from
each generator mimics the mutation rate in evo-
lutionary algorithms and is tuneable. Currently,
this has been tested with the fine-tuned model as
exploitation network and the pretrained model as
exploration network.6–8 To improve exploration,
the exploitation network can use the outputs from
two networks, of which one is constantly updated
based on the reward function and the other is
only updated every 50 epochs by default (as is
shown by Figure 3 in the original paper7). This is
the default for the RNN-based generator, but due
to the higher computation costs of transformer-
based generators, we advise against using this
periodically updated generator.
Multiple metrics are computed at each epoch:
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Figure 1: Correspondence of input and encoding types with generator models. Input molecules
are fragmented for sequence and graph transformers (A), and then input molecules or molecule-fragment
pairs are encoded (B) before being used for training and/or sampling by the three generator architectures
available (C). Graph encoding matrix of acetaminophen (D) based on the vocabulary next to it. To be
encoded as a graph, the molecule is split into three fragments by the BRICS algorithm along the bonds
on both sides of the nitrogen atom. Based on the atom-type and bond-type vocabulary encodings a
graph matrix is constructed. This matrix consists of 5 rows: (i) the current atom type as encoded by
the vocabulary, (ii) the 0-based atom index in the molecule, (iii) the index of one of its neighbouring
atoms, (iv) the bond type as encoded by the vocabulary and (v) the 1-based index of the fragment
being encoded respectively. The matrix consists of four major column blocks, from left to right, the
start token block (<GO>, pink), the columns used for the encoding of fragments (green), the end token
block (<EOS>, pink) and columns indicating the linking between fragments (purple). The dimension
of the graph matrix is 5×D with D = d− 2−nfragments, where nfragments is the number of fragments
encoded in the molecule and d the width of the block encoding fragments. Should d be greater than
the number of columns required to encode all fragments of a molecule, the remaining columns are filled
with zeros, as exemplified by the sub-block used for padding. During sampling, this sub-block is used to
grow the molecule. By default, the graph matrix has dimensions 5× 400.
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the ratio of valid, accurate (only for fragment-
based models) unique or desired molecules, and
the average arithmetic and geometric mean score
per objective; and in the API users can define cus-
tomised metrics. A compound is ”desired” if it ful-
fils all objectives as defined in section 2.2.2. One
of the metrics, by default the desirability ratio is
used to select the best model epoch and to allow
for early stopping. For fragment-based sampling,
the inputs can either be a specific scaffold or the
unique fragment combinations of a given dataset.

2.2 Molecule scoring

The scoring of molecules with the environment at
each reinforcement learning epoch is done in three
stages: (i) obtaining raw scores for each of the se-
lected objectives (section 2.2.1), (ii) scaling of the
raw scores with modifier functions (section 2.2.2)
and (iii) a multi-objective optimisation step (sec-
tion 2.2.3) to obtain a final reward per molecule.

2.2.1 Objectives

The API gives a large flexibility to the user to
use custom scoring methods that take SMILES as
inputs and give a numeric score as output. More-
over, DrugEx is coupled with the QSPRpred pack-
age to allow the use of a wide range of ML models
and offers a range of other predefined objective
functions.

QSPRpred To optimize the binding affin-
ity for one or more targets or other molec-
ular properties, DrugEx users can choose to
add one or more quantitative-structure ac-
tivity/property (QSAR/QSPR) models as ob-
jectives for the reinforcement learning re-
ward. To this end, DrugEx is compatible
with any python script that receives SMILES
as input and produces a score as an output
through the API. A separate package, QSPRpred
(https://github.com/CDDLeiden/QSPRPred),
was developed to simplify the development of
QSAR models. The setup of QSPRpred is very
similar to DrugEx, using the same structure of the
API and command-line interface. It also comes
with tutorials to help users get started. QSPRpred

has a selection of scikit-learn22 models and a Py-
Torch23 fully-connected neural network available
through the API, so the user can train a wide
variety of QSAR models. Furthermore, due to its
modularity, QSPRpred is customizable; users can
for example add new model types and molecular
descriptors.

Predefined objectives The DrugEx package
offers a set of predefined property calculations
that can be used as objectives in the scoring en-
vironment. These components are summarised in
section S3 and include functions to compute lig-
and or lipophilic efficiencies from affinity predic-
tions, a variety of similarity measures to a refer-
ence structure, estimations of (retro)synthetic ac-
cessibility and a plethora of physicochemical de-
scriptors.

2.2.2 Modifiers

To ensure the optimisation, each objective is cou-
pled with a modifier function that transforms it
into a maximisation task and scales all raw scores
between 0 and 1. Custom modifiers are easily im-
plemented with the API, but DrugEx offers a va-
riety of predefined modifiers for both monotonic
(eg. ClippedScore) and non-monotonic objec-
tives (eg. Gaussian). Some of these modifiers
do not normalise or do not transform the ob-
jectives to maximisation tasks in all cases, and
should be used with caution, especially when us-
ing an aggregation-based multi-objective optimi-
sation scheme. All modifiers are summarised in
section S3. Each objective-modifier couple is as-
sociated with a desirability threshold set between
0 and 1 to determine if a compound fulfils the
desirability criteria on that objective or not. A
compound is considered desired if for all objectives
its modifier scores are above their corresponding
thresholds.

2.2.3 Multi-objective optimisation

Since version 2, DrugEx enables multi-objective
optimisation during RL.7 DrugEx offers three dif-
ferent MOO schemes: a parametric aggregation
method and Pareto ranking-based schemes. The
aggregation method is the parametric weighted
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sum (WS) which uses dynamic weights for each
objective to especially reward compounds that
perform well on the worst-performing objective(s)
at each iteration. Pareto-based schemes do not
combine multiple objectives into one but rather
search for the best trade-off between them and
the initial ranking of molecules is done based on
the ranking of the Pareto frontiers. After assign-
ing each molecule to a front, the compounds in
each frontier are ranked based on a distance met-
ric to increase the diversity of solutions. DrugEx
proposes two distance metric formulations: the
crowding distance (PRCD) and the Tanimoto dis-
tance (PRTD). For the latter we propose sev-
eral subtly different ranking schemes all based on
the Tanimoto distance. Detailed descriptions of
three schemes are given in section S3. The WS
is slightly faster than the Pareto-based methods,
and more stable for many-objective optimisation
as the number of Pareto-equivalent solutions in-
creases with the number of objectives. On the
other hand, the Pareto-based schemes enforce di-
versity in the ranking which is not the case for the
WS.

3 Implementation

Aside from the addition of several new features
for the generation and scoring of molecular struc-
tures, a significant part of the development was
dedicated to creating a flexible and scalable soft-
ware architecture. We have extensively revised
the original Python source code of all published
DrugEx models6–8 and transformed it into a self-
contained open-source Python package with a
clear structure and API. In addition, a simple com-
mand line interface (CLI) was also implemented
that allows quick invocation of the main DrugEx
functions and improves the management of in-
puts and outputs. The package supports many
monitoring utilities that log training progress and
result in easy-to-read machine-readable formats
such as TSV (Tab Separated Values) and JSON
(JavaScript Object Notation) files. When using
the CLI, these files are backed up after each (even
unsuccessful) run so older results and settings are
not lost and can be retrieved at any time. These
and other modifications should empower users to

quickly explore different scenarios when building
their generative models and also ensure repro-
ducible results by keeping track of the set param-
eters. Both the CLI and Python API are docu-
mented and we also created easy-to-follow Jupyter
notebooks tutorials to help users get started. Fi-
nally, we have performed significant optimisations
in multiple parts of the workflow by utilizing mul-
tiprocessing where possible.

3.1 Python Package

Figure 2: A simplified diagram of the open source
Python package architecture. The two main sub-
packages of the drugex package are data and
training. The data package handles the prepa-
ration of data sets that can then be used to instan-
tiate and train models in training. Aside from
the model classes themselves (generators), the
training package also contains data structures
needed train model with reinforcement learning
(explorers) using a scoring environment based
on scoring functions (scorers).

The software package is divided into intuitively
organized sub-packages and modules, each han-
dling either preprocessing of the data, model train-
ing or generation of new molecules by loading the
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model for sampling (Figure 2). The code is organ-
ised with modularity, extensibility, and testability
in mind. Each larger subpackage contains a clear
definition of its interfaces in the interfaces.py
module and also unit tests in tests.py. Inter-
face definitions are most of the time facilitated
through abstract classes for which each subpack-
age provides default implementations that can be
automatically tested with the provided unit tests.
These classes form the core of the DrugEx Python
API that users can exploit to make modifica-
tions to their workflows and/or interact with the
DrugEx models programmatically.

Application programming interface The
Python API exposes many functions from prepro-
cessing, model training and sampling of molec-
ular structures. Users can mix and match the
necessary objects or create custom classes to
accomplish their goals. For example, it is possi-
ble to apply customized fragmentation strategies
by implementing the fragmentation API or use a
modified training monitor class to change progress
and result tracking during model training.

Command line interface If no customisation
is required, the package also offers a command
line interface for quick setup of experiments with
default implementations of the most common
tasks. The package contains three main exe-
cutable scripts: (1) dataset.py, (2) train.py

and (3) generate.py. These scripts are usu-
ally executed in order to preprocess input data,
train new models and generate a virtual library of
compounds. These scripts are installed with the
package drugex. Each script also automatically
logs standard input and output, tracks the history
of executed commands and stores generated data
outputs so that they can be retrieved later which
adds to the reproducibility of experiments.

Documentation Both API and CLI us-
age is documented and we have tried to
provide sufficient description of each inter-
face, class and function. This Sphinx-
generated documentation is available at
https://cddleiden.github.io/DrugEx/docs and is
updated with each new DrugEx release.

Tutorials Aside from source code documenta-
tion, the DrugEx web page also provides descrip-
tions of command line arguments and usage ex-
amples for the CLI. In addition, we also compiled
a collection of Jupyter notebooks that provides
a comprehensive introduction to the Python API.
The tutorials feature more advanced concepts and
are a good starting point for any users who require
more customization or any future contributors to
familiarise themselves with the code.

3.2 Graphical User Interface

We also added support for the new DrugEx fea-
tures to our GenUI platform,24 which provides a
graphical user interface (GUI) for molecular gen-
erators. GenUI is an open-source web-based ap-
plication built with the Django web framework25

and the RDKit cheminformatics toolkit.26 GenUI
provides features for easy integration of chemin-
formatics tasks commonly used in de novo gen-
eration of molecules (i.e. management of a com-
pound database, QSAR modelling and chemical
space visualization). As of now most of the fea-
tures available through the DrugEx Python pack-
age are also exposed in this GUI to allow quick
creation and management of generative workflows
from the import of the training data to inter-
active visual analysis of the generated and real
chemical space. One notable feature of the new
GUI is the interactive creation of scoring environ-
ments, which makes the setup of desirability mod-
ifier functions for the multi-objective optimization
more intuitive (Figure 3).

4 Conclusion

In this paper, we have described the DrugEx open-
source software package that facilitates the train-
ing of a diverse set of generative models for de
novo design of small molecules. The package is
based on the original Python scripts previously in-
troduced by Liu et al. that were used to develop
and validate these models.6–8 It includes the fol-
lowing new features: early stopping in all training
modes, additional predefined scoring functions,
and improved QSPR modelling (hyperparameter
optimisation, new input features, etc.) with the
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Figure 3: An impression of GenUI, showing the
interactive interface for visualising and creating
desirability modifiers by simply adjusting sliders or
inputting parameter values directly. In the shown
example, a Clipped Score modifier is used with
an activity classifier to give a maximum reward to
structures with probability scores higher than 0.8,
and a Smooth Hump function is used to reward
structures with molecular weight in between 200
and 500 Daltons).

separate QSPRpred package. The performance
has also been enhanced by utilizing parallel pro-
cessing where possible in both the DrugEx and
QSPRpred packages. Furthermore, the current
implementation features major revisions of the
original API source code of which most notable
are the addition of a command line interface (CLI)
and Python API. A graphical user interface (GUI)
is also provided via the GenUI web application.
We envisage that the new DrugEx software

package and its GenUI integration should be suit-
able for a diverse set of users. On one side,
the package provides a quick and easy way to
set up experiments and build models via the
CLI and GUI, but on the other side, it also en-
ables more advanced alterations to the workflow
through the new Python API. The documenta-
tion was also significantly improved and we now
provide an easy-to-follow tutorial for new users.
Finally, all software presented in this work is pro-
vided as open-source software and accessible at
https://github.com/CDDLeiden/DrugEx.
We regard the publication of this package as

an important step in the development of DrugEx
that will be the basis for many research projects
and innovations yet to come. In fact, we believe

that groundbreaking approaches are only possible
when developers of generative models for chem-
istry undertake such open-source software devel-
opment initiatives, to facilitate prospective valida-
tion and testing of their new methods and most
importantly their application. Additionally, pro-
viding rich documentation and tutorial helps en-
hancing the models’ usability and integration po-
tential, allowing for faster adoption and feedback
leading to the development of better AI-powered
models and tools.
In future developments of the DrugEx package,

we will not only focus on the integration of novel
objectives from the drug discovery toolbox (i.e.
molecular docking or retrosynthesis prediction),
but also on increasing the range of possible in-
puts to alternative linear representations of com-
pounds (i.e. SELFIES27) in sequence-based mod-
els or adding support for encoding stereochem-
istry. Moreover, we would like to focus on the
development of user-centric features such as pro-
viding an even better learning platform for teach-
ing the underlying concepts of AI-based molecular
generation and improving the GenUI integration.
The potential of artificial intelligence in drug dis-
covery is tremendous, but integrating these novel
tools in current workflows still remains a challenge
and we hope that our software package will help
to overcome at least some of those challenges.
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