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Chapter 8

General discussion and summary

Explaining treatment response variability between and within patients can support
treatment and dosing optimization, to improve treatment of individual patients. This
thesis discussed multiple aspects of treatment variability and the associated statis-
tical learning techniques which can be used to explain and/or predict part of that
variability. Even though in recent times the availability of several high-throughput
measurement technologies has created many new opportunities to develop improved
treatment strategies, deriving actionable insights from such data remains a challenge
(Section I). To this end, the use of longitudinal and high-dimensional data analysis
techniques is needed to explore omics data for explaining treatment response and
clinical course (Section II), and to answer clinical questions from routine healthcare
data from hospitals and research institutes (Section III).

8.1 Data science in pharmaceutical research

To gain knowledge about the treatment response, clinical trials are a golden standard,
but not all factors and not all patient populations can be included in clinical trials. In-
clusion of data collected as part of routine health check-ups or from wearables and
home devices could improve treatment decision making (Morrato et al., 2007; Swift
et al., 2018). In Chapter 2, we described the additional types of data that could facil-
itate clinical decision making, through placebo-responder prediction, endpoint and
biomarker discovery and prognosis and drug response prediction, and which oppor-
tunities and pitfalls these data introduce. We focused on pediatric patients, due to
the difficulties in recruiting patients and the large individual variability, which call for
research complementary to clinical trials (Brussee et al., 2016).

Real world data cannot be analyzed in the same way as classical clinical trial data,
which calls for adaptation or extension of statistical methods used for pharmacolog-
ical research. Machine learning methods, mostly statistical learning techniques, are
considered for these types of data. This poses an additional challenge, because an
important part of clinical studies is the interpretability of methods used, due to the
need to be able to explain the choice of clinical decisions (Knoppers & Thorogood,
2017).

8.2 High-dimensional biomarker discovery

Due to the developments in biochemical measurement techniques, the molecular
make-up of a human can be measured, for example in serum blood samples. Data
about molecules such as metabolites, RNA and DNA, generally referred to collec-
tively as ‘omics’ data, can nowadays be measured, greatly increasing the precision
with which patients can be described (Pearson, 2016). Although these omics data
give abundantly more measurements, discovery of influential or predictive biomark-
ers (Depledge et al., 1993) from omics data adds a number of data analysis challenges,
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especially in the case of studying changes over time. Working with both longitudinal
and high-dimensional data makes current available methods that often focus on only
one of the two, hard to use directly.

In Chapter 3, we identified biomarkers from high-dimensional genomics data for
the tumor treatment response in patient-derived xenografts, using a novel two-step
approach (Zwep, Haakman, et al., 2021). The data were retrieved from published re-
search (Gao et al., 2015), where the tumor growth of mice models was measured over
time, and genomic data, in the form of copy number variations (CNV’s), were mea-
sured at baseline. In the first step, we used a mathematical tumor growth inhibition
model to describe the longitudinal tumor growth curves. This model characterizes a
tumor growth curve with three parameters: the tumor growth (kg), the drug effect (kd)
and the drug resistance development (kr). These parameters were estimated based
on the data, on which both a population effect and the individual effects (empirical
Bayes estimates) were estimated. The individual parameter estimates were used in
a second step, as outcomes in lasso regression, where they were related to the high-
dimensional genomic data. Using cross-validation, we found a 4% median decrease
in prediction error, by including genomic data. We were able to detect genomic ef-
fects on a pathway level, by using a pathway-informed group-lasso.

High-dimensional data pose a challenge, due to easily overfitting on the data. Al-
though tumor growth inhibition models are readily available, pharmacometric estima-
tion techniques currently are not able to estimate high-dimensional covariate effects
for prediction and using the proposed two-step approach circumvents the computa-
tional difficulty. A two-step approach can, however, cause inflated errors: if error is
introduced in the first step, this erroneous estimate is used in the second step. So
assessing errors in both steps is important to reduce this risk.

In Chapter 4, longitudinal metabolomics data were studied to explore potential
biomarkers for clinical course, the combination of treatment response and disease de-
velopment, in hospitalized patients with community acquired pneumonia (CAP). We
applied dimension reduction through principal component analysis, to explore pat-
terns of metabolites over time and how different biochemical classes of metabolites
relate to the clinical course. We calculated correlations between metabolites and two
measures of clinical course: the CURB score, a score indicating how sick the patient
is when entering the hospital, and the length of stay in the hospital, indicating how
much time the patient took to recover. Metabolite patterns clearly changed over time
within the patients, showing how important studying longitudinal metabolomics data
in patients with CAP is. Several biochemical classes were identified that were corre-
lated to the clinical course, such as the triglyceride and the lysophosphatidylcholine
classes.

8.2.1 A path towards omics-related treatment individualization

Characterizing patients on a molecular level can potentially improve understanding
of different treatment response and clinical course. However, these type of high-
dimensional data pose a challenge in data analysis. The problem of sparsity in high-
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dimensional data can be tackled using different statistical methods. Pharmacomet-
rics was also developed to deal with sparsity, in terms of number of patients and time
points, to study dose response in sparse data (Pillai et al., 2005). In Chapter 3 we uti-
lized pathway knowledge to reduce the dimension of possible solutions, by penalizing
on a pathway level. Utilizing prior knowledge, such as understanding of dose response
curves, or in the present case, relations among genes, can reduce the dimensions that
are irrelevant for the research question (van Nee et al., 2021).

Many omics technologies are currently shown to be promising, but most are not
used in practice for the individualization of drug treatment. The development of
metabolomics measurement technology allows for a very low-level characterization
of the patient’s physiological processes (Beger et al., 2016). However, both the mea-
surement of metabolites and the high variability of concentrations, make it hard to
distinguish between-individual variance from within-individual variance. In Chapter 4,
we address this issue by analyzing changes over time, instead of measurements at
one time point.

8.3 Real world data

Routine healthcare data are often to monitor patients and their treatment response,
and a growing part of these data are stored and accessible for researchers. These
real world data can improve our understanding of topics in pharmaceutical science.

Antibiotic resistance poses a threat to global health. How big of a threat and how it
is developing is continuously monitored through surveillance of antibiotic resistance
in hospitals (van der Kuil et al., 2017). Due to increased monitoring of antibiotic resis-
tance, minimal inhibitory concentrations (MIC) of clinical bacterial strains are often
measured, which could be used for detection of collateral sensitivity (CS). CS occurs
when one drug can reduce resistance against a second drug, and could be useful in
combatting or overcoming infections with resistant pathogens (Aulin et al., 2021). Al-
though the phenomenon has been detected in the lab, knowledge of its prevalence in
clinical practice is currently very limited.

In Chapter 5, we proposed a method for quantification of collateral effects in
routine healthcare MIC data (Zwep, Haakman, et al., 2021). The proposed log2 fold
change is an interpretable measure also used in experimental research, allowing easy
comparison between experimental and observational results and enabling direction-
ality between two antibiotics. This measure was used in Chapter 6 to quantify CS
in large MIC data from different data sources, indicating CS is occurring in clinical
practice, but it is very hard to find specific patterns over different antibiotic classes
or species, and this lack of generalizability makes it hard to use collateral sensitivity
in clinical studies and in practice (Nichol et al., 2019).

Next to healthcare data on pathogens, patient-level data are also collected dur-
ing routine patient care. These data contain different types of covariates, such as
biomarker concentrations, demographics, and other patient characteristics (Currie &
MacDonald, 2000). In pharmacometric modeling, these characteristics are often used
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to explain and predict inter-patient variability in pharmacokinetics and pharmacody-
namics, with the possibility to extent to special patient populations. Pharmacometric
simulations require the simulation of these patient covariates, but sharing these sen-
sitive patient data between hospitals and research groups is often difficult, due to the
protection of the patients’ privacy.

In Chapter 7, we proposed the use of copulas as a suitable method for virtual
patient simulation. Copulas are multivariate distribution functions that can capture
joint distributions and provide a flexible way to describe and simulate patient covari-
ate sets from these densities. Most covariates are not independent of each other,
so modeling this dependency adequately is required for the simulation of realistic
virtual patients and a joint distribution function captures this dependency between
different covariates. Our study showed copulas are able to simulate realistic patient
populations using copulas (Zwep et al., 2022). Realistic virtual patients are required
to simulate different patient populations, enabling extrapolation of found results to
specific patient populations of interest.

The copulas need to be estimated on the basis of data that are not always available
to researchers. However, data collected by hospitals and research institutes can be
used to estimate the copulas and these copulas can be shared with researchers to
enable studying the population, without granting access to the underlying patient level
data. This way, covariates of patient populations can be shared between researchers
and hospitals, without concern about the privacy of the patients.

8.4 Perspectives and conclusions

8.4.1 Integration of statistics and pharmacometrics

Pharmacometrics and statistics, although two very related fields, have developed
separately throughout large parts of their history. Pharmacokinetic and pharmaco-
dynamic models are based on concentration and effect over time profiles, respec-
tively. Development and studies of these models generally require knowledge about
or data of concentrations, system-parameters and drug-specific parameters. Model-
ing is usually done using nonlinear mixed effect models, a statistical framework, very
common in pharmacometrics, but not in many other fields of statistics, where (gen-
eralized) linear mixed effect models are more commonly used (McCulloch & Searle,
2000; Pillai et al., 2005).

Nonlinear mixed effect models are very useful for describing the usually nonlinear
relations between time and drug concentrations and/or effects. They offer a solu-
tion to the longitudinal and unbalanced nature of the data to estimate parameter
values and predict treatment responses (Pillai et al., 2005). Recently, the inclusion of
high-dimensional data as potential explanatory variables in pharmacometric research
has compelled the pharmacometrics community to involve other statistical methods,
which are able to deal with this high-dimensionality.

Next to statistical learning methods for high-dimensional data analysis, such as
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regularization methods and dimension reduction, artificial intelligence methods, such
as (deep) neural networks, have recently gained a lot of popularity in pharmacometrics
(Chaturvedula et al., 2019; Janssen et al., 2022; McComb et al., 2021). However, ac-
tual implementation of both statistical learning and artificial intelligence approaches
remains a challenge (Knights & Ramanathan, 2016).

In this thesis we proposed a two-step method for identifying high-dimensional
biomarkers in a tumor growth model, showing how to incorporate nonlinear mixed
effect models with the lasso method (Zwep, Duisters, et al., 2021). Next to this com-
bination of pharmacometrics and statistics, we also explored the use of copulas to
facilitate virtual patient covariate sets. Both projects aimed to improve current phar-
macometric practices. The goal is not to implement new methods of data science, the
goal is to better predict clinical outcomes and to be able to optimize treatments. In-
tegrating statistical methods and pharmacometrics is not a goal on its own, although
it sometimes seems to be treated that way, introducing and using overcomplicated
machine learning methods, while other techniques are readily available (Volovici et
al., 2022).

Although integration of statistics and pharmacometrics is a natural way of expand-
ing the types of research and data analysis possible, to improve treatment optimiza-
tion, more research is needed to find the ways of integrating these two, while keeping
the end goal in mind. (van der Kuil et al., 2017)

8.4.2 The importance of interpretability in pharmacology

When data and data analysis become more complex, sometimes interpreting predic-
tions, metrics and underlying parameter values also increases in complexity. This
affects the way science is conducted in different ways: in terms of effect size inter-
pretation, understanding of clinical decision making, and biological understanding of
the system.

Interpretable measures, such as the collateral sensitivity measure proposed in
Chapter 5, facilitate the translation between experimental results and clinical obser-
vations, and can help to understand clinical relevance through interpreting the effect
size (Zwep, Haakman, et al., 2021).

In Chapter 2, we briefly discussed the importance of interpretable clinical deci-
sion making, due to the need for physicians to understand the reasoning behind their
decisions (Goulooze et al., 2020). Understanding the underlying decision making pro-
cess of clinical advise is important for healthcare professionals to understand whether
they should follow the advice, or treat differently in a specific case. An emerging field
concerned with this problem is explainable artificial intelligence, where ‘black box
algorithms’, models without interpretable model and parameter values, are extended
with a method to show what the predictions are based on (Doshi-Velez & Kim, 2018; Xu
et al., 2019). However, current discussions are going on about the usefulness of these
explanations in individual clinical decisions, deeming current techniques unviable for
clinical decision making (Ghassemi et al., 2021).

Interpretability can facilitate in the understanding of the underlying biological sys-
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tems. By understanding which factors and processes drive a treatment or disease ef-
fect, it is possible to study new drugs. Especially omics research focusses on describ-
ing the biological system on a molecular level, to track changes causing or caused
by the disease in order to counteract them (Perakakis et al., 2018). Biological under-
standing can be improved by studying sets of molecules, but can also be retrieved
through looking at biological pathways or biochemical classes of molecules, giving a
more high-level understanding of the biological processes.

Improved biological understanding allows more accurate modeling of biological
systems, which is what is done in translational pharmacometrics through physiologi-
cal understanding of the processes in drug responses. If a model captures the physi-
ological processes well, it becomes possible to extrapolate predictions to new medi-
cation or populations (Agoram et al., 2007; Musante et al., 2016; Pérez-Nueno, 2015).

8.4.3 Generalizing results

Knowledge of mechanisms and patient responses becomes useful if the results of a
study can be generalized outside the region of the data analyzed. In first instance,
exploratory research is needed to obtain insight in which variables might be of impor-
tance for treatment responses, such as the metabolites that might be of interest for
the clinical course in longitudinal CAP patients (Chapter 4). However, generalization
requires a different framework (Leek & Peng, 2015). Two distinct aims for generaliza-
tion have been formulated in Chapter 3: the understanding of biological mechanisms
contributing to variable treatment responses and the prediction of tumor growth in-
hibition for different treatments. These two aims can more generally be described as
inference and prediction respectively, and are not fully separable in terms of research
aims (Bzdok & Ioannidis, 2019).

In inference, the effect size is of interest, for example the correlation between
variables or the difference between groups. Inference includes methods of parameter
estimation and hypothesis testing to quantify effects and test whether these effects
are expected to be ‘real’. By having a model of the world that captures the underlying
data generating process, it is possible to infer a mechanism in a more general pop-
ulation, such as the effect of a treatment on a clinical outcome (Bzdok & Ioannidis,
2019). Hypothesis testing is based on this principle. With the increase of complexity
and size of data(sets), more variables and correlations are of interest at once. Eval-
uating the generalizability of the found results requires an extra step in hypothesis
testing. In Chapter 5 and Chapter 6, we evaluated large numbers of tests, by estimat-
ing and testing all combinations of antibiotics. By using a multiple testing correction,
we controlled the probability of false hypothesis rejections.

Prediction is another aim in research, where not the effect size, but a specific
patient response is of interest. Generalizability is ensured in prediction by valida-
tion, through comparison between observed values and predicted values in a sample
that has not been used to make the underlying prediction. In prediction, the high-
dimensional setting often causes overfitting, being able to predict the outcomes for
the data that produced the underlying model really well, but not being able to predict
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newly observed data. In Chapter 3, lasso regression was used both for inference and
prediction (Tibshirani, 1996). The lasso uses a hyperparameter to determine shrink-
age, which can be tuned through cross-validation, to reduce the risk of overfitting.

Despite the use of multiple testing correction or cross-validation based hyper-
parameter tuning, validation is important to the progress of science in both estima-
tion of treatment effects and prediction of patient’s individual treatment responses
(Ghosh & Poisson, 2009). The research cycle of pharmacometrics is based on this
principle, by modeling pharmacological processes, based on previous knowledge and
data, and validating the predictive performance with new data. When the pharmaco-
logical model is established, it can be used for patient predictions and even popula-
tion extrapolation (Marshall et al., 2016).

In the field of precision medicine and - more specifically - omics research, gen-
eralization is hard to achieve, because of the increased dimensionality and the ex-
plorative nature of omics research. It is important to involve experts and robust data
analysis strategies to avoid overfitting and to gain a good understanding of pharma-
cology and biology (Buyse et al., 2010; Wilkinson et al., 2020).

8.4.4 Data sharing opportunities

The adaptation of statistical tools often relies on the use of available data sources,
which our research on biomarkers for tumor growth inhibition (Chapter 3) and collat-
eral sensitivity (Chapter 5, Chapter 6) is also based on. There is a call to increase
data sharing to improve and accelerate research (Hulsen, 2020). Data sharing is a
particularly difficult topic within healthcare, due to the intricate privacy issues and
the laws protecting privacy rights (Knoppers & Thorogood, 2017). Developing ways to
share data, while preserving privacy is an active field of research (Bonomi et al., 2020;
Sweeney, 2002). One way to share information, is by sharing summary measures of
cohorts, instead of the patient level data. In Chapter 7, we proposed to do this by
using copulas to share information on a population level, while preserving the privacy
of individual patients (Gambs et al., 2021). More data sharing can support precision
medicine develop, but these data should be handled with caution, and methods like
the copula could support this aim.

8.5 Conclusions

The use of statistical learning methods in precision medicine supports unraveling
treatment resonse variability, using different types of data, such as high-dimensional
omics data, but also routine healthcare data. Integration of statistical learning meth-
ods facilitates further pharmacological research, but care needs to be taken to keep
a clear pharmacological interpretation of the results.
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