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Chapter 16

In part I of this thesis, I conducted aetiological research on sex differences in the
pathophysiology and clinical presentation of stroke. In part II, the aim was to
develop female-specific prediction models of the risk of stroke that can be
implemented in clinical workflows.{Steyerberg, 2014 #2435} In the current chapter,
I will discuss the overarching challenges addressed in part I and part II. Because the
overarching goal of this thesis is to lay the foundation for precision prevention of
stroke in women, this chapter seeks to show what future research and policy steps
are needed to move from this foundation to large-scale implementation of precision
prevention in clinical practice.

Pathophysiology of sex differences in stroke — what should the
next steps be?

The modulating effect of age on the risk of stroke

Age is the most important predictor for the risk of cardiovascular events, and
substantially modulates the relationship between other traditional cardiovascular
factors and cardiovascular risk.>* Much is still unknown about whether — and if so,
how — age modulates the effect of female-specific risk factors on the risk of stroke.
In women with migraine aged 45-49 years, the risk of ischaemic stroke is substantial
(aHR: 5.35, 95% CI: 2.08-13.79) compared to women without migraine, while
there appears to be no increased risk in women with migraine older than 65.* Also
in women with a history of preeclampsia, the increased risk of stroke is evident
during reproductive age, although some studies suggest that the risk increase is also
present later in life.>

High-quality data on the associations between female-specific risk factors and stroke
in women under 50 years are scarce, which is a recurrent limitation in part I of this
thesis. In chapter 2, we used DUST study data to evaluate the hypothesis that the
association between migraine and stroke is caused by an increased burden of
cerebrovascular atherosclerosis in people younger than 50 years. However, this was
complicated by the fact that only 86/656 (13%) patients were younger than 50
years. We did, however, see a trend of fewer cerebrovascular calcifications in
patients with versus without migraine (aRR: 0.82; 95% CI: 0.64-1.05), which
decreases the likelihood that macrovascular atherosclerosis is the main
pathophysiology underlying the migraine—stroke relationship. In chapter 5, I studied
the potential association between migraine and delayed cerebral ischaemia in
patients with aSAH. Although in the overall population no association was present,
I found a statistically significant interaction (p = 0.075, at an alpha of 0.10 for
interaction terms) between age and migraine with respect to risk of delayed cerebral
ischaemia. This suggested an association between migraine and delayed cerebral
ischaemia exclusively in young patients. However, after including additional aSAH
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patients in the cohort to perform an analysis in patients under 50 years (chapter 6),
we also did not find an association between migraine and the risk of delayed cerebral
ischaemia. This contradicts an earlier matched case-control study, which found an
odds ratio of 2.68 (95% CI: 0.99-7.29; p-value < 0.05) for the association between
delayed cerebral ischaemia and a history of migraine in young women.” The point
estimate from this case-control study could be an overestimation because it was
derived from a small dataset of matched pairs, further illustrating the importance of
replicating observational association studies with cohorts of sufficient sample size.?
In the String-of-Pearls Stroke Study cohort presented in chapter 9, only 65 (7%) of
the 997 included women with a history of migraine were younger than 50 years.
This sample size did not allow for the assessment of multiple associations between
traditional cardiovascular risk factors or ischaemic stroke aetiology and migraine. I
did, however, demonstrate that female stroke patients with migraine were at
increased risk of stroke onset at an age under 50 years (RR: 1.7; 95% CI: 1.3-2.3).
Since no sex differences in the occurrence of traditional cardiovascular risk factors
were found in women with- versus without migraine, this suggests that mechanisms
other than traditional macrovascular atherosclerotic aetiologies play a role in the
higher risk of stroke in migraine.*

Large, population-based cohorts may help solve questions regarding stroke
pathophysiology in women under 50 years. In chapter 7, I assessed the potential
interaction between combined oral contraceptive use and migraine leading to
ischaemic stroke in women aged 18-50 years. In the large EHR-derived population-
based STIZON cohort (n = 1,404,681 adult patients), a total of 617 women under
50 years at baseline suffered from stroke during follow-up, which resulted in a
sufficient sample size to answer my research question. In chapter 14, the STIZON
cohort enabled me to assess associations between several female-specific risk factors
and ischaemic stroke risk factors in three subcohorts of women aged 20-29, 30-39,
and 40-49 years. I found that migraine (aHR: 1.48; 95% CI: 1.1-2.01) and
preeclampsia (aHR: 1.83; 95% CI: 1.17-2.85) were only significantly associated
with risk of stroke in women aged 30-39 at baseline, while hormonal contraceptive
use was associated in both women aged 30-39 (aHR: 1.20; 95% CI: 1.03-1.40) and
aged 40-49 (aHR: 1.35; 95% CI: 1.22-1.49). These findings corroborate the
hypothesis that the causal relationship between female-specific risk factors and
ischaemic stroke is substantially modulated by age.

Data quality regarding exposure to female-specific risk factors — migraine as an

example

For aetiological studies on the migraine-stroke association, another frequent
limitation is the quality of the data on migraine. Migraine is a clinical diagnosis, and
the gold standard is an interview performed by a headache specialist, based on the

239



Chapter 16

International Classification of Headache Disorders criteria.” However, such
interviews are not structurally performed in routine care, and are not feasible in an
acute stroke research setting. Therefore, in chapters 2, 3, 5, 6, and 9, history of
migraine was assessed using the previously validated five-question Migraine
Screener for Stroke (MISS). The MISS has a high positive predictive value for
migraine with and without aura combined (0.80; 95% CI: 0.59-0.93), but a poor
positive predictive value for migraine with aura (0.38; 95% CI: 0.24-0.53).1°
Consequently, I could not sufficiently discriminate between migraine with and
without aura in the aforementioned five studies in part I of this thesis. This
distinction is important because a systematic review of cohort studies found that
migraineurs with aura (aHR 1.56, 95% CI: 1.30-1.87) but not those without aura
(aHR 1.11, 95% CI: 0.94-1.31) had an increased risk of stroke.!! In contrast, one
large Danish cohort study that was published later showed a significant association
between migraine without aura and ischaemic stroke. However, this study only
included migraine patients who were diagnosed in an emergency department,
inpatient, or outpatient hospital setting, which may have resulted in a selection of
migraine patients that suffer from relatively frequent migraine attacks. A high attack
frequency has been associated with a relatively stronger increase in the risk of
ischaemic stroke.!? Further, in our studies using the MISS we cannot exclude the
possibility that it is mainly or exclusively the subset of migraine patients with aura
that is responsible for the associations found between migraine and radiological
characteristics of stroke, or of stroke itself. This could result in an overestimation of
the risk of stroke in patients with migraine.

In chapters 7, 14 and 15, migraine history was defined based on routine care data,
using a combination of primary care and hospital diagnosis codes and medication
prescription data for specific antimigraine drugs. Chapter 14 shows that in the
population-based STIZON cohort of women under 50 years (n = 409,026) migraine
according to my definition was present in 4% of individuals. This is much lower
compared with the results from large population-based migraine studies, which
report a one-year prevalence of migraine of around 18-25% in women and 6-8%
in men. '*'® The underreporting of migraine prevalence in routine care data sources
may have different causes. One study from 2002 estimated that only two-thirds of
migraine patients visit a physician for their headache.” If a patient visits the GP and
migraine is diagnosed, there still is a substantial probability that the diagnosis is not
registered in primary care, since underreporting in the EHR is generally high.'® A
less error-prone source of routine data in the Netherlands is the out-patient
pharmacy prescription database which is linked with the STIZON primary care and
hospital data.! By using medication prescription codes, it is possible to accurately
identify the subgroup of migraine patients who use migraine-specific drugs. This
subgroup of migraine patients likely has more severe migraine attacks. However, no
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conclusive evidence exists that the severity of migraine attacks modulates the risk of
ischaemic stroke.?’ Another important drawback of the EHR as data source for
definition of migraine is that the distinction between migraine with and without
aura is rarely made in clinical practice.

The bias-variance trade-off, and the role of the EHR in aetiological research

For unbiased estimates of associations between female-specific risk factors and
stroke, the collection of high quality data on both exposure and outcome is essential.
Simultaneously, a sufficient sample size is required, which is challenging because
stroke in women under 50 years is rare. In practice, however, the larger the sample
size, the poorer the quality of exposure and outcome assessment, generally due to
the practical and financial constraints of large-scale data collection. Therefore, most
studies — including those in this thesis — suffer from a data quality-quantity trade-
off. Statistically speaking, this is the trade-off between bias and variance, and this
trade-off is one of the most important factors in choosing the right research design.!
Because stroke in women under 50 years is rare, a case-control design is relatively
efficient. If controls are sampled in an optimal way, a case-control study should
result in the same estimation of an exposure—outcome relationship as a cohort
study.?? However, in practice multiple co-occurring sources of bias often limit causal
inference from case-control data. A prospective cohort study design could eliminate
problems such as recall bias. An example of a traditional prospective cohort study
in which the association between female-specific risk factors and stroke is assessed,
is the Nurses’ Health Study II (115,541 women aged 25-42 years at baseline).
However, these large-scale studies are logistically challenging, and the assessments
of exposures are limited. In the Nurses’ Health Study I, information on migraine
aura or migraine frequency were not available, which eliminated the possibility for
clinically relevant subanalyses.*

In the search for very large, richly phenotyped cohorts, pooled routine health data
collections may offer a part of the solution, at a relatively low cost. Therefore, we
use the STIZON cohort in chapters 7 and 13-15, which has the important
advantage that it consists of multiple linked routine data sources including the
primary care EHR, hospital ICD-9 and ICD-10 registrations, and outpatient
pharmacy data.”® For female-specific risk factors, the primary care EHR is the
primary source of interest. However, a major drawback is that the data entry into
the EHR has almost no quality assurance measures, which results in lower quality
of outcome and exposure data.'®?*?5 Underreporting of exposures in the EHR is a
common problem, which may result in biased estimates of outcome-exposure
relationships. At the same time, the confidence interval around such biased estimates
may be very small because of the large sample size. It is therefore important to not
fall victim to the so-called big data paradox, which has been described as ‘the more
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the data, the surer we fool ourselves’.?! Which directions should we take to answer
the most urgent aetiological questions on the associations between female-specific
risk factors and stroke in women? And which (observational) research strategy
offers the most optimal trade-off between bias and variance? There lies a
complementary value in both (i) EHR-based cohorts with large sample sizes and
ascertainment of a very wide range of exposures but low data quality; and (ii)
traditional cohort or case-control studies with a higher quality of ascertainment of
outcome and exposures but often with limited sample sizes, depending on the
aetiological research question. Therefore, there is a role for EHR-based cohort
studies in aetiological research.

Prediction models for the risk of stroke in women — external
generalisability, transportability, and the role of causality

The bias-variance trade-off in prediction research

In chapters 12, 14 and 15, I used EHR-based cohorts to develop prediction models,
for the estimation the risk of cardiovascular events and stroke specifically. In
prediction research, the bias-variance trade-off also plays a key role in research
methodology, although the concept is applied in a fundamentally different way
compared with aetiological research. Bias in prediction does not mean the unbiased
estimation of exposure—outcome associations, but constitutes a difference between
predicted and observed risks in a target population of interest. Important flaws in
EHR-based cohorts — such as measurement error in exposures — may lead to a biased
estimation of an exposure-outcome relationship, but do not necessarily lead to
biased predictions. That is, if the measurement error of the derivation population is
similar to that of the target population.?® Bias in predicted risks result from limited
generalisability or transportability of a prediction model to a new setting, and
restricts the clinical usefulness and -safety of a prediction model. Therefore, the
careful reporting of discrimination and calibration after internal and external
validation is key. The calibration of the model is particularly important for clinical
decision making, because a model needs to be well calibrated around the absolute
predicted risk that constitutes the decision threshold.?” In chapter 12, I assessed the
impact of different choices in data preparation on model discrimination and
calibration. This study essentially simtulates external validation scenarios in which
a clinical prediction model is derived from EHR data, and then transported to
another context in which different data preparation choices are made. The
conclusion is that differences in data preparation can have a large impact on model
calibration. However, model calibration is not consistently reported in clinical
research practice. Of 363 cardiovascular risk models that have been identified up
until 2018, for as few as 21% calibration is reported after external validation.?®
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Consequently, the lack of reporting of calibration has previously been described as

the Achilles heel of current predictive analytics.?

Another decisive factor that relates to the bias-variance trade-off in prediction
modelling is overfitting, also known as model optimism. Overfitting means that a
model performs well on the study data but predictions are not valid for new
subjects.’® The extent of overfitting can be reduced by increasing the number of
events per each predictor included in the prediction model. For linear regression
models, a widely accepted rule of thumb is a minimum of 10 events per predictor.?!
However, for complex data-driven models, more than 200 events per variable may
be needed to limit overfitting.>?> Because complex data-driven models can be
notoriously ‘data-hungry’, it is important to reduce risk of overfitting as much as
possible. Therefore, in chapter 13, I presented a modelling pipeline to limit the risk
of overfitting. I did this by preventing so-called information leakage between the
optimisation of hyperparameters (inner cross-validation loop) and internal
validation of the optimised models (outer cross-validation loop).** I reused this code
for chapters 14 and 15, and made it publicly available online (Attps://github.com/L-
Ramos/MrClean_Machine_Learning).

The trade-off between model complexity and interpretability

Complex data-driven models have the advantage of capturing non-linear predictor-
outcome relationships and high-dimensional interactions among predictors, which
could lead to additional explained variance of the outcome but may also result in
overfitting.** Recently, a systematic review of 71 studies that compared model
performance between complex data-driven- and traditional linear regression models
based on traditional research cohorts, showed that in the majority of studies there
is no additional value of complex data-driven models.* In chapter 13 I, too, did not
find an added value of complex data-driven models compared with logistic
regression for the prediction of functional outcome in patients after endovascular
treatment for an ischaemic stroke. Interestingly, another study which compared
complex data-driven models with traditional regression models for prediction of the
same outcome in a similar population did find a significantly higher performance
for complex data-driven models (C-statistic: 0.86; 95% CI: 0.85-0.86) compared
with traditional statistical methods (C-Statistic: 0.79; 95% CI: 0.77-0.81). Of note,
in this study multimodal imaging predictors such as CT perfusion parameters were
included in complex data-driven models, which may have resulted in a more
complex data environment compared with the study in chapter 13.%¢ Is this
difference in discriminatory performance (C-statistifc of 0.86 versus 0.79) clinically
relevant, and does it justify the increase in model complexity? To answer this
question, discrimination is not the most relevant performance indicator that should
be used. Rather, difference in clinical utility of two models needs to be compared,
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for example by showing reclassification around the absolute risk that constitutes a
relevant threshold for a decision in clinical practice.?” In chapter 15, complex data-
driven methods for predictor selection and for prediction of first-ever cardiovascular
events in the general population under 50 years were compared with a Cox PH
reference model including only traditional cardiovascular predictors. The best
performing model was a Cox PH model including most important 50 predictors
resulting from a Cox ElasticNet predictor selection procedure, which resulted in a
correct reclassification of 3.7% of events around a relevant decision threshold
(2.5% absolute 10-year risk of cardiovascular events) compared with the reference
model. The benefits of the large scale implementation of this model may justify the
increase in model complexity compared with the reference model. Importantly,
chapter 15 shows that the added value of complex data-driven may not arise from
the increased flexibility of the model, but of selection of predictors other than those
based on prior knowledge.

Importance of aetiological knowledge to support model transportability

The aim of statistical modelling is traditionally distinguished in (i) explanatory
analysis, i.e. assessing causal relationships between exposures and outcomes, and
(i) predictive analysis, which aims to accurately predict individual risk on an
outcome based on input data.?” All causal factors are per definition predictors of the
outcome, but predictors are not necessarily causally related to the outcome and can
also be a proxy for causal factors.*® Having yellow fingers is an example of such a
predictor; highly predictive for the risk of cardiovascular events, but its association
with the outcome is confounded by smoking.? Causal knowledge of predictor—
outcome associations may be important to ensure model transportability.
Transportability requires that the prevalence of the outcome, distribution of the
predictors and predictor-outcome associations must be conserved.! Not meeting
these requirements leads to a deterioration in model calibration, called calibration
drift.*>* Therefore, for the development of prediction models it is preferred to
choose predictors that pose a limited risk of calibration drift. In chapter 15, I
included binary missing indicators of the presence or absence of a vital parameter
or laboratory measurement, such as systolic blood pressure or total serum
cholesterol. I did this because the measurements themselves are only present in a
small proportion of the general population. Because in EHR data the missingness
mechanism is often missing not at random, and the imputation of predictor values
may lead to biased predictions.*> The presence of such measurements are a result of
GP behaviour and can be informative. However, to use a missing indicator for
presence or absence to improve the predictive performance of models can be
dangerous, because a change in GP behaviour may affect the predictor—outcome
association over time, causing calibration drift. *** An example is the 2019 update
of the cardiovascular risk management guideline from the Dutch College of General
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Practitioners. In the update it was recommended to start the screening of high blood
pressure in women > 45 years with a history of preeclampsia or gestational
hypertension.** As a result, GP behaviour will likely have changed over the last
years, together with the association between presence of a blood pressure
measurement and cardiovascular outcomes. A model developed before the update,
but applied to patients afterwards, may have suffered from calibration drift. To
prevent calibration drift, we should quantify model performance over time, and may
need to periodically update prediction models that have been implemented in clinical

practice.*®

Knowledge discovery through data-driven analysis

Identification of novel, strong predictors, or interaction among different predictors
of the risk of cardiovascular events may lead to new directions for aetiological
research — so-called knowledge discovery. Complex data-driven models can be used
to identify strong predictor-outcome associations, and could be the first step to
develop causal hypotheses. For example in chapter 15, I used sex-specific, EHR-
derived Cox elastic net models to rank predictors according to their importance. In
this ranking, substantial differences between men and women could be seen,
including two female-specific risk factors which were ranked in the top 20
(combined oral contraceptive and intrauterine contraceptive use). Interestingly in
men, psoriasis was ranked among the most important predictors. Previous studies
indicate a potential causal relationship between psoriasis and cardiovascular
disease, potentially because of a systemic inflammatory component of the
condition.*” Epilepsy is another non-traditional cardiovascular predictor that is
ranked within the top 20 of most important predictors for men. However, the
association between epilepsy and the risk of cardiovascular events may be
confounded by health behaviours, which illustrates the need of replication of the
exposure—outcome associations in aetiological research.*

Implications, and future research and policy steps

Do we need yet another cardiovascular risk prediction model?

A systematic review in 2016 identified 363 models that predict the risk of
cardiovascular events, of which 70 (19%) have been externally validated. In general,
it is advisable to reuse already validated models, or perhaps tailor them to local
settings using recalibration.?® However, in chapters 14 and 15 I chose to build new
EHR-based prediction models for the risk of cardiovascular events and stroke
specifically, because of the following reasons.

First, the SCORE2 model for the estimation of cardiovascular risk in the general
population does not include patients under 40 years, and no female-specific
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predictors are used. Therefore, in chapter 14 I derived three prediction models from
populations of women aged 20-29, 30-39, and 40-49 years, which included several
female-specific and psychosocial factors. These models may help select young
women with an absolute risk of stroke that is relatively high compared with women
of the same age that have ideal risk factor levels. To this purpose I developed a novel
‘stroke risk age’ tool. Currently, a lack of risk awareness represents a major
restriction on the implementation of preventive measures and healthy lifestyle
choices in the female population.*” Although for adults under 50 absolute risks
rarely warrant the prescription of preventive medication according to the ESC

50 the stroke risk age tool may help to identify women who could benefit

50,51

guideline
from lifestyle interventions that target modifiable risk factors.

Second, we should distinguish between the use of a prediction model on the
individual patient level and on the population level.’? Regarding the individual
patient level, predicted cardiovascular risk may for example be used to prescribe
preventive statin therapy, in which case the cost of over- or underestimating risk for
such an impactful clinical decisions is high.!® Choosing a model that has been
externally validated multiple times, such as the SCORE2 model, may therefore be
the optimal choice.’® In addition, treatment benefit based on the reduction of
lifetime risk of cardiovascular events may be of added value, using for example the
LIFE-CVD model.’” The predictor values that are required as the input for SCORE2
or LIFE-CVD - such as systolic blood pressure or total serum cholesterol — can be
collected directly from the patient during a consultation in the primary care practice
centre. On the population level, prediction models can be used to generate a
distribution of absolute cardiovascular risks of an entire primary care practice
population. This enables the GP to proactively invite the patients with the highest
risk, who may currently be undertreated.”* However, for more than 80% of the
Dutch adult primary care population no information on important cardiovascular
predictors such as systolic blood pressure and total serum cholesterol is present in
the EHR in a one-year time period. It is not feasible to invite all of these patients to
the primary care practice centre for laboratory or vital parameter assessments.
Imputing missing values in the EHR data is also problematic, as was discussed
previously. Therefore in chapter 15, the sex-specific prediction models for the risk
of cardiovascular events used predictive information from predictors other than
continuous measurements of traditional cardiovascular predictors, which means
there was no need to impute missing values. Instead of using continuous
measurements such as systolic blood pressure as predictors, missing indicators were
used. Therefore, despite inherent quality issues of EHR data, new EHR-based
models can complement existing cardiovascular risk models that are based on
traditional cohorts. Both EHR-derived and traditional cohort-derived models could
be used in a two-step approach, at the population and individual level. First, the
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primary care EHR is automatically screened for women with a potentially high risk
of cardiovascular disease or stroke (population level) using models as presented in
chapter 15. Second, the women identified in step one are invited for a cardiovascular
risk (re)assessment at the primary care practice (individual level). During this patient
visit, relevant predictor data, such as systolic blood pressure, can be collected to use
as input for models that are extensively validated such as the SCORE2 or LIFE-
CVD model 5»%

Towards the wide-scale implementation of clinical decision support systems

In chapters 14 and 15, the development and internal validation of several EHR-
based models have been described. However, a long ‘valley of death’ lies ahead
before these model could be implemented in clinical practice on a wide scale. Next
steps include external validation,' and the assessment of the impact of the model
implementation on health outcomes, for example via a clinical (cluster-)randomised
trial.>? Impact assessment is a complex and costly step. Therefore, a decision analytic
study may be carried out as step in between model validation and implementation,
to investigate the potential impact on health and economic outcomes by modelling
the likely effect of its implementation on clinical decision making.’> When one
decides to perform an impact assessment of the model, the impact can only be validly
estimated when the prediction model is successfully implemented in clinical practice,
often in the form of a clinical decision support system (CDSS).*¢ The implementation
of a CDSS is a multifaceted challenge, which requires automated integration with
the IT infrastructure and therefore clinician’s workflow, interpretability of

prediction model outputs by the end user, and more.*’

Figure 4. The roadmap of a clinical prediction from model conception towards the
wide-scale implementation in the clinical workflow as a CDSS product
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Precision prevention of stroke in women - towards a learning population health
management system

The Lancet International Commission on Women and Cardiovascular Disease
recently set the goal of significantly reducing the global burden of cardiovascular
disease, including stroke, in women by 2030.°® To improve the clinical outcome of
stroke in women, stroke management including timely diagnostics should be
improved, including an increase in awareness of differences in stroke symptoms as
presented in chapter 10. But to make a substantial impact, the focus must shift from
treatment to prevention of stroke, because approximately 70% of cardiovascular
disease cases and cardiovascular disease-related deaths in the general population can
be attributed to modifiable risk factors.”® The lack of control of modifiable risk
factors in the general population is persistent across Europe.®®®! An additional
complicating factor is the growing number of complex multimorbid patients, and
the fact that to date little to no attention has been paid to social determinants of
health in the prevention of cardiovascular disease.®?

A paradigm shift in the organisation of healthcare is needed to successfully reduce
the burden of cardiovascular disease, and stroke in particular, in women on a
population-wide scale. Population health management is a concept that could drive
this paradigm shift, since it defines healthcare models along the individuals’
continuum of health and well-being, integrating services in health care, prevention,
social care and welfare.®® Tailoring appropriate preventive policies to subgroups in
whom care gaps have been identified and the highest potential gains are expected —
also known as panel management — enables precision prevention of cardiovascular
disease and stroke in particular.®* The leading analytic framework for population
health management identifies population-based risk stratification as one of the
essential steps.®> The EHR-derived risk prediction models presented in chapters 15
can support population health management in primary care through the automated
identification patient subgroups at high risk of cardiovascular events or stroke in
particular. An important limitation of the clinical usefulness of EHR-based
prediction models is the relatively low quality of the data from which they are
derived.! Improving EHR data quality may enable us to base more impactful clinical
decisions on the predictions of EHR-derived models, such as prescription of
preventive medication. A structural improvement of routine data capture is
therefore necessary. This, however, will only occur when the right incentives for
healthcare organizations and -professionals are in place, which requires
reorganization of the healthcare system. In the last decade, the United States
National Academy of Medicine proposed the ‘learning healthcare system’ as the
solution. Its principle is that routinely captured health data can be used for feedback
for real time improvement of care processes, through personalization of treatment
and diagnosis.®® This requires the alignment of science, informatics and healthcare
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organisations (Figure 5). Large scale examples of learning healthcare systems in the
United States such as the Veterans Health Administration Quality Enhancement
Research Initiative have shown an acceleration of clinical impact from research in a
learning healthcare system.®® A recent example from the Utrecht Cardiovascular
Cobhort in the Netherlands shows that an investment in the integration of primary
care, hospital care services and data registration has led to improved cardiovascular
risk factor registration in about one-third of participants.®” A learning healthcare
system could substantially reduce the ‘valley of death’ between development and
implementation of clinical prediction models. Because of the real time availability
of EHR data, prediction model performance and predictor- and outcome
distributions could be continuously monitored to detect potential calibration drift.*

Figure 5. Schematic overview of a learning healthcare system
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Macro — — , — p—— _
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The learning healthcare system adapted from Lessard et al.®®, combined with the integration levels
of the rainbow model (macro, meso, and micro) for population health management.”® The blue
arrows indicate the flow of data and resources that are necessary for the creation and

implementation of a CDSS product for precision prevention of stroke in women.
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Not only prediction but also causal inference research may benefit from a learning
healthcare system. By increasing the quality of the routinely registered outcome and
exposure data in the EHR until it approaches that of traditional cohort research, we
could assess outcome-exposure relationships while limiting bias and confounding.”
It may become the most realistic way to investigate the association between
(interactions among) women-specific risk factors and stroke in young women, given
the enormous resources (including time) that are needed for traditional prospective
cohort research. It currently takes 17 years on average before new knowledge
generated by randomised controlled trials is implemented in clinical practice.”! By
embedding pragmatic randomised controlled trials in a learning healthcare system
we could potentially validate the effectiveness of preventive policies tailored to
subgroups of women at high risk of stroke, to further realise precision prevention
while curtailing the costs and total implementation time.

Finally, I present ten recommendations on the system-, organisation- and individual
integration level according to the learning population health management concept.

These steps may help realise precision prevention of stroke in women in the coming
decade. (Table)
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Table. Ten recommendations for moving towards a learning healthcare system for

precision prevention of stroke in women

Integration level

Recommendation

Macro (system) level
E.g. ministry of health,

bodies,
healthcare insurers

financial

1. Organising the right incentives in the healthcare
system that reward positive health outcomes instead
of financing care based on price per volume.

2. Implementing healthcare system-wide quality
frameworks and -standards ensuring the valid
development and implementation of prediction
models.

3. Facilitation of a national data infrastructure which
facilitates pooling or joint analysis of data sources.

Meso  (organisation)
level E.g. healthcare,
public-private

partnerships, academia

4. Providing education and enabling behaviour
change of healthcare professionals.

5. Fostering productive Public-private partnership for
building CDSS products that enable population-based

use of clinical prediction models.

6. Enrichment of routine care data of and optimal
information extraction from EHR data.

7. Increased utilisation of routine care data as
extension of evidence based medicine.

Micro  (professional) | 8. Implementing population health management and
level empanelment in organisations in healthcare and the
E.g. [data]scientist, | social domain.

healthcare professional | 9. Co-creation with and behavioural change in the

patient and healthcare professional as end-users.

Micro (patient) level 10. Patient empowerment and -participation in data

collection.

Ad 1. Value-based healthcare — a healthcare delivery model in which health care
providers receive payment based on patient health outcomes — is an essential
requirement for population health management, because steering for population
health outcomes rather than production can reward the integration of services
across healthcare, prevention, and social care services, and the organisation of care
across the echelons of primary, secondary and tertiary care.”> To move towards a
learning population health management system, it is also important to incentivise
the capture and management of high quality routine care data.

Ad 2. As of 2021, in Europe clinical prediction models for diagnosis or prognosis
are classified as medical devices according to the Medical Devices Regulation.
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However, this legal framework does not require the methodological rigour that is
needed for peer-reviewed validation studies. Therefore, it is important to introduce
additional complementary methodological frameworks, which has led to a Dutch
field standard for the development and implementation of clinical Al prediction
models.”® Next steps include embedding this field norm in the healthcare system to
prevent harmful results of invalid prediction model results.

Ad 3. Pooling or joint analysis of different data sources allows for better
phenotyping of patient subgroups, which could lead to precision prevention. For
example, socioeconomic and ethnicity data are important predictors for
cardiovascular risk and can explain sex differences to some extent.”* However, the
highest possible standards for privacy should be maintained. An alternative to
pooling data sources is federated learning, which is based on algorithms that ‘visit’

data sources and are updated by information without the need of actually pooling
of data.”?

Ad 4. The successful implementation of a CDSS requires education of all end users
in the correct use of such systems, and in on underlying epidemiological assumptions
and the probabilistic nature of the CDSS, and the relevant legal framework.” A
learning population health system would also require all end users to know the
importance of a high quality routine data collection, and accordingly education of
end users is needed on data standardisation and other quality standards.

Ad 5. In public-private partnerships, academic knowledge and access to clinical care
can be combined with resources from the private sector, increasing the likelihood of
successful implementation and upscaling of CDSS in clinical care.”® A key driver of

1.7 Both academic

a successful public-private partnership is a good business mode
and healthcare organisations, and digital health manufacturing companies should
therefore invest in joint business cases for CDSS implementations that enable

precision prevention in clinical practice.

Ad 6. A major challenge in using EHR data to derive prediction models for women
under 50 years is the extent of missing values in predictors such as systolic blood
pressure and smoking. Several studies show that coded routine data can be further
enriched by extracting clinical concepts from free text entered into the EHR for

78 or by extracting ICD-10 diagnosis codes from

example during consultations
discharge letters.” For example, smoking can be identified from text in the EHR

with 88% sensitivity and 92% specificity.

Ad 7. More should be invested in methodological guidelines about how EHR-
derived cohorts can complement traditional (registry-based) research cohorts in
answering aetiological questions or developing prediction models.®! In particular,
guidelines should further specify how to deal with the limited quality of routine care
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data in aetiological or prediction research. The RECORD statement already
provides a first step for this.®? Further development of methodologies for
quantitative bias assessment could help us interpret EHR-based model predictions
in the context of the many data quality issues.®?

Ad 8. Healthcare organisations should organise care paths along the continuum of
health and well-being of the individual, which implies the optimisation of care
across the echelons of primary, secondary and tertiary care. Panel management may
also allow for more efficient task differentiation in primary care, which could
increase effectiveness of care and help manage workload.?*

Ad 9. The primary end users of a CDSS for the risk of cardiovascular events or
stroke specifically will be healthcare professionals and patients, and a real impact
on health outcomes will only be achieved through behaviour change among these
end users. Their involvement from the beginning of the developmental process is a
critical factor in the success of the implementation of the CDSS.” Around 70% of
cardiovascular risk is caused by modifiable risk factors.’® Therefore, improving
healthy behaviour in patients who are at high risk of cardiovascular disease is
paramount.

Ad 10. Empowerment of patients — helping them to discover the inherent capacity
to be responsible for one’s own health — may be a critical modifying factor for the
effect of the implementation of a CDSS in clinical practice on lifestyle change.®’ It
is, however, important to take cultural and (health) literacy barriers to
empowerment into account.’® Patient empowerment may also result in patients
taking a more active role in data collection, either via digital questionnaires with
patient-reported outcomes, or via wearable data streams such as digital blood
pressure monitors.%”
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