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We provide two inequalities for estimating adiabatic fidelity in terms of two other more handily calculated
quantities, i.e., generalized orthogonality catastrophe and quantum speed limit. As a result of considering a
two-dimensional subspace spanned by the initial ground state and its orthogonal complement, our method leads
to stronger bounds on adiabatic fidelity than those previously obtained. One of the two inequalities is nearly
sharp when the system size is large, as illustrated using a driven Rice-Mele model, which represents a broad class
of quantum many-body systems whose overlap of different instantaneous ground states exhibits orthogonality
catastrophe.
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I. INTRODUCTION

The celebrated quantum adiabatic theorem (QAT) is a fun-
damental theorem in quantum mechanics [1–4], which has
many applications ranging from the Gell-Mann and Low for-
mula in quantum field theory [5,6], the Born-Oppenheimer
approximation in atomic physics [7–9], and adiabatic trans-
port in solid-state physics [10–13] to adiabatic quantum
computation [14–16] and adiabatic quantum state manipu-
lation [17,18] in quantum technology. In its simplest form,
the QAT states that if the initial state of a quantum system
is one of the eigenstates of a time-dependent Hamiltonian,
which describes the system, and if the time variation of the
Hamiltonian is slow enough, then the state of the system at a
later time will still be close to the instantaneous eigenstate of
the Hamiltonian. To be more specific, we are interested in the
time-dependent Hamiltonian Hλ whose dependence on time t
is through an implicit function λ(t ). For each λ, the instan-
taneous ground state |�λ〉 obeys the instantaneous eigenvalue
equation of Hλ,

Hλ|�λ〉 = E (0)
λ |�λ〉, (1)

with E (0)
λ being the instantaneous ground-state energy,

whereas the physical state |�λ〉 is the solution to the scaled
time-dependent Schrödinger equation (h̄ ≡ 1),

i�
∂

∂λ
|�λ〉 = Hλ|�λ〉, (2)
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with |�0〉 = |�0〉 by preparing the initial state, |�0〉, to be the
same as the ground state of Hλ=0, |�0〉. Here, � := ∂tλ is the
driving rate.

Mathematically, the QAT states that for however small
ε > 0 and arbitrary value of λ, there exists a driving rate �

small enough such that

1 − F (λ) < ε, (3)

where the fidelity of adiabatic evolution (for short, adiabatic
fidelity),

F (λ) = |〈�λ|�λ〉|2, (4)

is the fidelity between the physical state |�λ〉 and the instan-
taneous ground state |�λ〉. The QAT is a powerful asymptotic
statement. However, in certain contexts, it is not sufficient
because one would like to know how quickly F (λ) approaches
unity with decreasing the driving rate. This is generally a
hard problem since it is difficult to compute the adiabatic
fidelity (4) for generic quantum many-body systems by di-
rectly solving the instantaneous eigenvalue equation (1) and
the time-dependent Schrödinger equation (2). Moreover, most
of the existing literature merely proves the existence of the
QAT in various settings [3,19–22] but rarely provides useful
and practical tools for computing the adiabatic fidelity (4)
quantitatively.

To make further progress, an insight proposed in Ref. [23]
is to compare the physical state |�λ〉 and the instantaneous
ground state |�λ〉 for a given λ with their common initial state
|�0〉 = |�0〉. We now introduce these two extra ingredients in
turn. First, the fidelity between the instantaneous ground state
|�λ〉 and its initial state |�0〉,

C(λ) := |〈�λ|�0〉|2, (5)

is referred to as generalized orthogonality catastrophe. This
name is motivated by Anderson’s orthogonality catastrophe
[24,25], which states that the overlap between ground states in
Fermi gases with and without local scattering potentials van-
ishes as the system size approaches infinity. In a later section,
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we are interested in a wide range of classes of time-dependent
many-body Hamiltonians whose generalized orthogonality
catastrophe C(λ) decays exponentially with the system size
and λ2. Second, the fidelity between the physical state |�λ〉
and its initial state |�0〉,

F (�λ,�0) := |〈�λ|�0〉|2, (6)

is another useful quantity since the corresponding Bures angle
D(�λ,�0) [26,27],

D(�λ,�0) := 2

π
arccos

√
F (�λ,�0), (7)

is upper bounded by using a version of the quantum speed
limit [28–30],

π

2
D(�λ,�0) � min

(
R(λ),

π

2

)
≡ R̃(λ), (8a)

where

R(λ) :=
∫ λ

0

dλ′

|∂tλ
′|	E0(λ′), (8b)

	E0(λ′) :=
√

〈�0|H2
λ′ |�0〉 − 〈�0|Hλ′ |�0〉2. (8c)

Note that in Eq. (8a) we have taken into account the fact
that the Bures angle D(�λ,�0) ∈ [0, 1] by its definition as
the function R(λ) defined in Eq. (8b) is not guaranteed to be
upper bounded by π/2. The quantum speed limit is essentially
a measure of how fast a quantum system can evolve. Since
the Bures angle D(�λ,�0) measures a distance between two
states, the quantum uncertainty 	E0(λ′) in Eq. (8) plays the
role of speed. Although there is not one single quantum speed
limit, we work with the version shown in Eq. (8b) that enables
its computation by knowing merely the Hamiltonian and the
initial state. It is worth mentioning that a recent theoretical
study [31] suggests that quantum speed limits can be probed
in cold-atom experiments.

Utilizing the generalized orthogonality catastrophe (5) and
the quantum speed limit (8) as additional ingredients, the main
result of Ref. [23] is an inequality providing an upper bound
for the difference between the adiabatic fidelity F (λ) (4) and
the generalized orthogonality catastrophe C(λ) (5),

|F (λ) − C(λ)| � R̃(λ), (9)

where R̃(λ) is defined in Eq. (8a). In this work, we derive
two improved inequalities that are stronger than the inequality
(9). A schematic summary of our main results is illustrated in
Fig. 1.

II. DERIVATION OF IMPROVED INEQUALITIES

In this section, we develop an approach involving two or-
thonormal vectors to derive inequalities that are stronger than
the one in Eq. (9). Observe that for every given λ, there are
three state vectors involved (see also Fig. 1), i.e., |�0〉, |�λ〉,
and |�λ〉. Of which, only |�0〉 is time independent and is still
present at a different value of λ. Therefore, a natural strategy
is to decompose the other two states, |�λ〉 and |�λ〉, into the
initial ground state |�0〉 and its orthogonal complement (think
of the Gram-Schmidt process). Let |�⊥

0 (λ)〉 be a λ-dependent
normalized state that is orthogonal to the initial state |�0〉,

FIG. 1. Schematic illustration of the relation between the phys-
ical state |�λ〉, the instantaneous ground state |�λ〉, and the
initial state |�0〉 = |�0〉. The central object is the fidelity be-
tween |�λ〉 and |�λ〉, i.e., F (λ) (4), which can be estimated
through |F (λ) − C(λ)| � f [C(λ), R̃(λ)], where f [C(λ), R̃(λ)] ∈
{R̃(λ), sin R̃(λ), g(λ)} from Eqs. (9), (20), and (22).

i.e., 〈�0|�⊥
0 (λ)〉 = 0, we then decompose the physical state

|�λ〉 in terms of these two orthonormal states,

|�λ〉 = eiϕλ cos θλ|�0〉 + sin θλ|�⊥
0 (λ)〉, (10)

where θλ ∈ [0, π/2] and ϕλ ∈ [0, 2π ] with the subscript λ

indicates that both θλ and ϕλ are a function of λ = λ(t ). Notice
that, by construction,

|〈�0|�λ〉| = cos θλ ⇔ θλ = π

2
D(�λ,�0), (11a)

〈�⊥
0 (λ)|�λ〉 = sin θλ = sin

(π

2
D(�λ,�0)

)
. (11b)

Similarly, the instantaneous ground state |�λ〉 can be de-
composed into the initial state |�0〉 and another λ-dependent
orthogonal complement |�̃⊥

0 (λ)〉 [which need not be the same
as |�⊥

0 (λ)〉 introduced in Eq. ((10),

|�λ〉 = 〈�0|�λ〉|�0〉 + 〈�̃⊥
0 (λ)|�λ〉|�̃⊥

0 (λ)〉. (12)

The normalization condition, 1 = 〈�λ|�λ〉, then implies

|〈�̃⊥
0 (λ)|�λ〉| =

√
1 − |〈�0|�λ〉|2 =

√
1 − C(λ), (13)

where C(λ) is defined in Eq. (5).
Since the components of the physical state |�λ〉 (10)

are entirely determined by the Bures angle, D(�λ,�0) =
(2/π )θλ, and that of the instantaneous ground state |�λ〉 (12)
by the generalized orthogonality catastrophe, C(λ), it is then
obvious that their overlap, the adiabatic fidelity F (λ) (4),
should be wholly determined by both θλ and C(λ), as will be
seen shortly.

We are in a position to compute the adiabatic fidelity F (λ)
(4) using Eq. (10),

F (λ) = cos2 θλ|〈�λ|�0〉|2 + sin2 θλ|〈�λ|�⊥
0 (λ)〉|2

+ Re(eiϕλ sin(2θλ)〈�λ|�0〉〈�⊥
0 (λ)|�λ〉). (14)

The main object of interest, |F (λ) − C(λ)|, can then be com-
puted using (i) Eq. (14), (ii) the triangle inequality for absolute
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value, and (iii) the inequality Re(z) � |z| for z ∈ C,

|F (λ) − C(λ)|
(i)= | sin2 θλ(−|〈�λ|�0〉|2 + |〈�λ|�⊥

0 (λ)〉|2)

+ Re(eiϕλ sin(2θλ)〈�λ|�0〉〈�⊥
0 (λ)|�λ〉)|

(ii)
� | sin2 θλ(−|〈�λ|�0〉|2 + |〈�λ|�⊥

0 (λ)〉|2)|
+ |Re(eiϕλ sin(2θλ)〈�λ|�0〉〈�⊥

0 (λ)|�λ〉)|
(iii)
� | sin2 θλ(−|〈�λ|�0〉|2 + |〈�λ|�⊥

0 (λ)〉|2)|
+ sin(2θλ)|〈�λ|�0〉||〈�⊥

0 (λ)|�λ〉|
� | sin2 θλ(−|〈�λ|�0〉|2 + |〈�λ|�̃⊥

0 (λ)〉|2)|
+ sin(2θλ)|〈�λ|�0〉||〈�̃⊥

0 (λ)|�λ〉|, (15)

where the last expression is obtained after using the following
inequality,

|〈�⊥
0 (λ)|�λ〉| � |〈�̃⊥

0 (λ)|�λ〉|, (16)

which is a result of Eq. (12) with |〈�⊥
0 (λ)|�̃⊥

0 (λ)〉| � 1.
Making use of Eq. (13) to express |〈�λ|�0〉| and

|〈�λ|�̃⊥
0 (λ)〉| in terms of

√
C(λ) and

√
1 − C(λ), respectively,

the inequality (15) then reads

|F (λ) − C(λ)| � g[C(λ), θλ], (17a)

where we have introduced an auxiliary function g(C, θ ) for
later convenience,

g(C, θ ) := sin2 θ |1 − 2C| + sin(2θ )
√
C
√

1 − C. (17b)

Note that the right side of Eq. (17a) depends on only two in-
dependent variables, i.e., C(λ) and θλ, as claimed previously.

It remains to find upper bounds on the function g(C, θ )
(17b). To this end, treating it as a function of C alone, one
finds two degenerate global maxima of g(C, θ ) occur when
C = (1 ± sin θ )/2 and yields

max
0�C�1

g(C, θ ) = sin θ. (18)

Therefore, an upper bound for the right side of Eq. (17a) is
obtained as

|F (λ) − C(λ)| � max
0�C(λ)�1

g[C(λ), θλ] = sin θλ. (19)

Note that the inequality |F (λ) − C(λ)| � sin θλ (19) can also
be proved alternatively using a fairly elementary method as
shown in Refs. [32,33]. Upon using the bound from the
quantum speed limit (8) [recall the relation θλ = π

2 D(�λ,�0)
from Eq. (11a)] and considering the fact that sin x is a mono-
tonically increasing function for x ∈ [0, π/2], the rightmost
side in Eq. (19) can be further bounded from above by
sin R̃(λ),

|F (λ) − C(λ)| � sin θλ � sin R̃(λ). (20)

This is the first improved inequality mentioned in the In-
troduction. It is evident that this inequality (20) provides a
stronger bound compared to the previous inequality (9) since
sin x � x for x ∈ [0, π/2].

One may wonder whether it is possible to obtain an upper
bound that is stronger than sin R̃(λ) (20) by manipulating
the function g[C(λ), θλ] defined in Eq. (17b). The answer is
affirmative provided an upper bound on the sin(2θλ) term
of Eq. (17) can be found. To show this, recall that θλ =
π
2 D(�λ,�0) is upper bounded by using the quantum speed
limit (8), θλ � R̃(λ). It then follows that sin θλ � sin R̃(λ)

and sin(2θλ) � sin[2˜̃R(λ)] for θλ � R̃(λ) � π/2, where

˜̃R(λ) := min
(
R(λ),

π

4

)
. (21)

Using these facts, one may further bound the right side of
Eq. (17a) from above as

|F (λ) − C(λ)| � g(λ), (22)

where the function g(λ) reads

g(λ) := g1(λ) + g2(λ), (23a)

g1(λ) := sin2 R̃(λ)|1 − 2C(λ)|, (23b)

g2(λ) := sin[2˜̃R(λ)]
√
C(λ)

√
1 − C(λ), (23c)

where R̃(λ) and ˜̃R(λ) are defined in Eqs. (8a) and (21),
respectively. The inequality (22) is the second improved in-
equality mentioned in the Introduction.

We want to emphasize that the two improved inequalities,
Eqs. (20) and (22), are applicable to any quantum system, no
matter whether the system size is large or small. Nevertheless,
as is demonstrated in a later section, the second improved
inequality (22) is particularly powerful when the system size
is large.

III. SETUP OF DRIVEN MANY-BODY SYSTEMS

Before considering a specific example in the next section,
we follow Ref. [23] to specify a wide range of quantum sys-
tems that share general properties which the specific example
possesses. The time-dependent Hamiltonian Hλ in which we
are interested has a typical form,

Hλ = H0 + λV, (24)

where H0 is a time-independent Hamiltonian with the lowest
energy eigenstate |�0〉 and V is a driving potential. We also
assume that the driving rate � = ∂tλ is a constant in λ. It then
follows that R(λ) [Eq. (8b)], the time integral of quantum
uncertainty, reads

R(λ) = λ2

2�
δVN , δVN :=

√
〈�0|V 2|�0〉 − 〈�0|V |�0〉2.

(25)

In other words, R(λ) is a monotonically increasing function
in λ2.

We further restrict ourselves to a broad class of time-
dependent Hamiltonians whose generalized orthogonality
catastrophe C(λ) (5) has the following simple exponentially
decaying form when the system size, N , is large,

ln C(λ) = −CNλ2 + r(N, λ), lim
N→∞

CN = ∞, (26)

where the residual r satisfies limN→∞ r(N,C−1/2
N ) = 0.
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FIG. 2. Adiabatic fidelity F (λ) and generalized orthogonality catastrophe C(λ) described by the Hamiltonian (27) with the parametrization
(29) for N = 103 sites. (a) Comparison between the old inequality (9) and the two improved inequalities (20) and (22). The black curve is for
C(λ), which is, however, indistinguishable from F (λ) in the plot. The blue-shaded (respectively, green- and red-shaded) region is the bound
for F (λ) from R̃(λ) (9) [respectively, from sin R̃(λ) in Eq. (20) and from g(λ) in Eq. (22)]. The red-shaded (respectively, green-shaded) area
is about 59% (respectively, 95%) of the blue-shaded area. (b) Behavior of the functions R̃(λ), sin R̃(λ), and g(λ) = g1(λ) + g2(λ) (23) as a
function of λ. For comparison, C(λ) is also depicted. Refer to the main text for further explanation.

IV. EXAMPLE: DRIVEN RICE-MELE MODEL

In order to demonstrate the validity of the improved
inequalities, Eqs. (20) and (22), we consider the spinless Rice-
Mele model on a half-filled one-dimensional bipartite lattice
with the Hamiltonian [34,35]

HRM =
N∑

j=1

[−(J + U )a†
j b j − (J − U )a†

j b j+1 + H.c.]

+
N∑

j=1

	(a†
j a j − b†

jb j ), (27)

where a j and b j are the fermion annihilation operators on the a
and b sublattices, respectively. Here, N is the number of lattice
sites. For the case of J = U = const and 	 = λER, where
λ = �t and ER is a recoil energy, it is shown in Ref. [23]
that the exponent CN defined in Eq. (26) and the quantum
uncertainty δVN defined in Eq. (25) read as follows:

CN = NE2
R

16JU
, δVN =

√
NER. (28)

Equation (28) with the chosen value of the parameters from
Ref. [23],

(J,U,	, �) = (0.4ER, 0.4ER, λER, 0.7ER ), (29)

gives the following expressions for C(λ) (26) and R(λ) (25):

C(λ) = e−Nλ2/(1.6)2
, R(λ) =

√
Nλ2

1.4
. (30)

Provided with Eq. (30), we present in Fig. 2 the compar-
ison of bounds on the adiabatic fidelity F (λ) using the old
inequality (9) and the two improved inequalities, Eqs. (20) and
(22), for N = 103. Specifically, given the second improved
inequality (22) and noting that F (λ) ∈ [0, 1] by its definition,
the following two-sided bound on the adiabatic fidelity F (λ)
is obtained,

max [C(λ) − g(λ), 0] � F (λ) � min [C(λ) + g(λ), 1].

Similar expressions apply to the old inequality (9) and the first
improved inequality (20), with g(λ) being replaced by R̃(λ)
and sin R̃(λ), respectively. Figure 2(a) shows that the second
improved inequality (22) (as represented by the red-shaded
region) greatly improves the estimate for F (λ) compared
to the previous estimate (9) (as represented by the blue-
shaded region). Figure 2(b) shows the behavior of functions
R̃(λ), sin R̃(λ), and g(λ) = g1(λ) + g2(λ) (23) as a func-
tion of λ. The function g(λ) is dominated by g2(λ) when
λ is small and is dominated by g1(λ) when λ is large. It
can be understood from Eq. (23) that, for large λ, C(λ) ≈
0, so that g(λ) ≈ g1(λ) ≈ sin2 R(λ). Similarly, for small λ,
sin[2R(λ)] 
 sin2 R(λ), so that g(λ) ≈ g2(λ).

Clearly, the upper boundary of each shaded region in
Fig. 2(a) is determined by C(λ) + R̃(λ) for the blue-shaded
region, by C(λ) + sin R̃(λ) for the green-shaded region, and
by C(λ) + g(λ) for the red-shaded region. Observe from
Fig. 2(b) that the function C(λ) is an exponentially decaying
function in λ, whereas the functions R̃(λ), sin R̃(λ), and
g(λ) are monotonically increasing functions in λ. As a re-
sult, the upper boundary of each shaded region in Fig. 2(a)
has a valley when C(λ) is too small and then monotonically
increases as λ increases. Similarly, the bottom boundary of
each shaded region in Fig. 2(a) is determined by C(λ) − R̃(λ),
C(λ) − sin R̃(λ), and C(λ) − g(λ), respectively. The bottom
boundary is at zero when C(λ) � {R̃(λ), sin R̃(λ), g(λ)}.

To further investigate the effect of increasing system size
on the bounds for the adiabatic fidelity F (λ), we plot in
Fig. 3 the cases of N = 104 and N = 105. For both cases,
the green-shaded area is almost identical to the blue-shaded
area, whereas the red-shaded area is about 34% (respectively,
23%) of the blue-shaded area for N = 104 (respectively, for
N = 105). This indicates that the second improved inequality
(22) is much stronger than the old inequality (9) as the number
of lattice sites, N , increases. This fact can be understood by
noticing that C(λ) (30), the generalized orthogonality catas-
trophe, decays quicker with increasing N ; we are then forced
to concentrate on the region of smaller λ. Consequently, it
renders a smaller g(λ), so that the bounds, C(λ) ± g(λ), are
tighter as N increases.

043055-4



BOUNDS ON QUANTUM ADIABATICITY IN DRIVEN … PHYSICAL REVIEW RESEARCH 4, 043055 (2022)

FIG. 3. Same as in Fig. 2 but with N = 104 in panel (a) and N =
105 in panel (b).

V. IMPLICATION ON ADIABATICITY BREAKDOWN

This section discusses an implication from the second
improved inequality (22) on the timescale for adiabaticity
breakdown in generic driven many-body systems that possess
the following asymptotic property,

lim
N→∞

δVN

CN

= 0, (31)

where δVN is the quantum uncertainty of the driving potential
(25) and CN is the exponent of the generalized orthogonality
catastrophe (26). As was pointed out in Ref. [23] using a
general scaling argument, the asymptotic form (31) is obeyed
by a wide range of Hamiltonians [36].

Now, combining the adiabaticity condition (3) and the
bound on the adiabatic fidelity F (λ) from the second im-
proved inequality (22) yields

1 − ε − C(λ) � g(λ). (32)

This inequality has to be satisfied if adiabaticity is established.

We follow the discussion of Ref. [23] to define the adia-
batic mean free path λ∗ as a solution to F (λ∗) = 1/e. The
leading asymptotic of λ∗ reads

λ∗ = C−1/2
N . (33)

Observe that if the driving rate � is independent of the system
size N , then Eq. (31) indicates that R(λ = λ∗) (25) vanishes
under the limit of large N ,

lim
N→∞

R(λ∗) = 1
2�

lim
N→∞

δVN

CN

= 0. (34)

Consequently, under the same large-N limit, the asymptotic
behavior (34) causes the function g(λ) (23) to vanish when
λ � λ∗. If so, the inequality (32) with λ = λ∗ reads 1 − ε −
e−1 � 0 as N → ∞. This means ε cannot be arbitrarily small;
thus, adiabaticity fails.

In order to avoid the adiabaticity breakdown, one has to
allow the driving rate � to scale down with increasing system
size N , � = �N . Here, �N is determined by setting λ = λ∗
in the inequality (32) and approximating sinR(λ∗) ≈ R(λ∗).
One finds

�N � 1

2

δVN

CN

1

1 − ε − e−1
M, (35)

where the multiplicative factor M = e−1/2(1 − e−1)1/2 +
(1 − e−1 − e−2)1/2 ≈ 1.187. Note that applying the same rea-
soning to the old inequality (9) delivers the multiplicative
factor M = 1 in Eq. (35), as was shown in Refs. [23,37]. That
is to say, compared to the old inequality (9), the improved
inequality (22) does not affect the scaling form of the driving
rate �N , but merely increases the multiplicative constant.

VI. SUMMARY AND OUTLOOK

In conclusion, we have derived two improved inequalities
to bound the adiabatic fidelity using generalized orthogonality
catastrophe and the quantum speed limit. These two inequali-
ties are stronger than the previous result and are applicable to
any quantum system. In particular, one of the two improved
inequalities is nearly sharp when the system size is large.

In addition to quantum many-body systems, our method
could also be applied to other fields in which bounds on
adiabatic evolution are important, such as adiabatic quantum
computation [14–16,38,39] and adiabatic quantum control
[40–44].
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