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Abstract
Objectives: To identify highly ranked features related to clinicians’ diagnosis of clinically relevant knee OA.

Methods: General practitioners (GPs) and secondary care physicians (SPs) were recruited to evaluate 5–10years follow-up clinical and radio-
graphic data of knees from the CHECK cohort for the presence of clinically relevant OA. GPs and SPs were gathered in pairs; each pair consisted
of one GP and one SP, and the paired clinicians independently evaluated the same subset of knees. A diagnosis was made for each knee by the
GP and SP before and after viewing radiographic data. Nested 5-fold cross-validation enhanced random forest models were built to identify the
top 10 features related to the diagnosis.

Results: Seventeen clinician pairs evaluated 1106 knees with 139 clinical and 36 radiographic features. GPs diagnosed clinically relevant OA in
42% and 43% knees, before and after viewing radiographic data, respectively. SPs diagnosed in 43% and 51% knees, respectively. Models con-
taining top 10 features had good performance for explaining clinicians’ diagnosis with area under the curve ranging from 0.76–0.83. Before view-
ing radiographic data, quantitative symptomatic features (i.e. WOMAC scores) were the most important ones related to the diagnosis of both
GPs and SPs; after viewing radiographic data, radiographic features appeared in the top lists for both, but seemed to be more important for SPs
than GPs.

Conclusions: Random forest models presented good performance in explaining clinicians’ diagnosis, which helped to reveal typical features of
patients recognized as clinically relevant knee OA by clinicians from two different care settings.

Keywords: knee OA, clinician’s diagnosis, machine learning, CHECK cohort

Introduction

As no gold-standard definition has been established for OA
[1], diagnosing knee OA is never trivial. Clinical classifica-
tion/diagnostic criteria, such as the ACR [2], the EULAR [3]
and the National Institute for Health and Care Excellence
(NICE) criteria [4], have been proposed to potentially help
identify knee OA patients in research/clinical settings.
However, the clinical relevance of these criteria is unclear or
insufficiently validated [3, 5, 6].

In addition to diagnoses based on predefined criteria, clini-
cians’ diagnoses are often used as a reference standard, be-
cause it usually reflects the treatment decision-making process
in daily clinical practice. For instance, observational studies
using registry data could identify OA patients according to
recorded clinicians’ diagnosis [7–9] and clinical trials, to facil-
itate participant recruitment, could use recorded diagnosis
for narrowing population screening spectrum [10, 11].
Furthermore, registered clinicians’ diagnosis was sometimes
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employed for deducing regional OA prevalence and incidence
rate, which would impact future public health planning [12–
14]. Despite the widespread use, a paucity of studies exists on
which clinical features drive clinicians to make the OA diag-
nosis. Moreover, the focus in diagnosis-making could be dif-
ferent between primary and secondary care (given the
different specialty knowledge) and between the circumstances
with and without radiographs [15]; the features are preferably
to be identified for each situation.

One of the major challenges in distinguishing important
features from numerous patient characteristics is establishing
a proper analysis framework. Integrating a large number of
clinical features into statistical models will result in the dimen-
sionality problem, where the number of features exceeds the
model capacity [16]. Machine learning approaches coupled
with feature selection methods have been shown to perform
well in tackling such issues and are capable of identifying im-
portant features from high-dimensional data [17].

Here, we performed a post hoc analysis on the data from a
previous task [15, 18], in which general practitioners (GPs)
and secondary care physicians (SPs) were recruited to evaluate
patients’ longitudinal medical data to diagnose whether clini-
cally relevant knee OA was present. With the help of machine
learning algorithms, the primary aim of this study was to
identify the highly-ranked clinical features related to the diag-
nosis by GPs and SPs, in the situation with or without access
to radiographs, respectively.

Methods
Patient data

We obtained patient data from the CHECK cohort (a longitu-
dinal cohort study of patients with knee/hip complaints sus-
pected of early stage OA and followed for 10 years). The
inclusion and exclusion criteria of CHECK were explained in
a previous study [19]. For the present study, patients with
knee complaints at baseline and data available from 5-year to
10-year (T5 to T10) follow-up were included. This study com-
plies with the Declaration of Helsinki; Medical Ethics
Committee of the University Medical Center Utrecht has ap-
proved the protocol of the CHECK cohort and all patients
have signed informed consent. The current report follows the
MI-CLAIM guideline for machine learning papers (see
Checklist in Supplementary Data S1, available at
Rheumatology online) [20].

We obtained patient T5, T8 and T10 follow-up data, and
categorized these data into two parts: clinical and radio-
graphic data. Clinical data included features of demographics
[sex, age, body mass index (BMI), racial background, marital
status, menopausal status, educational level, chronic diseases,
occupation, smoking status and alcohol usage], medical
history (comorbidities, quadriceps tendinitis, intra-articular
fracture, Baker’s cyst, ligament or meniscus damage, osteo-
chondritis dissecans, plica syndrome and septic arthritis),
symptoms [qualitative items of knee pain and stiffness, quan-
titative items measured with WOMAC total and subscale
scores [21] and numeric rating scale (NRS) pain score] and
physical examinations (knee warmth, bony tenderness, crepi-
tus, range of motion, knee pain on extension and flexion).
Radiographic data included standardized grades for tibial
attrition (yes/no), medial/lateral joint space narrowing (0–3),
femoral/tibial sclerosis (yes/no), and medial/lateral and tibial/

femoral/patellar osteophytes (0–3), and the whole tibiofe-
moral joint according to the Kellgren and Lawrence (KL)
grading system (0–4) [22]. The radiographic grades were
obtained for each knee from independent reading by
trained observers (blinded for clinical data) on weight-bearing
posterior-anterior fixed flexion and lateral knee radiographs
[19, 23].

Clinicians

We recruited clinicians who had a degree in general practice,
orthopaedics, rheumatology or sports medicine for >2 years,
or were in training in these specialties combined with a PhD
in OA research. We then assessed their characteristics by que-
rying on experience in OA treatment (years), number of OA
patients treated per week, and personal perception on the im-
portance of radiographs in making the OA diagnosis.

Diagnosis of clinically relevant knee OA

We stored clinical and radiographic data in special software
(built in-house) for optimal presentation. Details of software
training and diagnosis making process have been described in
our previous studies [15, 24]. A brief description of the
diagnosis-making process is given below.

Clinicians were divided into pairs; each pair consisted of
one GP and one SP, and assessed the same subset of knees
(from 40–50 patients). First, the software only presented T5
to T10 clinical data to the clinicians. Each clinician assessed
these independently and, for each knee, chose between ‘yes,
clinically relevant OA has developed’ and ‘no, clinically rele-
vant OA has not developed’. Next, the software activated T5
to T10 radiographic data access. Clinicians did the assess-
ments independently again and answered the same questions.
At this stage, clinicians had read-only access to the clinical
data and their own previous diagnoses. Besides, the actual ra-
diographic films were also available, and the software
recorded the access to the films. After the procedure, each
knee had four diagnoses: GPs’ and SPs’ diagnosis before and
after viewing radiographic data.

Statistical analysis

We first built a nested 5-fold cross-validation (CV) enhanced
machine learning pipeline to test candidate machine learning
algorithms and select the algorithm with the best performance
for further analysis. We totally tested eight candidate algo-
rithms in a sub-dataset from our full dataset: two feature
selectors [recursive feature elimination (RFE) and Relief]
along with four classifiers [Logistic Regression, Random
Forest (RF), Support Vector Classifier and Xgboost]. RFE-RF
model was selected for further analysis as it turned out the
highest area under receptor operating curve (AUC). The final
machine learning pipeline is visualized in Fig. 1, with detailed
descriptions of the pipeline in the figure legend.

In total, 48% of knees had incomplete data and 13% of
features had >10% (up to 14%) missing values, which was
mainly caused by loss to follow-up. To reduce the risk of
overfitting, we impute missing values by simple imputation
(using the mean value for continuous variable and the most
frequent value for categorical variable) and incorporated it
into the 5-fold CV. Besides, we restricted the maximum depth
of the forest to 5, number of trees to 1000 and allowed the
model to include 10 up to 50 variables.

We applied the pipeline on the data using GPs’ diagnosis
based on clinical data as the outcome factor, and included all
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patient (T5, T8 and T10) clinical features as predictors. We
then used GPs’ diagnosis based on clinical and radiographic
data as the outcome factor, and patient (T5, T8 and T10) clin-
ical and radiographic features as predictors. We did the same
for the diagnosis of SP. Finally, we obtained four bunches of
full models (because of the nested 5-fold CV, each bunch con-
sists of five models) for four diagnoses: modelGP,
modelGPþradiographs, modelSP and modelSPþradiographs. We cal-
culated the mean AUC and its 95% CI for assessing model
performance of each bunch. We ranked features included in
the models by the Gini index and calculated the average rank
of each feature (among the five models within a bunch) for
each diagnosis. We pre-specified top 10 features as the highly-
ranked ones related to the diagnosis, as we had allowed all
the models to include at least 10 features. Next, we further

developed models containing the top 10 features only (via the
same machine learning pipeline) and calculated the corre-
sponding AUC. To better evaluate 10-feature model’s perfor-
mance, we applied commonly used clinical criteria (EULAR,
ACR and NICE criteria) in T10 follow-up data to identify
‘clinical OA’ knees (see detailed descriptions of these criteria
in Supplementary Table S1, available at Rheumatology on-
line). Using the clinician’s diagnosis as the reference standard,
we compared the AUC between 10-feature models and the
three criteria by Delong’s method [25]. Among the top 10 fea-
tures, we further identified the top five features to highlight
the most important ones.

To further examine the robustness of our findings regard-
ing the involvement of missing values, we performed a sensi-
tivity analysis with building the same machine models in the

Figure 1. A nested 5-fold cross-validation (CV) enhanced machine learning pipeline. First, a full dataset goes into the outer loop of 5-fold CV, then it is

randomly split into five equally sized subsets (folds); four of the folds are combined as training dataset while the remaining one fold is used as testing

dataset. Next, training and testing datasets were pre-processed. Then the training dataset of the outer loop goes into the inner loop which consists of

another 5-fold CV for developing and testing random forest models in combination with recursive feature elimination. The model tested with the highest

AUC is selected to be output into the outer loop, and then model performance is assessed in the independent testing dataset. The 5-fold CV outer loop

requires the procedure to repeat five times until every fold has been used as testing dataset. Therefore, five full models are developed, and mean AUC

and average ranks of features were calculated among the five models. Finally, a dataset with containing the top 10 features and outcome measure enters

the same pipeline to build 10-feature models
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complete datasets (knees with missing values in any of the
predictors were excluded). We then evaluated the top 10 fea-
tures and 10-feature models’ AUC.

For multiple comparisons between AUC, we adjusted P-val-
ues by the Bonferroni’s method (multiplies the raw P-values
by the number of tests), and a P-value <0.05 was considered
statistically significant. All the analysis was performed in
Python 3.6 (package scikit-learn, Numpy, pandas and sea-
born) and R software 4.0 (package pROC).

Results
Patients and clinicians

This study included 716 patients with 1106 symptomatic
knees; 79% female, mean (S.D.) age at T10 was 66 (5) years,
mean (S.D.) BMI at T10 was 27 (4) kg/m2. Clinical data con-
tained 139 clinical features, radiographic data contained 36
radiographic features, see all the features and their descriptive
characteristics in Supplementary Table S2, available at
Rheumatology online.

A total of 17 GPs and 17 SPs were recruited to form 17 cli-
nician pairs; among the SPs, seven were orthopaedists, eight
rheumatologists and two sports physicians. Clinician charac-
teristics are presented in Table 1. SPs averagely treated more
OA patients per week and valued radiographs more than
GPs.

Clinically relevant knee OA

GPs diagnosed clinically relevant OA in 42% and 43% knees,
before and after viewing radiographic data, respectively. SPs
in 43% and 51% of the knees. Both GPs and SPs somewhat
modified their diagnoses after viewing radiographic data,
while generally they agreed on 70% diagnoses regardless of
whether radiographic data were available or not (Fig. 2).
During the procedure, GPs viewed 45% of the actual radio-
graphic knee films and SPs viewed 75%.

Machine learning models and model performance

All the RFE-RF full models contained 50 features and had
good performance for explaining clinicians’ diagnoses:
modelGP, mean AUC of 0.87 (95% CI, 0.85, 0.89);
modelGPþradiographs, 0.84 (95% CI, 0.82, 0.86); modelSP, 0.83
(95% CI, 0.80, 0.86); modelSPþradiographs, 0.79 (95% CI,
0.76, 0.82).

Models containing the top 10 features presented similarly
good performance: 10-feature modelGP, mean AUC of 0.83
(95% CI, 0.85, 0.85); 10-feature modelGPþradiographs, 0.82
(95% CI, 0.80, 0.84); 10-feature modelSP, 0.77 (95% CI,

0.75, 0.79); 10-feature modelSPþradiographs, 0.76 (95% CI,
0.73, 0.78). Clinicians’ diagnoses were poorly explained by
the three commonly used clinical criteria (AUC ranged from
0.62–0.68 for GPs, and 0.58–0.65 for SPs). Mean AUC of the
10-feature models were all significantly higher than the three
criteria (Fig. 3).

Top features

Top 10 and top five features selected by the RFE-RF models
are presented in Table 2. Before viewing radiographic data,
patient symptom features, especially quantitative measures
(WOMAC scores), were the most important ones related to
the diagnosis of both GPs and SPs. Besides, none of the physi-
cal examination items was identified as important for GPs’ di-
agnosis, while T10 joint line tenderness was for SPs’
diagnosis.

After viewing radiographic data, the top five features for
GPs’ diagnosis remained the same, but were moderately
changed for SPs’ diagnosis with incorporating three radio-
graphic features. Among the top 10 features, two medial com-
partment structural features (T10 medial joint space
narrowing grade and T5 medial tibial osteophyte grade) were
found related to GPs’ diagnosis, while the grades for the
whole tibia-femoral joint (T5 to T10 KL grade) and T10 me-
dial femoral osteophyte were found related to SPs’ diagnosis.

None of the demographic and medical history features
were identified as important in any of the RFE-RF models.

Sensitivity analysis

The AUC of the models built in the complete datasets were
found slightly lower (about 2%) than those obtained in our
main analysis, while the top 10 features were generally similar
(Supplementary Tables S3 and S4, available at Rheumatology
online). Overall, the sensitivity analysis supports the robust-
ness of our main findings.

Table 1. Characteristics of recruited clinicians

General

practitioner

(n¼17)

Secondary care

physician

(n¼17)

Experience of treating OA patients,
years, mean (S.D.)

12 (9) 15 (9)

Number of OA patients treated
per week, mean (S.D.)

5 (3) 27 (30)

Importance of radiographsa,
median (range)

2 (1–4) 4 (2–4)

a Perceived importance of radiography for making the diagnosis of knee
OA: 1, not important; 2, minor important; 3, somewhat important; 4, very
important.

Figure 2. Clinicians’ diagnosis before and after viewing radiographic data.

‘Consensus’ means GP and SP made the same diagnosis. Percentages

indicates proportions of knees in each category and are calculated against

total number of knees (1106). GP: general practitioner; SP: secondary care

physician
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Discussion

In this study, we developed RFE-RF models with good perfor-
mance to explain GPs’ and SPs’ diagnosis of clinically relevant
knee OA. The patient features identified by these models sug-
gest typical characteristics of the patients who would likely re-
ceive a diagnosis of clinically relevant knee OA from
clinicians.

Although GPs and SPs agreed on most diagnoses (70%),
both before and after viewing radiographic data, variations
existed in the patient features related to the diagnoses in dif-
ferent situations. When radiographs were unavailable,
patients with more severe symptoms were more likely to re-
ceive the OA diagnosis from both GP and SP. Additionally,
only SP seemed to have taken joint line tenderness examina-
tion into account, which might be one of the reasons for the
30% discrepancies in the diagnosis between the two kinds of
clinicians. Another reason could be that the threshold of
symptom severity for making an OA diagnosis was different
between GP and SP, as suggested by a real-world report from
Jordan et al. In that study, GPs tended not to diagnose knee
OA in patients with mild symptoms only [12]. Unfortunately,
there is no similar study available in secondary care.

When radiographs were available, radiographic features
appeared in the top-10 lists for both GPs and SPs. Whereas,
focusing on the top five features only, GPs seemed to still
make diagnoses mainly based on patient symptoms; SPs
shifted to a combination of symptomatic and structural fea-
tures. This is consistent with actual clinical practice that SPs
tend to check radiographic films for assessing the structural
severity and then plan further treatments (e.g. orthopaedic
surgeons assess the necessity/suitability of surgery based on
radiographs), while GPs are advised to not obtain radiogra-
phy for OA diagnoses [4] and are likely to provide symptom
relief treatments.

Patient demographic and medical history features were
found unimportant for diagnosis in the four 10-feature mod-
els. This is inconsistent with previous reports that patients
with older age, more comorbidities or obesity were more
likely to be diagnosed as knee OA by GPs [12, 14]. Besides,
the EULAR, ACR and NICE criteria, which were developed
based on the consensus of clinical and research experts, all
treated age as an important indicator for identifying OA
knees. A possible reason could be that the CHECK cohort
recruited patients above 45 years at baseline [19], so all the

Figure 3. Receiver operating curves for top 10-feature models and clinical diagnostic/classification criteria against clinicians’ diagnosis. Mean curve was

generated based on the five curves of the 5-fold cross-validation (CV). AUC: area under the curve; NICE: National Institute for Health and Care Excellence.

***P< 0.001, comparing mean AUC of 10-feature models with EULAR, ACR and NICE criteria
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patients in this study (after 5 years follow-up) had already ful-
filled the age requirement of the three criteria. On the other
hand, our analysis focused on identifying the most important
features, could have missed features with weak associations.
Hence, the findings should be interpreted as clinicians rely
more on symptoms, physical examinations or radiographic
features than on risk factors (e.g. older age, comorbidities and
higher BMI) in diagnosing knee OA.

The differences in the top features between GPs and SPs
suggests that researchers using registry diagnoses to assess
OA disease burden should be aware of the situation under
which the diagnosis is made. For instance, diagnoses of GPs
(with and without radiographs) mainly reflect patient symp-
toms, which could provide hints towards the demands for
symptom relief management (e.g. pain medication) in primary
care. Global disease burden studies defined OA patients by
the combination of knee pain and KL grade (�2), which
seems to reflect the disease burden similar to the perspective
from SP [26].

In this study, none of the three commonly used clinical cri-
teria adequately captured the knees recognized with clinically
relevant knee OA by clinicians. It should be noted that ACR
criteria were originally developed as classification criteria to
be used in research, and EULAR and NICE criteria were de-
veloped for diagnosis in clinical settings. It might be ‘unfair’
to test the ACR criteria against clinicians’ diagnosis, while
our results suggest the diagnostic performance of ACR was
similar to the NICE. Meanwhile, the knee OA definition by
the NICE criteria is exactly the same as the Dutch healthcare
practice guideline for GPs (https://richtlijnen.nhg.org/standaar

den/niet-traumatische-knieklachten), which reveals an incon-
sistency between guidelines and GPs’ actual clinical practice.
This is in line with a previous report that indicated only mod-
erate adherence to practice guidelines by clinicians [27]. On
the other hand, the presented RFE-RF models performed well
in the discrimination of the diagnosis by clinicians, which
showed the feasibility of applying machine learning models in
similar research problems. Meanwhile, it may also imply the
feasibility of simulating human diagnosis through machine
learning models.

The design of this study has several strengths. First, GPs
and SPs were paired to (independently) review the same sam-
ple of knees, which made it robust to compare the diagnoses
and features between the two kinds of clinicians. Second,
clinicians’ diagnoses were made on patient longitudinal data,
which is more similar to the actual situation than on cross-
sectional data; as suggested by a previous study, GPs would
record patients with ‘joint pain’ at the initial consultations
and then diagnose OA after 6–7 years follow-up [12]. Third,
nested 5-fold CV was used to improve model stability and
allowed all model performances to be evaluated in an inde-
pendent testing dataset. Fourth, data imputation was incorpo-
rated into the 5-fold CV, meaning that the imputation was
done on the random sample of the whole dataset for five
times. Similar to the merits of the multiple imputation, this
created more uncertainty in the imputed values and thus in-
creased the standard error to obtain a better estimation of the
correct value. Fifth, because patient features are likely to be
inter-correlated, RFE, by iteratively training a model with re-
moving the lowest ranking features, was used in combination

Table 2. Top 10 and five (bold items) features related to clinicians’ diagnosis on clinically relevant knee OA

GP diagnosis based on

clinical data

SP diagnosis based on

clinical data

GP diagnosis based on

clinical and radiographic

data

SP diagnosis based on

clinical and radiographic

data

Demographics and medical history None None None None
Symptoms T10 WOMAC total score T10 WOMAC total score T10 WOMAC total score T8 WOMAC total score

T10 WOMAC function score T10 WOMAC function
score

T10 WOMAC function
score

T5 WOMAC total score

T8 WOMAC total score T8 WOMAC total score T8 WOMAC total score T8 WOMAC function
score

T8 WOMAC function score T8 WOMAC function
score

T8 WOMAC function
score

T5 WOMAC function
score

T5 WOMAC total score T5 WOMAC total score T5 WOMAC total score
T10 WOMAC pain score T10 WOMAC pain T10 WOMAC stiffness

score
T5 WOMAC function score T5 WOMAC function

score
T5 WOMAC function

score
T5 WOMAC stiffness score T5 WOMAC pain score
T10 knee stiffness-No
T10 knee stiffness-Yes

Physical examination None T10 Joint line
tenderness – Negativea

T10 knee flexion degree T10 Joint line
tenderness – Positive

T10 Joint line
tenderness – Positivea

T8 knee flexion degree

Radiographic features – – T10 medial joint space
narrowing grade

T10 KL grade

T5 medial tibial
osteophyte grade

T10 medial femoral
osteophyte grade

T8 KL grade
T5 KL grade

a In the random forest model, joint line tenderness tested positive indicates the knee is more likely to have OA; negative indicates have no OA.
GP: general practitioner; SP: secondary care physician; T5 (8,10): 5 (8,10)-year follow-up; KL: Kellgren and Lawrence.
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with the RF model. Previous studies have demonstrated the
robustness of developing the RFE-RF model in data with cor-
related features [17, 24, 28].

This study has limitations. First, despite the strengths re-
garding the internal validity, the findings should be treated
cautiously when implemented externally. For example, clini-
cians were asked to diagnose clinically relevant OA; this could
be different from the case where diagnosis of pre-clinical or
early-stage OA is included. The CHECK cohort excluded the
patients with potential differential diagnoses (e.g. rheumatoid
arthritis) at baseline, so the findings could not apply to
patients with these conditions. Moreover, only Dutch clini-
cians were recruited, which calls for future studies on evaluat-
ing the generalizability of our results in other regions. Second,
we could have missed some radiographic features (e.g. tibiofe-
moral alignment) which were not listed in the dataset, but
could have been captured by clinicians when viewing the ac-
tual radiographic films. Third, though RFE-RF models take
feature interactions into account [16], trajectories of the fea-
tures over the period (T5 to T10) might not have been well
reflected in the analysis. Patients with worsened symptoms
and structural progression might be more likely to be diag-
nosed with knee OA. While it had been shown that the major-
ity of the knees had stable symptoms in the CHECK cohort
from T5 to T10 [6], we assumed this issue is only relative in
the minority of patients. For structural progression, we did an
explorative analysis on testing correlation between KL pro-
gression (T10-T5�1) and diagnoses (after viewing radio-
graphic data); no statistically significant correlation was
found for either GPs or SPs. In our final models, features from
different time points were included, which should be inter-
preted as patients with consistent severe symptoms and struc-
tural damages were more likely to receive the diagnosis.
Forth, missing values of the features were presented as ‘blank
box’ to the clinicians but were imputed in our statistical
analysis, which caused discrepancies between the two scenar-
ios. We did the imputation because the RFE-RF model does
not tolerate missing values. To reduce the risk of overfitting,
we used simple imputation which may lead the data to be
more similar and result in the increasement in the type I error
(false-positive correlation). Whereas the sensitivity analysis
validated the robustness of our main findings. We interpret
this as missing values should have somewhat biased our
results (e.g. AUC values), but it seemed the extent is not large
enough to have influenced our main conclusions significantly.
Fifth, information leakage could have occurred while selecting
top five features, because they were selected from the top 10
features which were determined with access to the whole
dataset.

In conclusion, RFE-RF models developed in this study had
good performance in explaining clinicians’ diagnosis of clini-
cally relevant knee OA. Patients’ (severity of) symptoms are the
most important features related to the diagnosis of GPs, and of
SPs when there is no access to radiographs. Although related to
the diagnosis of both, radiographic features seem to be more
important for SPs than GPs. The study findings helped to illus-
trate typical vignettes of patients recognized as clinically rele-
vant knee OA by experts from two different care settings.
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