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ABSTRACT
Using high-resolution hydrodynamical simulations of galaxy clusters, we study the interaction between the brightest cluster
galaxy, its supermassive black hole (BH) and the intracluster medium (ICM). We create initial conditions for which the ICM is
in hydrostatic equilibrium within the gravitational potential from the galaxy and an NFW dark matter halo. Two free parameters
associated with the thermodynamic profiles determine the cluster gas fraction and the central temperature, where the latter can
be used to create cool-core or non-cool-core systems. Our simulations include radiative cooling, star formation, BH accretion,
and stellar and active galactic nucleus (AGN) feedback. Even though the energy of AGN feedback is injected thermally and
isotropically, it leads to anisotropic outflows and buoyantly rising bubbles. We find that the BH accretion rate (BHAR) is highly
variable and only correlates strongly with the star formation rate (SFR) and the ICM when it is averaged over more than 1 Myr.
We generally find good agreement with the theoretical precipitation framework. In 1013 M� haloes, AGN feedback quenches
the central galaxy and converts cool-core systems into non-cool-core systems. In contrast, higher-mass, cool-core clusters evolve
cyclically. Episodes of high BHAR raise the entropy of the ICM out to the radius where the ratio of the cooling time and the
local dynamical time 𝑡cool/𝑡dyn > 10, thus suppressing condensation and, after a delay, the BHAR. The corresponding reduction
in AGN feedback allows the ICM to cool and become unstable to precipitation, thus initiating a new episode of high SFR and
BHAR.
Key words: methods: numerical – galaxies: general – galaxies: evolution – galaxies: clusters: intracluster medium – intergalactic
medium

1 INTRODUCTION

Galaxy groups and clusters are the most massive collapsed structures
in the Universe and are unique probes of the large-scale structure
because the hot gas in the intracluster medium (ICM) can be observed
in X-rays and through the Sunyaev-Zel’dovich effect (SZE) (Kravtsov
& Borgani 2012, for a review). Furthermore, galaxy clusters are
extreme environments where star formation in the central galaxy
is suppressed by feedback from the supermassive black hole (BH).
Therefore, galaxy clusters can be used to study the interplay between
the BH and the ICM and to understand its role in galaxy formation
more broadly.
X-ray observations indicate that there are two types of galaxy

groups and clusters: those with and without a ‘cool core’ of gas with
low temperature, low entropy, high density, and short cooling times
(e.g. Hudson et al. 2010). These two classes are typically referred to
as ‘cool-core’ (CC) and ‘non-cool-core’ (NCC) clusters, respectively.
The precise ratio of CC to NCC clusters remains a matter of debate,
complicated by a bias of X-ray selected samples towards the (X-ray
brighter) CC type (e.g. Lin et al. 2015; Rossetti et al. 2017). Samples
of SZE-selected massive galaxy clusters indicated that — ≈ 30 − 40
per cent of clusters at redshift 𝑧 ≤ 0.35 are CC (Andrade-Santos

★ E-mail: nobels@strw.leidenuniv.nl

et al. 2017). For their (statistical) progenitors at 𝑧 = 0.3−1.3, Ruppin
et al. (2021) derived a CC fraction of ≈ 50 per cent, indicating that
the fraction of CC clusters remains almost constant with increasing
redshift.
The observed thermodynamic profiles of CC clusters would sug-

gest the presence of substantial cooling flows, in which large amounts
of gas cool (with rates from 10s to 1000s M� yr−1). However, the
observed rate at which gas turns into stars is generally much lower,
otherwise the brightest cluster galaxies (BCGs) of galaxy groups
and clusters would e.g. be far bluer than observed, an inconsistency
that has been termed the ‘cooling flow problem’ (Fabian 1994). In
addition X-ray spectra (see Gitti et al. 2012 for a review) suggest
that the amount of gas that is actually able to cool radiatively to low
temperatures (𝑇 <∼ 10

4 K) is a factor 2-10 lower than expected from
the thermodynamic profiles alone. This indicates that the cooling
flows in galaxy groups and clusters, where they exist, must typically
be truncated close to the BCG1. It is generally thought that this is
accomplished by an active galactic nucleus (AGN) powered by an
accreting BH in the centre of the BCG, which heats the gas and thus
offsets the radiative cooling (e.g. McNamara & Nulsen 2007; Fabian
2012; Gitti et al. 2012; Werner et al. 2019; Eckert et al. 2021). This

1 Note that there are some BCGs with SFRs of 10s to 100s of M� yr−1,
especially at high redshifts.
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2 F.S.J. Nobels et al.

causes the gas cooling time (𝑡cool) to increase and the cooling flow
to stop, with the gas regulating to 𝑡cool/𝑡dyn ≈ 10, where 𝑡dyn is the
dynamical time (i.e. the time in which the gas would fall to the halo
centre in the absence of pressure support; Voit et al. 2015a; Babyk
et al. 2018).
Direct observational evidence for AGN feedback is abundant, es-

pecially in X-rays: for instance shocks, ripples and cavities have been
detected (see Eckert et al. 2021, for a review), at scales from groups
up to massive galaxy clusters. The X-ray cavities, lower surface
brightness features caused by higher temperature and lower density,
are thought to be formed due to the injection of energy by the AGN
(e.g. Eckert et al. 2021). This creates high-entropy bubbles that rise
buoyantly and expand, giving rise to larger sizes at greater distances
from the centre of the BCG (e.g. Dong et al. 2010). Deep observa-
tions of X-ray cavities indicate that the power expended to inflate
them (𝑃cav) can balance the cooling-induced gas luminosity (𝐿cool),
with a very tight 𝑃cav− 𝐿cool relation ranging from isolated elliptical
galaxies to galaxy clusters (e.g. Bîrzan et al. 2008; Cavagnolo et al.
2010; O’Sullivan et al. 2011; Hlavacek-Larrondo et al. 2012; Eckert
et al. 2021).
However, some cold gas is observed close to the centre of most

CC galaxy groups and clusters, implying that cooling flows are not
stopped completely (e.g. Eckert et al. 2021). Observed cold gas
masses range from none (e.g. Salomé & Combes 2003; Pulido et al.
2018) to relatively small amounts (≈ 3×108M�; Salomé & Combes
2003; Pulido et al. 2018) and to substantial reservoirs (1.8×1011M�;
Edge 2001). Resolved cold gas observations often reveal a filamen-
tary structure (e.g. Salomé et al. 2006, 2011; David et al. 2014; Temi
et al. 2018; Olivares et al. 2019; Russell et al. 2019), as well as inter-
actions with satellite galaxies that transport cold gas to the centre of
the BCG (e.g. Dasyra et al. 2012). Observations indicate that most of
the cold gas likely cooled from the hot ICM and is similar for isolated
elliptical galaxies and galaxy clusters (see Werner et al. 2019, for a
review).
For lower-mass haloes (𝑀200 <∼ 3 × 10

13 M� , where 𝑀Δ is the
mass within the radius 𝑅Δ where the average internal density 〈𝜌〉 =
Δ 𝜌crit and 𝜌crit is the critical density of the Universe), detailed X-ray
observations are challenging (e.g. Eckert et al. 2021). However, even
without direct observational constraints on the presence of AGN at
these mass scales, cosmological hydrodynamical simulations need
to include AGN feedback in order to predict realistic star formation
rates (SFR), stellar masses at 𝑀★ >∼ 10

11M� and gas fractions inside
𝑅500 in haloes with mass 𝑀200 > 1012 M� (e.g. Booth & Schaye
2009; McCarthy et al. 2010; Crain et al. 2015; Davé et al. 2019). The
same holds for non-cosmological simulations of clusters (e.g. Li &
Bryan 2014b).
Simulations of group/cluster haloes have great potential to provide

understanding of the interplay between the BH and ICM through
AGN feedback. Many theoretical studies have investigated different
aspects of this interplay in the past. Simulations without any AGN
feedback generally develop stable cooling flows that build up unphys-
icallymassive gas disks (e.g. Li&Bryan 2012). Gaspari et al. (2011b)
and Meece et al. (2017) investigated different accretion models like
Bondi-Hoyle or cold gas triggered accretion. Subsequently, Gaspari
et al. (2014) andMeece et al. (2017) investigated different implemen-
tations of energy injection for AGN feedback. These studies indicate
that when AGN feedback is self-regulated, run-away cooling is pre-
vented, and cold masses and radial profiles agree with observations.
The exact mechanism of BH accretion is then not important.
Simulations that focused more closely on the interaction between

the ICM and the BH found that when thermal instabilities grow, such

that 𝑡cool/𝑡dyn . 10 locally, gas starts to condense, loses its pressure
support, and falls towards the centre of the halo (e.g. McCourt et al.
2012; Sharma et al. 2012; Gaspari et al. 2012, 2013); this process
is often referred to as ‘precipitation’ (Voit et al. 2015b). The pertur-
bations can be seeded by AGN feedback due to the lifting of colder
gas to regions of larger 𝑡dyn (e.g. Gaspari et al. 2013; Li & Bryan
2014a,b), or by the accretion of cold gas with 𝑡cool below equilibrium.
However, when 𝑡cool/𝑡dyn > 10, any radial oscillations are damped
because the gas is cooling slowly and remains in a quasi-steady
state. Consequently, the ICM is expected to self-regulate towards
𝑡cool/𝑡dyn ≈ 10 on timescales of ∼ 1 Gyr. Based on this general
framework, Voit et al. (2017) concluded that gas starts to precipitate

when 𝛼K ≡ d ln𝐾d ln 𝑟 <

(
𝑡dyn
𝑡cool

)2
, where 𝐾 is the entropy.

At the same time, cosmological simulations have given clues to
the overall impact of AGN feedback on the baryon content of massive
haloes (e.g. Le Brun et al. 2014; Barnes et al. 2017b, 2018; Wein-
berger et al. 2017; Pillepich et al. 2018; Henden et al. 2018; Zinger
et al. 2018; Davé et al. 2019; Davies et al. 2019). Detailed insight
into the ICM-AGN connection, however, necessitates higher resolu-
tion than is typically affordable in this set-up, and even when cosmo-
logical simulations have reached sub-kpc resolution (e.g. Pillepich
et al. 2019; Tremmel et al. 2019), these are limited to small samples
run with one particular model only. Simulations of idealised galaxy
groups/clusters allow detailed experiments with careful control of
individual model parameters and initial conditions.
In this paper,we study the interaction between the ICMand the cen-

tral BH in galaxy groups and clusters with a suite of high-resolution
(𝑚gas = 105 M�) idealised simulations of haloes in the mass range
𝑀200 = 1013−1014M� . All our simulations include an AGNmodel
based on a modified Bondi-Hoyle accretion prescription, with feed-
back energy injected in thermal form. For a self-consistent treatment
of gas cooling, star formation, stellar andAGN feedbackwe use a sub-
grid model similar to that employed in the EAGLE project (Schaye
et al. 2015; Crain et al. 2015). As we will show, this set-up yields
realistic NCC or CC clusters (depending on the initial central tem-
perature), whose cooling times are regulated around 1 Gyr without
unrealistic cooling flows.
The remainder of this paper is structured as follows. In Section 2we

explain how we set up our idealised galaxy cluster simulations. This
is followed by an overview of our subgrid-physics model in Section
3 and a description of our simulations and the results obtained from
them in Section 4. Our results are compared with other theoretical
models and observations in Section 5. In Section 6 we summarise
our main conclusions.

2 INITIAL CONDITIONS

Our simulation set-up consists of a Navarro et al. (1997) dark matter
halo (hereafter NFW), a central elliptical galaxy with a Hernquist
(1990) stellar profile, a single BH at the centre, and a gaseous halo in
hydrostatic equilibrium as described below, that is simulated using
smoothed-particle hydrodynamics (SPH). We limit our study to halo
masses of 𝑀200 = 1013 M� , 1013.5 M� and 1014 M� , spanning
the range from groups to low-mass clusters, which offers the best
compromise between computational feasibility and available obser-
vations (see Oppenheimer et al. 2021, for a review). We achieve a
very high resolution (105M� in mass for the gas and stars, 300 pc for
the gravitational softening) in the central 100 kpc of our simulation.
This is comparable to the studies of Qiu et al. (2019) or Meece et al.
(2017), and at least an order of magnitude higher than in Li et al.
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(2015), Gaspari et al. (2014), and in state-of-the-art cosmological
galaxy formation simulations like EAGLE (Schaye et al. 2015) and
TNG100 (Weinberger et al. 2017; Pillepich et al. 2018). Recently
the TNG50 (Nelson et al. 2019; Pillepich et al. 2019) and RomulusC
(Tremmel et al. 2019) simulations have modelled comparable mas-
sive haloes at similar resolution but as discussed above, our idealised
set-up allows a cleaner and more straightforward interpretation of
the simulation results.

2.1 Dark matter halo

For the collisionless dark matter and stars we follow closely the
approach of Hernquist (1993) and Springel &White (1999). To limit
computational expense, the dark matter halo is represented by a static
external potential corresponding to an NFW profile,

ΦDM (𝑟) = −
4𝜋𝐺𝜌0𝑅3200

𝑐3𝑟
ln

(
1 + 𝑐𝑟

𝑅200

)
. (1)

where 𝐺 is the gravitational constant and 𝑟 the cluster-centric
radius. The characteristic density 𝜌0 depends on the radius
𝑅200, its enclosed mass 𝑀200, and its concentration 𝑐 as
𝜌0 = 𝑀200 𝑐

3/4𝜋𝑅3200
[
ln(1 + 𝑐) − 𝑐

1+𝑐
]
. For each halo mass the

concentration-mass relation of Correa et al. (2015) is used to calcu-
late 𝑐 with the Planck Collaboration et al. (2016) cosmology.

2.2 Stars

To generate the stars, we use a modified version of MakeNewDisk
(Springel et al. 2005). The stellar component of our elliptical galaxy
is modelled as a radially symmetric sphere corresponding to a Hern-
quist (1990) density profile,

𝜌★ =
𝑀★

2𝜋
𝑟★

𝑟 (𝑟★ + 𝑟)3
. (2)

This distribution has two free parameters, the total stellar mass 𝑀★
and scale length 𝑟★, where the latter is set by hand to a specific value
depending on the halo mass (see Table 1). We do not include any
satellite galaxies in our simulations.
While it is straightforward to sample the positions of star par-

ticles2, assigning particle velocities such that the system is in dy-
namical equilibrium requires more care. Following the approach of
Hernquist (1993) and Springel & White (1999), we assume that at a
specific position the velocity distribution corresponds to the solution
of the collisionless Boltzmann equation, and can be approximated
sufficiently accurately by a multivariate Gaussian. We can then ob-
tain the moments by using the generalized Jeans equations derived
by Magorrian & Binney (1994) for an axisymmetric system (since
we include angular momentum in the gas, see below). These equa-
tions constrain the velocity structure such that most first and second
moments of the multivariate Gaussian are equal to zero. The only
non-zero components are 〈𝑣2z〉, 〈𝑣2R〉, 〈𝑣

2
𝜙
〉 and 〈𝑣𝜙〉:

〈𝑣2z〉 = 〈𝑣2R〉 =
1
𝜌

∞∫
𝑧

𝜌★(𝑧′, 𝑅)
𝜕Φtotal
𝜕𝑧′

d𝑧′, (3)

2 This can be done analytically and requires no artificial truncation, 90 (95)
per cent of the mass is within 18𝑟★ (38𝑟★).

where 𝜌★ is the stellar density, 𝑅 the radius perpendicular to the
𝑧-axis and Φtotal the total gravitational potential of the system;

〈𝑣2𝜙〉 = 〈𝑣2R〉 +
𝑅

𝜌

𝜕 (𝜌〈𝑣2R〉)
𝜕𝑅

+ 𝑣2c , (4)

where 𝑣2c = 𝑅𝜕Φtotal/𝜕𝑅 and 〈𝑣𝜙〉 is the mean angular streaming
component, which can be freely chosen in principle but is set to zero
in our models such that the galaxy has no net rotation. Each stellar
particle is assigned an initial metallicity of 𝑍★ = 1/3 𝑍� (where
𝑍� = 0.0134, Asplund et al. 2009), a stellar mass of 𝑚★ = 105 M� ,
and a stellar age of 9 Gyr.

2.3 Intracluster gas

After constructing the stellar and dark matter components, the next
step is determining the structure of the gas component. We assume
that the gas is initially in hydrostatic equilibrium,
d𝑃
d𝑟

= −𝐺𝑀encl (𝑟)𝜌(𝑟)
𝑟2

. (5)

For simplicity, we neglect the contribution of the gas to the gravi-
tational potential given its subdominant density (e.g. Schaller et al.
2015), i.e. 𝑀encl (𝑟) = 𝑀DM,encl (𝑟) + 𝑀★,encl (𝑟). It is convenient to
rewrite equation (5) in terms of the circular velocity 𝑣c and sound
speed 𝑐s (e.g. Stern et al. 2019):

d ln 𝑃
d ln 𝑟

= −𝛾
𝑣2c
𝑐2s
, (6)

where 𝛾 = 5/3 is the adiabatic index of the gas. Under the assumption
of constant 𝑣c/𝑐s this corresponds to

𝑃 = 𝑃0

(
𝑟

𝑟0

)−𝛾
, (7)

where 𝑃0 is a free normalisation pressure at radius 𝑟0. Gravitationally
bound solutions have 𝑣c ∼ 𝑐s (e.g. Stern et al. 2019). Assuming that
𝑣c = 𝑐s, the definitions of 𝑣c and 𝑐s yield a temperature profile

𝑇circ =
𝜇𝑚p
𝑘B𝛾

𝐺𝑀encl (𝑟)
𝑟

, (8)

where 𝑚p is the proton mass, 𝑘B is the Boltzmann constant and 𝜇 =

0.6 is the mean particle mass for fully ionized gas with a metallicity
of 𝑍 = 1/3𝑍� . However, the assumption that 𝑣c = 𝑐s breaks down in
the centre of most galaxies because the gas is heated by feedback. To
make our initial gas component more realistic, we therefore impose a
temperature floor near the halo centre with the gas temperature given
by

𝑇total = 𝑇circ +
𝑇0

1 + exp
(
𝑟−2𝑟0
𝑟0

) , (9)

with two free parameters 𝑇0 and 𝑟0 (see below). We choose this
functional form as it asymptotes smoothly to 𝑇circ at large radii and
to a constant value of 𝑇min ≈ 0.9𝑇0 at 𝑟 � 𝑟0. With this modified
temperature profile, it is no longer possible to solve equation (6)
analytically but we solve it numerically, and as expected the solution
approaches equation (7) at large radii. Our gaseous halo extends out
to 3𝑅200.
The gas distribution in our initial conditions depends on a free

parameter 𝑇0 which specifies the temperature plateau near the halo
centre and can be used to create a CC or NCC system. We calibrate
its value by comparing our initial gas profile against the BAHAMAS
simulation (McCarthy et al. 2017), a self-consistent cosmological hy-
drodynamical simulation at much lower resolution (𝑚gas ≈ 109M�),
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as described in §2.5. As shown by McCarthy et al. (2017), BA-
HAMASmatches the radial density and pressure profiles of observed
galaxy clusters very well and therefore provides an ideal reference for
our idealised simulations. To set the normalisation of our gas density
profile, we find the median gas fraction 𝑓500 = 𝑀gas/𝑀500 at 𝑧 = 0
and adjust 𝑃0 to match 𝑓500.
To set the initial (bulk) velocity of the ICM, we make the sim-

plifying assumption that the angular momentum of the gas traces
that of the dark matter halo, with the rotation vector aligned with
the 𝑧-axis. We use the DM angular momentum distribution and ra-
dial dependence within 𝑅200 from Bullock et al. (2001), but with
a slightly different spin parameter of the gas (𝜆 = 0.05) based on
Oppenheimer (2018). As we did for stars, we assign each gas particle
an initial metallicity of 1/3 Z� (e.g. Werner et al. 2013; McDonald
et al. 2016).

2.3.1 Radially degrading mass resolution

Most of the gas mass is at 𝑟 � 100 kpc and is therefore not directly
involved in the interplay between gas cooling and feedback. However,
our model becomes increasingly unrealistic at these large radii due to
the absence of cosmological accretion and satellites. Tominimize the
computational expense, we therefore only sample the gas at our target
resolution (𝑚gas = 𝑚★ = 105 M� for our fiducial resolution) within
𝑟highres = 100 kpc. At larger radii, the gas particle mass increases
as 𝑚★(𝑟/𝑟highres)2, reaching 9 × 105 M� at 𝑟 = 300 kpc and 4.2 ×
106 M� at 𝑟 = 650 kpc (corresponding to 𝑅500 for our most massive
halo). This approach is similar to what has been done on smaller
scales (e.g. van de Voort et al. 2019). We have verified that using
this gradually degrading resolution does not influence the evolution
within 𝑟highres, by running a set of non-radiative simulations with
different resolution profiles. Low-resolution particles do not enter
the inner ≈ 90 kpc for the entire duration of our simulations.

2.4 The central supermassive black hole

A single BH is placed in the centre of the galaxy, with amass given by
the BH mass-stellar mass relation fromMcConnell & Ma (2013). To
avoid an unrealistically high accretion and feedback at the very start
of the simulation, we reduce its ambient gas density by removing any
gas particles within 1 kpc3 of the BH but still keep the total gas mass
within 𝑅500 fixed by placing the removed gas particles randomly
between 1 kpc and 𝑅500.

2.5 Calibration against the BAHAMAS simulations

We use the BAHAMAS simulation to calibrate the two free pa-
rameters of our model. For each halo mass the total amount of
gas is set by the BAHAMAS gas fraction within 𝑅500, 𝑓500 for
each halo (see Table 1). Determining 𝑇0 is less straightforward
since it predominantly affects the centre of the halo where the
resolution of BAHAMAS becomes a limiting factor. We therefore
generated a range of haloes with different values of 𝑇0 for each
𝑀200 and compare these to BAHAMAS in Fig. 1. Specifically,
we compare the radial density, temperature, and entropy profiles,
where the entropy is defined as 𝐾 ≡ 𝑘B𝑇/𝑛2/3e . For clarity, we
normalised the temperature and entropy profiles to their analytic
virial values within 𝑅500, namely 𝑇500 = 𝐺𝑀500𝜇𝑚p/2𝑘B𝑟500 and

3 This corresponds to less than 10−4 of the gas within 𝑅500.

𝐾500 = 𝑘B𝑇500/[500 𝑓b (𝜌crit/𝜇e𝑚p)]2/3, where 𝜇e = 1.14 is the
mean atomic weight per free electron and 𝑓b the cosmic baryon frac-
tion. To reduce the dynamic range in Fig. 1, the density profile is
normalised to 𝜌crit and multiplied by (𝑟/𝑅500)2. The three columns
of Fig. 1 show the normalised profiles for haloes with 𝑀200 = 1013,
1013.5 and 1014 M� respectively, as solid lines coloured according
to 𝑇0. Black dashed lines show the corresponding mass-weighted
median stacked profiles of BAHAMAS haloes with mass within
Δ log10 𝑀500 = 0.01 at 𝑧 = 0, with the 16th and 84th percentiles
of the gas particle distribution represented by grey bands. For both
the entropy and temperature profiles we only select gas that has a
temperature of 𝑇 > 105.5 K in order to crudely mimic the X-ray
observations that were used to calibrate BAHAMAS. For the density
profile we select all gas because we want to compare the BAHAMAS
total gas density profile4 with the density profile from the idealised
set-up.
Because the density profiles are normalised to 𝑓500 forBAHAMAS

the normalisation agrees for different values of 𝑇0, but the shape is
different. The temperature and entropy agree with BAHAMAS in the
inner region. At large radii there is however a disagreement between
the idealised profiles and BAHAMAS, most clearly in the tempera-
ture and entropy profiles for higher halo masses. This disagreement
is probably because the idealised profiles do not take the cosmolog-
ical environment into account, namely that gas is accreted and/or a
significant amount of gas is in satellite galaxies.
Keeping these discrepancies in mind, for the 1013 M� haloes

𝑇0 = 0 K matches the BAHAMAS profiles most closely. For 𝑀200 =
1013.5 M� , 𝑇0 = 106.5 K is the best model. Although 𝑇0 = 106.75 K
matches the entropy profile better, it underpredicts the central density
by up to a factor 3. For the 1014 M� halo the optimal value of 𝑇0
is 107 K. It also matches with the observations of Sun et al. (2009).
𝑇0 = 107.25 Kmatches the entropy better, but has a large cooling time
(𝑡cool > 1 Gyr) making it less ideal to study the BH/ICM connection
(see below).
The initial conditions presented in this section are made publicly

available as examples distributed with the SWIFT code5.

3 SIMULATIONS

Starting from the initial conditions described above, we have run a
suite of simulations with the N-body + hydrodynamics code SWIFT
(Schaller et al. 2016; Schaller et al. 2018). Self-gravity of the baryons
is solved with a fast multipole method (Greengard & Rokhlin 1987)
while the external gravitational forces from the darkmatter halo is ap-
proximated by a static external potential (see §2). Self-gravity is soft-
ened with a Plummer-equivalent softening length of 𝜀grav = 300 pc.
Particle time steps are fully adaptive, based on the local accelera-
tion (Δ𝑡 ∝ 1/

√︁
|a|) and limited to 1 per cent of the circular orbital

period at the particle’s position. For gas, we additionally apply the
Courant–Friedrichs–Lewy (CFL) condition and the Durier & Dalla
Vecchia (2012) time step limiter in the vicinity of recent feedback
events. For the hydrodynamics, we use SPHENIX (Borrow et al.
2021), a density-energy based SPH scheme that includes artificial
conduction and artificial viscosity to capture shocks and contact
discontinuities. The smoothing lengths of the high-resolution parti-
cles are adaptively set to 1.2348 times the local inter-particle sep-
aration (corresponding to 58 neighbours), limited to a minimum of

4 This means that the profile includes the contribution from satellite galaxies.
5 swift is available at http://www.swiftsim.com.
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Figure 1. Comparison of the initial median mass-weighted thermodynamic radial profiles to the results from the BAHAMAS cosmological simulation at 𝑧 = 0.
Different columns correspond to different halo masses (from left to right: 𝑀200/M� = 1013, 1013.5 and 1014). Row (a) shows the density for all gas, row (b) the
temperature of hot gas (𝑇 > 105.5 K), row (c) shows the entropy of the hot gas (𝑇 > 105.5 K), row (d) the radiative cooling time, row (e) the ratio 𝑡cool/𝑡dyn, and
row (f) the entropy slope as continuous lines and (𝑡dyn/𝑡cool)2 as the dashed lines, the point at which the solid and dashed lines intersect is marked by a dot and
the corresponding triangle indicates the radius at which this happens. In each column, different colours correspond to different central temperatures. The black
dashed line and grey area indicate the mass-weighted median and 1𝜎 spread in the BAHAMAS simulation for haloes with the same mass. The vertical grey line
indicates 𝑟 = 100 kpc. The green points with error bars in the right column show the observations of Sun et al. (2009) and the vertical dotted and dash-dotted
lines show 1, 3 and 6 times the gravitational softening of the BAHAMAS simulation (5.7 kpc, 17 kpc and 34 kpc). In row (d) the black dashed line indicates the
Hubble time (𝑡H) and in row (e) the black dashed line shows the value of 𝑡cool/𝑡dyn = 10.
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0.01𝜀grav = 3 pc. The gas particles have a maximal smoothing length
ℎmax = 250 kpc, and the high-resolution particles all have ℎ < 5 kpc.

3.1 Radiative cooling and star formation

Radiative gas cooling and heating is implemented using the tables
of Ploeckinger & Schaye (2020), which used CLOUDY (Ferland et al.
2017) to calculate the individual equilibrium cooling and heating
rates for the 11 most important elements (H, He, C, N, O, Ne, Mg,
Si, S, Ca, Fe), in the presence of a spatially uniform, time-varying
UVbackground based on themodel of Faucher-Giguère (2020), inter-
stellar radiation and cosmic rays that depend on local gas properties
through the Kennicutt-Schmidt (KS) relation (Kennicutt 1998), and
dust (assuming a constant dust-to-gas ratio of (𝐷/𝐺) = 5.6 × 10−3
at high densities and a lower dust-to-gas ratio at lower densities that
scales also with the KS relation). The cooling tables account for
self-shielding of gas, using a cloud size given by the local Jeans
length.
Our simulations do not model the cold phase (𝑇 <∼ 10

4 K) of the
ISM. We therefore impose a temperature floor corresponding to a
constant Jeans mass as proposed by Schaye & Dalla Vecchia (2008),

𝑇floor = 𝑇floor,0

(
𝜌g
𝜌g,0

)1/3
, (10)

normalised to 𝑇0 = 8000 K at a density of 𝑛H = 0.1 cm−3. Numer-
ically, this is implemented as an entropy floor and we convert be-
tween entropy and temperature assuming a hydrogen mass fraction
𝑋 = 0.756 and mean particle mass 𝜇 = 1.22 of neutral primordial
gas for all gas particles.
Gas with entropy within 0.3 dex of the floor is assumed to be

multi-phase, with an unresolved cold dense component. We use the
tables of Ploeckinger & Schaye (2020) to calculate a subgrid tem-
perature 𝑇subgrid of this cold phase, and the corresponding subgrid
density 𝜌subgrid, by assuming that the gas is in thermal and pressure
equilibrium6. Gas with 𝑇subgrid < 8 × 103 K is considered to be
star-forming. This mainly selects gas that is on the temperature floor,
with a star formation rate based on its pressure following Schaye &
Dalla Vecchia (2008).

3.2 Stellar feedback and chemical enrichment

Once formed, a star particle is assumed to represent a simple stellar
population (SSP) with uniform metallicity and formation time, each
following a Chabrier (2003) initial mass function (IMF) with a mass
range of 0.1−100M� . For the stellar enrichment we followWiersma
et al. (2009), with the modifications described in Schaye et al. (2015),
which accounts for stellar winds from AGB and massive stars, core
collapse supernovae (SNII) and type Ia supernovae (SNIa).
We assume that massive stars with 𝑀 > 8 M� end their lives as

SNII, corresponding to 𝑛SNII = 1.18 × 10−2 M−1
� SNe II per unit

stellar mass formed, each releasing 1051 erg of energy. Instead of a
fixed SNII delay (as in Schaye et al. 2015), we calculate the expected
number of SNII during each time step, 𝑁SNII, based on the Portinari
et al. (1998) lifetimes of individual stars within the SSP. To prevent
numerical overcooling, we follow Dalla Vecchia & Schaye (2012)
and use the total energy from these SNe to heat a small number
of gas particles by Δ𝑇 = 107.5 K. Energy feedback from stars is

6 For gas that is more than 0.3 dex above the floor, the subgrid temperature
and density are identical to the SPH temperature and density.

implemented in stochastic, thermal and isotropic form as described
in detail by Chaikin et al. (2022)7.
Besides SNII, we also implement SNIa feedback. In clusters and

their quenched BCGs, SNIa are considered the second most impor-
tant energy source after AGN and may help quench the galaxy by
heating gas at larger radii (e.g. Ciotti & Ostriker 2007). In addition,
they contribute significantly to the metal enrichment of the ICM (e.g.
Simionescu et al. 2015). It is therefore important to prevent numer-
ical overcooling of SNIa feedback — a subtlety not considered in
most simulations. We achieve this with the same implementation
as described above for SNII feedback. In contrast to SNII, SNIa
can occur long after star formation and the precise delay cannot be
predicted theoretically because it depends on poorly constrained pa-
rameters such as the binary fraction and separation. We therefore
take a statistical approach and sample the SNIa rate from a delay
time distribution (DTD) in every time step. In general, the DTD can
be written as DTD(𝑡) = 𝜈𝜉 (𝑡), where 𝜈 is the total number of SNIa
per unit formed stellar mass and 𝜉 (𝑡) is a function normalised to
𝑡u∫
0

𝜉 (𝑡)d𝑡 = 1, (11)

where 𝑡u is the age of the Universe8 (Maoz et al. 2012). Most com-
monly, the DTD is assumed to follow a power law, i.e. 𝜉 (𝑡) ∝ 𝑡−𝛽 .
We set the slope of the power law to 𝛽 = 1.0, as inferred from the
cosmic SNIa rate both in the field and in clusters (see Maoz & Man-
nucci 2012; Maoz et al. 2014, for reviews). Furthermore, we assume
that SNIa have a fixed minimum delay time of 𝑡delay = 40 Myr cor-
responding to the maximum lifetime of stars that explode as SNII.
The properly normalised DTD is therefore given by

DTD(𝑡) = 𝜈 1
ln(𝑡u) − ln(𝑡delay)

𝑡−1Θ(𝑡 − 𝑡delay). (12)

In contrast to the power-law slope 𝛽, the DTD normalisation 𝜈 is
observed to differ significantly between the field and clusters. For
the former, observations agree very well on a value of 𝜈 = 1.2 ×
10−3 M−1

� (Maoz et al. 2011, 2012; Graur et al. 2011; Perrett et al.
2012; Frohmaier et al. 2019; Strolger et al. 2020), whereas a higher
value of 𝜈 = 4 × 10−3 M−1

� is preferred by both observations of
SNIa in galaxy clusters (Maoz & Badenes 2010; Maoz & Mannucci
2012; Freundlich &Maoz 2021; Strolger et al. 2020) and cluster iron
abundances (Maoz et al. 2010). Because we are simulating massive
haloes, we adopt the latter value in this work.

3.3 Black holes and AGN feedback

Finally, our simulations model the growth of supermassive BHs and
the associated energy feedback (AGN feedback). Since we are simu-
lating an idealised halo, with a single BH,we fix its position explicitly
to the centre of the dark matter halo. This is because even at our com-
paratively high resolution, our simulations do not properly resolve
the processes (such as dynamical friction) that determine the motion
of the BH (e.g. Tremmel et al. 2017; Bahé et al. 2021).
Instead of modeling gas accretion with the standard Bondi-Hoyle

7 In essence, we draw a ray in a random direction and select the SPH gas
neighbour that has the smallest angular separation from this ray.
8 Because most DTDs do not converge up to infinity, it is a convention to
integrate up to the age of the Universe, 𝑡u, instead.
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Table 1. Simulation parameters. From left to right, we list the dark matter halo mass within apertures 𝑅200, 𝑅500, and 𝑅2500 and the corresponding radii; the
initial black hole mass, 𝑀BH; the stellar-to-halo mass ratio 𝑀★/𝑀h; stellar scale length 𝑟★; concentration of the dark matter halo, 𝑐, based on Correa et al.
(2015); gas fraction within 𝑅500, 𝑓500; virial temperature at 𝑅500, 𝑘B𝑇500; virial entropy at 𝑅500, 𝐾500; the fiducial imposed central initial temperature, 𝑇0,fid.

log10 𝑀200 log10 𝑀500 log10 𝑀2500 𝑅200 𝑅500 𝑅2500 log10 𝑀BH 𝑀★/𝑀200 𝑟★ 𝑐 𝑓gas,500 𝑘B𝑇500 log10 𝐾500 𝑇0,fid
M� M� M� kpc kpc kpc M� kpc keV keV cm2 K

13.0 12.89 12.62 443 305 143 8.4 0.01 4.5 7.2 0.016 0.34 1.78 0
13.5 13.37 13.09 650 438 205 8.6 0.005 5.0 6.4 0.037 0.7 2.09 106.5
14.0 13.88 13.56 955 651 294 8.8 0.0025 6.5 5.6 0.045 1.6 2.43 107

approach, we use a modification that accounts for supersonic turbu-
lence around the BH. The accretion rate is given by,

¤𝑚accr,turb = 4𝜋𝜌𝐺2
𝑚2BH
𝑐3s

[
𝜆2 + M 2

(1 + M 2)4

]1/2
, (13)

with 𝜆 = 1.1 and Mach numberM = 𝑣/𝑐s, where 𝑣 and 𝑐s are the
bulk velocity and (SPH-smoothed) sound speed of the gas surround-
ing the BH (Krumholz et al. 2006; Ruffert & Arnett 1994). This
expression reduces to the Bondi-Hoyle accretion rate for M � 1,
but for highly supersonic gas flows around the BH (M � 1), the
accretion rate is suppressed by a factorM −3.
When the gas flow around the BH is vorticity-dominated, we in-

stead use the BH accretion rate of Krumholz et al. (2005),

¤𝑚accr,ang =
4𝜋𝜌(𝐺𝑚BH)2

𝑐3s
0.34 𝑓 (𝜔★), (14)

where𝜔★ = 𝜔𝑟B/𝑐s, 𝑟B = 𝐺𝑚BH/𝑐2s is the Bondi radius,𝜔 = |∇×v|
is the vorticity of the ambient gas and the function 𝑓 (𝜔★) is given
by 𝑓 (𝜔★) = (1 + 𝜔0.9★ )−1. To combine these two approaches, we
interpolate the accretion rate between them as

¤𝑚accr =
(
¤𝑚−2
accr,turb + ¤𝑚−2

accr,ang

)−1/2
. (15)

The gas accretion rate is limited to the Eddington rate,

¤𝑚accr = min ( ¤𝑚accr, ¤𝑚Edd) , (16)

where

¤𝑚Edd =
4𝜋𝐺𝑚BH𝑚p
𝜖r𝜎T𝑐

= 2.218 M� yr−1
(
𝑚BH
108 M�

)
. (17)

Here, 𝜎T is the Thomson cross-section, 𝜖r = 0.1 is the assumed
radiative efficiency of the accretion disk (Shakura & Sunyaev 1973)
and 𝑐 is the speed of light.
The mass growth of the BH is then given by

¤𝑚BH = (1 − 𝜖r) ¤𝑚accr, (18)

while the rest of the accreted mass is radiated away (see below). The
mass gain of the BH during a time step Δ𝑡 is therefore

Δ𝑚BH = (1 − 𝜖𝑟 ) ¤𝑚accrΔ𝑡. (19)

To conserve the total mass of our simulation (aside from radiative
losses), we follow Bahé et al. (2021) and remove small amounts of
mass from neighbouring gas particles at each time step, as long as
this would not reduce the gas particle mass below half their initial
mass9.

9 Since the position of the BH is fixed in our simulation, we do not transfer
momentum from gas particles to the BH, which leads to an (insignificant)
violation of momentum conservation.

AGN feedback is implemented based on Booth & Schaye (2009).
The amount of energy available for AGN feedback is given by

¤𝐸BH = 𝜖f𝜖r ¤𝑚accr𝑐2 = 1.787 × 1056 erg Myr−1
(

¤𝑚accr
10−2 M� yr−1

)
,

(20)

where we assume 𝜖f = 0.1 for the coupling coefficient of the AGN
energy to the ambient gas. In each time step, the energy released to the
surrounding gas is stored in an (initially empty) reservoir 𝐸BH,res in
which this energy is accumulated until it reaches a threshold 𝐸heat.
The latter corresponds to the energy required to heat a single gas
particle by Δ𝑇 = 108.5 K. Such a high heating temperature is needed
to prevent numerical overcooling. At this point we determine the
largest integer number 𝑁 of gas particles that can be heated by Δ𝑇 ,
which may be > 1 if the BH has accreted substantial mass in the
current time step (but see below). The same procedure as for SN
feedback is used to select the particles to heat. The energy used to
heat them is then subtracted from the energy reservoir.
In order to accurately follow the accretion of gas onto the BH, we

want to avoid artificially delaying the onset of AGN feedback through
too long time steps. We therefore use an additional time step limiter
for the BH to prevent an excessive build-up of energy in its reservoir,

Δ𝑡BH,accr =
𝐸heat
¤𝐸BH

=
𝑘BΔ𝑇AGN𝑚gas

(𝛾 − 1)𝜇𝑚H𝜖f𝜖r ¤𝑚accr𝑐2
. (21)

In other words, at a constant accretion rate ¤𝑚accr the energy reservoir
should gain at most 𝐸heat (the energy needed to heat one gas particle)
during the BH time step. However, in particular for simulations of
more massive haloes than presented here, very high accretion rates
(and hence ¤𝐸) could require unacceptably small time step (𝑡 ≈ 50 yr
and 𝑡 ≈ 10 yr for 108.8 M� and 109.5 M� BHs accreting at the
Eddington limit, respectively). To prevent such very small time steps,
Δ𝑡BH,accr is restricted to a minimum of Δ𝑡BH,accr = 100 yr.

3.4 Simulation runs

For each of the three different halo masses (1013 M� , 1013.5 M�
and 1014 M�), we run a suite of simulations that keep the pa-
rameters listed in Table 1 fixed, but adopt different values of the
initial central temperature 𝑇0. For the 1013 M� halo we run five
simulations (𝑇0 = {0, 105.5, 106, 106.5, 106.7} K, and four each
for 1013.5 M� (𝑇0 = {106, 106.5, 106.75, 107} K) and 1014 M�
(𝑇0 = {106.5, 106.75, 107, 107.25} K). To study the long-term evo-
lution of galaxy clusters each simulation is run for 8 Gyr, which is
approximately equal to the time between 𝑧 = 1 and 𝑧 = 0.
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4 RESULTS

We begin our analysis by investigating the overall features of the
simulated clusters before focusing in detail on the ICM-AGN con-
nection in §4.5. In particular, we describe the features emerging in
the simulated ICM (§4.1, §4.2) and its radially averaged thermody-
namical profiles (§4.3) before analysing the evolution of the SFR and
its dependence on the parameter 𝑇0 (§4.4).

4.1 The cluster at different spatial scales

To give an impression of how different thermodynamic properties
vary on different spatial scales, we first inspect the simulation at a
fixed time of 3Gyr for the fiducial simulation of the𝑀200 = 1014M�
halo with 𝑇min = 107 K. Fig. 2 shows the gas mass surface density,
temperature, pressure and time derivative of the velocity divergence
(defined below) in its four rows. The three columns show images at
different spatial scales, with diameters of 2Mpc, 200 kpc and 30 kpc,
the middle column correspond to our high-resolution region. The
online supplementary material has videos that show the evolution of
the 200 kpc spatial scale for each fiducial halo.
The central density image reveals the existence of ≈ 20 kpc re-

gions with lower density (top middle panel), indicative of previous
AGN feedback. These low-density regions have higher-than-average
temperatures (middle panel of the 2nd row), such that they are in
pressure pressure equilibrium (absence of features in the 3rd row).
The central ≈ 10 kpc of the halo contain many high-density clouds

and filamentary structures. These form due to large-scale in-situ
cooling which produces large clumps that start collapsing and cor-
respondingly lose their pressure support. This causes the clumps to
fall into the centre while rotating around the BH. Close to the BH the
large clumps of cold gas are shattered and smaller clumps are brought
to larger radii due to the hot bubbles produced by AGN feedback. As
seen in Fig. 3, the temperature in the clouds is < 104 K, indicative
of ISM that would be observable in e.g. H𝛼 or CO emission (e.g.
Olivares et al. 2019; Russell et al. 2019). Returning to Fig. 2, we
note that clouds have higher pressures than their surrounding ICM
(indicated by the light yellow, third row, right panel) implying that
they are gravitationally bound. We will return to the importance of
these cold gas clouds for the ICM-AGN interaction in §4.5.
Shocks and sound waves in the ICM provide an observable record

of past AGN episodes that complement the bubbles discussed above
(see e.g. Sanders et al. 2016). The bottom row of Fig. 2 shows a
shock/sound wave tracer defined as in Borrow et al. (2021):

S =

{ ��� dd𝑡 ∇ · v
��� : dd𝑡 ∇ · v < 0 or ∇ · v < 0,

0 : otherwise.
(22)

The high values of S in the central few kpc are due to ongoing
energy injection by the AGN. At radii ≈ 5 kpc, the values of S are
overall lower, but show clear ring-like features that indicate outflows
from previous AGN episodes. As seen in the third row, the pressure
is elevated around the edge of this zone, consistent with an AGN-
driven shock front. At larger scales (10 − 100 kpc, middle panel
of the bottom row) many more of these rings can be seen, tracing
successively older AGN feedback episodes. We note that the top
left rising bubble produces a signal on its own that makes the wave
tracer less clear in this region. As is evident from the bottom row, the
waves disappear beyond ∼ 100 kpc due to the degrading resolution
(see §2.3.1). By running a uniform-resolution simulation for 4 Gyr
we have verified that waves extend all the way to the edge of our
simulated halo.

4.2 The rise of hot buoyant bubbles

To investigate the formation of the biconical bubble structure that
can be seen in the temperature distribution at radii of ≈ 100 kpc,
Fig. 4 shows the temperature map in three consecutive time frames
separated by 100 Myr; the central image (b) corresponds to the time
shown in Fig. 2. The left-most image (a) is just slightly after a peak
in the SFR and BHAR (see Fig. 9 below). Panel (a) shows two large
bubbles at an altitude of around 50 kpc, formed by the resulting AGN
feedback, and several smaller bubbles at smaller radii (some of which
are in fact moving in a different direction). The online supplementary
material shows the time evolution for all three fiducial haloes. The
large bubbles move outwards (central panel), in a way reminiscent of
an atomic mushroom cloud, in which they push away the gas above
them and produce an inflow of colder gas from lower altitudes. The
afterwinds of the hot rising bubbles draw in gas that is colder by at
least 0.15 dex, and lift it to altitudes as high as 100 kpc (panel c).
This demonstrates that AGN feedback is able to produce fluctuations
in the ICM at large distances from the BH. In panel (c) the bubble
has risen to its maximum altitude, after which the hotter and colder
gas start to disperse and the bubble signature fades away (not shown)
over the next 400 Myr.
We remind the reader that this biconical outflow emerges even

though we do not use an explicitly biconical model for AGN feed-
back. The interaction of the intrinsically isotropic AGN feedback
with the inhomogeneous ISM and ICM naturally results in the de-
velopment of biconical structures in a fully self-consistent fashion.
This is consistent with what is predicted by the (cosmological) Ro-
mulusC simulation (Tremmel et al. 2019) and highlights that outflow
morphologies on scales of tens of kpc are not necessarily indicative
of processes occurring close to the BH.

4.3 Mean thermodynamic profiles

To understand the short-termfluctuations and the long-term evolution
of the ICM in a quantitative way, we investigate the thermodynamic
ICM profiles. Fig. 5 shows the volume-weighted, radially-averaged
median density, temperature, entropy, and cooling time profiles and
their scatter based on 160 snapshots spanning 8 Gyr for the fiducial
simulations of our three halo masses (different columns). We define
the cooling time as

𝑡cool =
3
2𝑛𝑘B𝑇

|Λnet |
, (23)

where 𝑛 is the gas number density andΛnet is the net radiative cooling
rate. To construct the profiles, we first compute the volume-weighted
median of the particles in radial bins for each halo individually, and
then compute the median profile (black solid line, with 16th/84th
percentiles of the profiles indicated by dashed lines). The online
supplementary material shows videos of the evolution of the radial
profiles for all three haloes that show the evolution of the profiles
compared to the SFH.
As is evident from the third row, all haloes initially have a CC en-

tropy profile (grey line), with central valueswell below the commonly
used demarcation line of 50 keV cm2. For the 𝑀200 = 1013M� halo,
AGN feedback subsequently converts this into an NCC entropy pro-
file, with 𝐾 � 100 keV cm2 and 𝑡cool > 7 Gyr down to ≈ 3 kpc.
Correspondingly, the central temperature is increased by an order of
magnitude, while the density is decreased by more than a factor of
103. In contrast, both higher-mass haloes retain a CC, with a time-
averaged central entropy below 50 keV cm2, albeit with significant
scatter that regularly results in an NCC-like entropy profile. The 𝑡cool
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Figure 2.Comparison of the gas surface density (top row, within ±25 kpc (left and middle) or ±15 kpc (right) along the line of sight), mass-weighted temperature
(second row, infinitely thin slice), mass-weighted pressure (third row, infinitely thin slice) and mass-weighted shock indicator (bottom row, infinitely thin slice,
see text for details) at different physical scales for the 𝑀200 = 1014 M� halo. The dotted line in the left panels indicates 𝑅500. In the left and middle panels a
dashed white line indicates the extent of the image to its right. The physical scale is indicated with the black or white bar. In the right columns, black dots within
a white circle indicate the position of the BH. All images correspond to time 𝑡 = 3 Gyr from the start of the simulation. The image projection is taken in the
plane of the rotation (i.e. the angular momentum vector is pointing out of the paper). Note that some small-scale gas clumps have temperatures and densities
well below and above our adopted scaling range, respectively.
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Figure 3. Mass-weighted logarithmic-averaged temperature distribution in
the inner 15 kpc of the 𝑀200 = 1014 M� halo. The cold gas in the centre of
the halo is similar to structures observed in H𝛼 emission.

is regulates to a constant cooling time for 𝑟 < 20 kpc. At large radii
(𝑟 >∼ 30 kpc, still well below the edge of the high-resolution region),
the profiles remain nearly constant over time, plausibly because out-
flows produced by AGN rarely reach such large radii (except in the
low-mass halo at early times), and if they do, they only cover a small
fraction of the total volume (see Fig. 4). The temperature profile
at 𝑟 > 100 kpc decreases slightly with time, due to a combination
of lower resolution and cooling that is not compensated by shock
heating from cosmological accretion.
In the third-right panel of Fig. 5, we compare these predictions to

the observed CC and NCC entropy profiles of the ACCEPT sample
of galaxy clusters10 (green lines, Cavagnolo et al. 2009), which
are comparable to our most massive halo (typical 𝑇𝑋 >∼ 1 keV). In
general, the entropy profile of our simulated halo agrees well with
the observed CC clusters, albeit with a slightly higher entropy in
the central ≈ 10 kpc. The upper range of entropies is comparable
to the ACCEPT NCC profile. As we discuss in more detail in §4.5,
this suggests a periodic cycling between CC and NCC states for the
1014 M� (and 1013.5 M�) haloes.

4.4 Sensitivity of the SFR to the initial central temperature

We now look at the dependence of the SFR on the initial central
minimum temperature of the gas profile in the three different mass
galaxy clusters.

4.4.1 Star formation histories for different initial central
temperature

Fig. 6 shows the SFH for our simulations, grouped by halo mass
(from left to right: 1013, 1013.5 and 1014 M�). Different values of
initial central temperature𝑇0 are represented by different colours. For
reference, we indicate the commonly adopted criterion for a galaxy
to be quenched, sSFR < 0.01 Gyr−1 (e.g.Weinmann et al. 2006). For
this, we convert from sSFR to SFR based on the initial stellar mass
of each simulation, the total stellar mass formed during the 8 Gyr
(dashed lines) is always negligible compared to the initial stellar
mass.
All galaxies with 𝑀200 = 1013M� are quenched quickly (𝑡 ≤

1 Gyr) and remain quenched at almost all later times11. This implies

10 Consistent with our classification, Cavagnolo et al. (2009) used a central
entropy of 50 keV cm2 to separate CC from NCC clusters.
11 This also holds for slightly different quenching criteria.

that AGN feedback is ubiquitously able to quench group-size haloes,
independently of the initial temperature profile. The haloes with large
𝑇0 (i.e. 𝑇 ≥ 106.5 K, not shown) do not form stars because they have
𝑡cool >∼ 10 𝑡dyn. These haloes do not cool much and their radiative
losses are compensated by adiabatic compression that re-heats the
gas.
Higher halo masses display qualitatively different behaviour. The

1013.5 M� simulations with higher 𝑇0 (106.5 K and 106.75 K) have
oscillatory SFHs, with peak SFRs that tend to increase with decreas-
ing 𝑇0. This implies that AGN feedback does not erase the initial
conditions and therefore the properties of the haloes with different
𝑇0 remain distinct. An exception is the lowest-𝑇0 halo (106 K, or-
ange line) which starts with a strong starburst but is subsequently
transformed due to AGN feedback, resulting in SFRs similar to the
106.5 K halo. The halo with 𝑇0 = 107 K is unable to form stars be-
cause of its large 𝑡cool, similar to the high 𝑇0 profiles for the 1013M�
haloes.
At even higher halo masses (1014 M�), all four simulations retain

distinct SFHs throughout, with a strong dependence of SFR on 𝑇0.
AGN feedback alone is unable to convert haloes with low initial 𝑇0
into something resembling those with high initial 𝑇0 and low SFR.
This indicates that in order to quench SFR in massive haloes with
low central temperatures, we need additional processes beyond what
is included in these simulations. In §4.5.1 we will investigate how
the oscillatory behaviour in our simulations is regulated.

4.4.2 Dependence of the initial SFR on the initial central
temperature

The bottom three rows of Fig. 1 show the cooling time, the ratio of
cooling to dynamical time (𝑡cool/𝑡dyn), and the logarithmic entropy
slope for the three different halo masses at 𝑡 = 0 Gyr. The dynamical
time is defined as

𝑡dyn =

√︄
2𝑟
𝑔

=

√︄
2𝑟3

𝐺𝑀encl (𝑟)
, (24)

where 𝑔 is the local gravitational acceleration and 𝑀encl (𝑟) is the
total enclosed mass at radius 𝑟. Since 𝑀encl (𝑟) is dominated by the
stars of the BCG in the centre, and by the dark matter profile at large
radii, at a given radius 𝑡dyn will remain nearly constant during the
simulation.
As expected, a higher 𝑇0 leads to a longer initial cooling time

and a higher ratio 𝑡cool/𝑡dyn. When 𝑡cool >∼ 10 𝑡dyn gas will not start
condensing because it cools slowly and the radiative losses can be
compensated by adiabatic compression (see §4.4.1). However, in the
runs with 𝑇0 resulting in 𝑡cool/𝑡dyn <∼ 10, the cooling is faster and
adiabatic compression is unable to compensate the cooling. There-
fore, the cooling time 𝑡cool sets the time scale for gas to cool down
and start condensing. Fig. 6 shows that the cooling time in the inner
10 kpc depends on the initial 𝑇0 so different times for the onset of
star formation are expected.
In order to determine the link between 𝑡cool/𝑡dyn and the onset of

star formation, we show in Fig. 7 the radial profile of 𝑡cool/𝑡dyn, for
the four 𝑇0 variants of the 1014 M� halo at 𝑡 = 0 and for the snapshot
at 𝑡sf , the first time the SFR exceeds 10−3 M� yr−1. At the onset of
star formation the central 𝑡cool/𝑡dyn has already dropped far below
10, which indicates that this is not the limiting factor that determines
when star formation starts.
Voit et al. (2017) derived another criterion to determine whether

gas is unstable against condensation and precipitation to the centre
of the halo: entropy perturbations are unstable when the logarithmic
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Figure 4. Projected gas temperature of the fiducial 1014 M� halo in infinitely thin slices at three times separated by 100 Myr each (𝑡 = 2900 Myr, 3000 Myr and
3100 Myr). The first time frame (𝑡 = 2900 Myr) corresponds to a peak in the SFR and BHAR. The line of sight is approximately perpendicular to the motion
of the two prominent bubbles. The online supplementary material shows the evolution more clearly with a movie. Despite a purely isotropic implementation of
AGN feedback, the interaction of outflows with the ISM and ICM produces a clearly biconical structure with prominent temperature variations at fixed radius.
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Figure 5. Radially-averaged density (top row), temperature (second row), entropy profiles (third row), and cooling time (bottom row) for the three fiducial
simulations of halo masses 𝑀200 = 1013 M� , 1013.5 M� and 1014 M� (left, middle, and right column, respectively). The solid black lines show the volume-
weighted median profile based on 160 snapshots spanning 8 Gyr; black dashed lines give the corresponding 16th and 84th percentiles, the grey lines correspond
to the initial conditions. Background colours indicate the median time that a particular entropy was reached at each radius. The grey region corresponds to
𝑟 > 100 kpc. In the third-right panel, we compare our simulations with the observed ACCEPT galaxy cluster sample (Cavagnolo et al. 2009), split into CC and
NCC by a central entropy of 50 keV cm2. The low-mass halo (𝑀200 = 1013 M�) is quickly converted from a CC to an NCC profile. While there is significant
scatter in the inner 30 kpc with values between CC and NCC, at large radii the scatter is negligible. For the massive haloes 𝑡cool is always <∼ 1 Gyr for 𝑟 <∼ 20 kpc.
𝑡cool decreases with time for gas at 𝑟 >∼ 10 kpc, this means that it is inevitable to have new episodes of gas cooling that bring cold gas to the centre.
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Figure 6. Comparison of the star formation history (SFH) for simulations with different initial central minimum temperatures (different colours and thick
curves for the fiducial models) for halo masses of 𝑀200 = 1013 M� , 1013.5 M� and 1014 M� (left, middle and right panels, respectively). Solid curves show
the instantaneous SFR (left y-axis), while the dashed curves track the cumulative stellar mass formed (right y-axis). The black dash-dotted line indicates the
quenching threshold of sSFR = 10−2 Gyr−1 (see text for details). For the low-mass halo of 𝑀200 = 1013 M� , all initial temperatures lead to rapid (𝑡 <∼ 1 Gyr)
quenching. More massive haloes instead show oscillatory behaviour with cooler (hotter) cores leading to larger (smaller) mean star formation rates.
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Figure 7. Comparison of 𝑡cool/𝑡dyn for the 1014 M� halo for different 𝑇0
(colours) at time 𝑡 = 0 (dashed) and 𝑡 = 𝑡sf , immediately before the SFR first
reaches 10−3M� yr−1 (solid line); note that the latter happens already at 𝑡 = 0
for 𝑇0 = 106.5 K and 106.75 K. The black dotted line shows 𝑡cool/𝑡dyn = 10,
the threshold for gas to precipitate.When star formation stars, 𝑡cool/𝑡dyn � 10
in the inner ≈ 10− 50 kpc, indicating that gas precipitation is not the limiting
factor for the onset of star formation.

entropy slope satisfies

𝛼K ≡ d ln𝐾
d ln 𝑟

<∼

(
𝑡cool
𝑡dyn

)−2
. (25)

From the bottom row of Fig. 1 and Fig. 6 it is evident that the
correlation of this ratio with SFR is less strong than is the case
for 𝑡cool/𝑡dyn. For both the 𝑀200 = 1013.5 M�- 𝑇0 = 106.5 K and
𝑀200 = 1014 M�-𝑇0 = 106.75 K haloes, the Voit et al. (2017)
criterion does not predict condensation while the SFH (Fig. 6) shows
that in both simulations considerable star formation begins almost
immediately after 𝑡 = 0. All of the above suggest that the initial

cooling time set by the initial temperature profile (i.e. 𝑇0) is the
key factor that decides when significant star formation begins in our
simulations.

4.5 The ICM-AGN connection

The presence of feedback-induced perturbations in the ICM and the
periodicity in the SFR that we have seen above are strongly suggestive
of a close interplay between the ICM and the central AGN. We now
explore this connection.

4.5.1 How are star formation and black hole accretion regulated?

As a first step, we show in Fig. 8 the evolution of the SFR and the
BH accretion rate (BHAR) for our fiducial simulations of the three
different halomasses. The light orange curves show the instantaneous
BHAR, i.e. computed at each simulation time step. Consistent with
previous studies of e.g. the cosmological hydrodynamical EAGLE
simulation (McAlpine et al. 2017) and of idealised galaxy clusters
(Li et al. 2015; Qiu et al. 2019), this shows very strong (orders-of-
magnitude) fluctuations on <∼ Myr timescales. When averaged over
50 Myr, however, slower variations become apparent (dark orange
lines): a gradual decrease of the time-averagedBHARdown to almost
zero for the 1013 M� halo, and oscillations with a period of ≈ 2 Gyr
for the more massive haloes. The (instantaneous) SFR (blue line)
correlates strongly with this time-averaged BHAR, but not with the
high-frequency fluctuations.
The oscillations in the SFR and the BHAR are not perfectly syn-

chronized, however: SFR leads by ∼ 102 Myr. Both the strong cor-
relation and the delay are physically expected: both SFR and BHAR
depend on the presence of cold dense gas near the centre of the halo,
but they are not co-located. After condensation, cold gas can form
stars nearly immediately, but it takes more time for it to flow to the
BH at the very centre of the halo. This implies an expected delay of

Δ𝑡 ∼ 98 Myr
(

𝑟

10 kpc

) (
𝑣

100 km s−1

)−1
, (26)
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Figure 8. Comparison of the BHAR and SFR for the different fiducial haloes at the three different halo masses (left 𝑀200 = 1013 M� , centre 1013.5 M� and
right 1014 M�). The left axis shows the SFR, which is coloured blue in all panels. In each panel the dashed horizontal line indicates a quenching criterion of
sSFR < 0.01 Gyr−1. The right axis shows the BHAR, the grey line shows the BHAR at very high time resolution and the orange line shows the BHAR averaged
over 50 Myr. The dotted and dash-dotted lines show 1% and 10% of the Eddington accretion rate, respectively. The instantaneous BHAR varies over many
orders of magnitudes over short times and is uncorrelated with the SFR. The 50 Myr averaged BHAR is correlated with the SFR.

where 𝑟 is the radius within which gas forms stars (∼ 10 kpc) and 𝑣
its radial velocity (∼ 102 km s−1).
To quantify the offset and correlation between the SFR and the

time-averaged BHAR, we use a time-shifted correlation approach.
For a given delay Δ𝑡, we calculate the Spearman rank correlation
coefficient of BHAR(𝑡 −Δ𝑡) and SFR(𝑡), i.e. the correlation strength
with theBHARshifted forward (or equivalently the SFR shifted back-
ward) by Δ𝑡. This approach is non-parametric, so that we can remain
agnostic about the exact functional form of BHAR(𝑡) and SFR(𝑡).
Fig. 9 shows the resulting Spearman rank correlation coefficient for
the 1014 M� halo. For averaging timescales 𝑡avg ≥ 1 Myr there is a
very strong peak correlation (𝑟s ≈ 0.8) between the SFR and BHAR
at Δ𝑡 ≈ −50 Myr, which is almost independent of the precise value
of 𝑡avg. In other words, the peak (and minimum) SFR is followed
by the peak (minimum) BHAR after a delay of ≈ 50 Myr, in good
agreement with our analytic estimate. Results for the 1013.5 M� are
similar (not shown).
For shorter averaging timescales (i.e. 𝑡avg � 10 Myr) the corre-

lation is significantly weaker, suggesting that BHAR variations on
these short timescales are not driven by the global availability of cold
gas. Instead, they are plausibly caused by the (stochastic) motion of
dense clumps relative to the BH, which do not affect the SFR. This
means that it may be challenging to detect correlations between SFR
and observational tracers of the (near-)instantaneous BHAR, such as
the X-ray luminosity of AGNs. Observables sensitive to the energy
injected by AGN over longer timescales, such as radio bubbles, are
more promising.

4.5.2 Central thermal feedback can regulate the ambient medium

We now show that AGN feedback regulates star formation by raising
the ratio 𝑡cool/𝑡dyn, which stops the supply of cold gas. Fig. 10 shows
the evolution of the SFR and cold gas (top row), 𝑡cool/𝑡dyn (middle
row) and entropy (bottom row) in the ICM for our fiducial values of
𝑇0for the different halo masses. We define as ‘cold’ all gas with12
𝑇subgrid < 104 K, i.e. both HI and H2. It is evident that the amount of

12 Defining cold gas as 𝑇subgrid < 104.5 K gives nearly identical results.
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Figure 9. Comparison of the Spearman rank correlation coefficient of SFR
and BHAR as a function of delay time Δ𝑡 for different averaging timescales
(different colours) for the 𝑀200 = 1014 M� halo. Δ𝑡 is the delay of BHAR
with respect to the SFR. The corresponding correlation is calculated as
𝑟𝑠 [BHAR(𝑡 − Δ𝑡) , SFR(𝑡) ]. We show different values for the time over
which the BHAR is averaged (50 Myr to none). When the BHAR is averaged
over timescales 𝑡 > 1 Myr there is a strong correlation between the BHAR
and SFR, where the past SFR correlates with the current BHAR. There is
only a weak correlation when the BHAR is not time-averaged.

cold gas directly sets the SFR. For 𝑡cool/𝑡dyn and entropy, we select
gas particles within 5 narrow radial shells of width Δ log 𝑟 = 0.07,
centred on {5.6, 10.0, 17.8, 31.6, 56.2} kpc (different colours). The
𝑀200 = 1013 M� halo initially has 𝑡cool/𝑡dyn � 10 in its centre and
entropies (<∼ 10 keV cm

2) that are fully consistent with a CC profile.
However, the initial cold gas mass in the halo is ≈ 109.5 M� and
causes a high initial phase of BH accretion (Fig. 9). Correspondingly,
AGN feedback injects a lot of energy such that after less than 2 Gyr
𝑡cool is raised to >∼ 10

2 𝑡dyn, with 𝑡cool > 7 Gyr (a common CC
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Figure 10. Comparison of the SFR and gas properties for the fiducial simulations for the three halo masses (𝑀200 = 1013 M� , 1013.5 M� , 1014 M�). Row
(a) shows the SFR as a function of time (blue line); the dashed line corresponds to the quenching criterion of sSFR < 0.01 Gyr−1. The orange line shows the
cold (𝑇subgrid < 104 K) gas mass and the mass corresponding to 100 gas particles is indicated by the dotted line. Row (b) shows 𝑡cool/𝑡dyn at different radii
(differently coloured lines, as indicated in the legend), calculated within concentric shells of Δ log10 𝑟 = 0.07 (the dotted line indicates 𝑡cool/𝑡dyn = 10). Row (c)
shows the evolution of the entropy (the dotted line indicates 𝐾 = 50 keV cm2, a common CC/NCC division). The low-mass halo (𝑀200 = 1013 M�) is quenched
quickly and then maintains high entropy and large cooling times in the centre. The higher halo masses instead display oscillatory behaviour in their cooling time,
𝑡cool/𝑡dyn and entropy with the same period as the oscillations in the SFR.

threshold, e.g. Gaspari et al. 2014), and 𝐾 ≈ 102 keV cm2. Hence,
the initial CC profile is quickly converted into an NCC profile due
to AGN feedback. The initial high BHAR produces a long 𝑡cool that
prevents any further star formation for many Gyr.
The higher-mass haloes (1013.5 M� and 1014 M�) on the other

hand, show periodic oscillations in their 𝑡cool/𝑡dyn ratio and entropy
within the inner 30 kpc, in analogy to the SFR oscillations discussed
above. Their central entropy sometimes exceeds 50 keV cm2 and
𝑡cool/𝑡dyn regularly drops below 10. Beyond ≈ 30 kpc, 𝑡cool/𝑡dyn and
the entropy remain nearly constant, however. Therefore, they remain
a CC cluster over most of their evolution.
Comparing the oscillations in SFR/cold gas and in the thermody-

namic ICM properties, it is apparent that the former have peaks (and

troughs) slightly earlier, by a few 100 Myr. Only after the maximum
SFR, when this is already declining again, are the 𝑡cool/𝑡dyn and en-
tropy reaching their respective maxima, and analogously for minima.
This indicates that the AGN regulates the ICM and induces the peri-
odicity in the SFR. Indeed, simulations without AGN feedback (not
shown) show catastrophic cooling and continuously high SFRs.
The amount of cold gas in the most massive cluster (𝑀200 =

1014 M�) never exceeds 1010 M� , and regularly drops below
108 M� . Both trends are consistent with observations of molecu-
lar gas in BCGs (e.g. Edge 2001; Salomé & Combes 2003; Pulido
et al. 2018). A connection between cold gas and ICM state was
also demonstrated observationally by Pulido et al. (2018). They only
detected molecular gas (𝑀mol > 108 M�) in CC clusters that ei-
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ther have central cooling time 𝑡cool . 1 Gyr or a central entropy
𝐾 . 35 keV cm2. This is in good agreement with our simulation,
where the cold gas mass drops below 108M� only when in the centre
we have 𝑡cool >∼ 1 Gyr or 𝐾 >∼ 35 keV cm

2 and vice versa.
A closer look at Fig. 10 shows that AGN feedback in the simu-

lations raises the cooling time until the ICM is marginally stable,
corresponding to 𝑡cool ≈ 10 𝑡dyn, such that gas is stopped from pre-
cipitating and condensing. AGN feedback therefore mainly affects
the region 𝑟 � 102 kpc, where 𝑡cool < 10 𝑡dyn initially. This hap-
pens quickly after the SFR and time-averaged BHAR have reached
their peak values. After 𝑡cool has been raised to 10 𝑡dyn, the SFR and
BHAR continue to decline until the remainder of the cold gas in the
centre has been removed.
Suppressing the precipitation will eventually suppress the fueling

of the BH. However, for the high halo masses the cooling time is
smaller than 𝑡H out to 𝑟 > 102 kpc (see rows d and e of Fig. 1). Hence,
a revival of the cooling flow is unavoidable, leading to feedback
cycles. The cooling time at the radius where 𝑡cool ≈ 10 𝑡dyn therefore
determines the time until the next episode of cold gas condensation.
This argument also explains why the cycles get shorter for higher
𝑇0 (which can be seen from Fig. 6). From Fig. 1 (rows d and e)
we see that for higher 𝑇0 the radius at which the condition 𝑡cool =
10 𝑡dyn is reached smaller and that the cooling time at this radius
is shorter. While the initial 𝑡cool profile is increasing with 𝑟, after
the first episode of high BHAR the 𝑡cool profile becomes nearly
constant inside 𝑟 <∼ 𝑟 (𝑡cool = 10 𝑡dyn), only after the injection of AGN
feedback is significantly lower than its peak the halo will cool with
the same 𝑡cool for 𝑟 <∼ 𝑟 (𝑡cool = 10 𝑡dyn). As long as AGN feedback
is significant, it will keep raising 𝑡cool or prevents it from decreasing
much in the centre.

4.5.3 The causal link between the ICM, AGN, and star formation

At this point, we have shown that our massive-halo simulations
(1013.5 and 1014 M�) exhibit cyclic variations in the SFR which
are strongly correlated (although not perfectly synchronized) with
long-term BHAR variations. Likewise, key thermodynamic ICM
properties show cyclic variations with a similar period, at least in
the central <∼ 30 kpc. This naturally raises the question of how these
different properties are causally connected: which variations are the
drivers, and which are the result of changes in the AGN activity?
To address this question, we use the same time-shifted correlation
technique that we have already employed for Fig. 9, but nowwe apply
it to the relation between time-averaged BHAR or SFR on the one
hand, and the ICM properties 𝑡cool/𝑡dyn or entropy on the other.
For each of the four resulting pairs of variables (BHAR-𝑡cool/𝑡dyn,

BHAR-entropy, SFR-𝑡cool/𝑡dyn, SFR-entropy), we plot in Fig. 11
the time-shifted Spearman rank correlation coefficient as a function
of the shift Δ𝑡 by which we offset the BHAR and SFR evolutions.
The correlations with BHAR are shown in the top panel, those with
SFR in the bottom one. Since the evolutions of both 𝑡cool/𝑡dyn and
entropy depend strongly on radial position within the halo (Fig. 10),
we show four variants of each correlation, with the ICM properties
measured within radial shells of widthΔ log 𝑟 = 0.07 centred on radii
{5.6, 10.0, 17.8, 31.6} kpc (different colours). As in Fig. 9, the feature
of key interest is the time shift (Δ𝑡) of the peak (anti-/)correlation
as well as its strength: a high - positive or negative - peak at small
positive Δ𝑡 indicates that the ICM quantity under consideration will
have a strong impact on the BHAR in the near future, whereas a
high peak at small negative Δ𝑡 indicates that the ICM quantity has
been strongly affected by the recent BHAR. Peaks with a lower
amplitude correspond to a weaker connection, whereas peaks at a
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Figure 11. Top: The Spearman rank correlation coefficient for the relation
between 𝑡cool/𝑡dyn (dashed curves) or ICM entropy (solid curves) and the
time-averaged (over 50 Myr) BHAR (top) or instantaneous SFR (bottom)
averaged as a function of the delay Δ𝑡 between the two (see text) for the
𝑀200 = 1014 M� halo. Negative (positive) Δ𝑡 correspond to correlations
of entropy and 𝑡cool/𝑡dyn with the past (future) BHAR. Different colours
indicate different radii. Low 𝑡cool/𝑡dyn cause gas to precipitate into cool clouds
(𝑡 ∼ 3 × 103 Myr) that fall towards the halo centre and increase the SFR and
BHAR. The increased BHAR produces outflows that raise the entropy first
(within 𝑡 ∼ 100 − 250 Myr) followed by an increase in the cooling time
(𝑡 ≈ 200 Myr) that suppresses BHAR and SFR until 𝑡cool has decreased
enough for the next cycle.

larger (absolute) Δ𝑡 indicate that the connection has a longer delay
time.
Focusing first on the correlation of BHARwith entropy (top panel,

solid lines), we see a strong positive correlation coefficient at mildly
negative time shifts Δ𝑡. Both the location of the peak and its height
vary systematically with radius, in the sense that the ICM closest to
the BH (𝑟 = 5.6 kpc, indigo) shows the strongest positive peak cor-
relation with the shortest time offset (𝑟s ≈ 0.75 and Δ𝑡 ≈ −102 Myr,
respectively). At larger radii, the correlation is both weaker and has
a longer delay (𝑟s ≈ 0.45 and Δ𝑡 ≈ −250 Myr, respectively, for
𝑟 = 31.6 kpc). The peak anti-correlation has a much larger Δ𝑡
(≈ +600 Myr), with no strong radial dependence. In other words,
an increase in BHAR is rapidly followed by an inside-out increase
of the ICM entropy — consistent with the qualitative picture from
Fig. 4 — while the driving effect of low entropy on BHAR takes
much longer to develop.
The situation is broadly similar for the correlation between BHAR

and 𝑡cool/𝑡dyn (top panel, dashed lines). Here, both the positive and
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negative peaks are offset by approximately ±4 × 102 Myr; the for-
mer shows the same systematic trend as for entropy (weaker peak
correlations at more negative Δ𝑡 for larger radii), with overall larger
shifts and lower peak correlation strengths. This implies that AGN
feedback affects ICM cooling less directly than it influences entropy,
but also that gas cooling has a more significant and faster impact on
future BH activity than a decreasing entropy has.
We note that, contrary to the positive correlation peaks, the

𝑡cool/𝑡dyn negative correlation peaks show no strong systematic or-
deringwith radius (except for the largest bin at≈ 30 kpc, which shows
very little cooling time variation in any case; Fig. 10). As discussed
above, gas cooling only affects the BH after some delay to account
for its migration towards the centre, and this delay should be larger
for gas cooling from larger radii. The fact that we do not see such
a differential delay may imply that only gas cooling from relatively
close to the centre (within a few kpc) has a significant impact on the
BHAR.
The correlationswith SFR (bottompanel of Fig. 11) broadlymirror

those for BHAR, with a general shift of all features by ∼ −102 Myr,
as expected from Fig. 9. This suggests that star formation itself does
not significantly influence the ICM (e.g. through SN feedback), and
merely acts as an ‘indicator’ of imminent AGN feedback. Also con-
sistent with Fig. 9 is the shorter positive time shift of the peak SFR-
𝑡cool/𝑡dyn anti-correlation: ICM conditions more conducive to cool-
ing first lead to an increase in SFR (within ≈ 3× 102 Myr), and only
later to a higher BHAR.
In summary, we find the following picture of the connection be-

tween the ICM, AGN, and SFR in our simulated cluster. Decreasing
cooling times lead to low 𝑡cool/𝑡dyn causing gas to precipitate into
cool clouds (on a timescale of ∼ 3 × 102 Myr) that fall towards
the halo centre — mostly from the innermost ICM — with a fur-
ther ∼ 102 Myr delay. There they boost the BHAR, which leads to
(anisotropic) outflows of gas that raise the ambient entropy from the
inside out (within ≈ 100 − 250 Myr), and subsequently — as the
bubbles disperse and cover a larger volume fraction — increase the
ICM cooling time. AGN feedback proceeds until 𝑡cool > 10 𝑡dyn and
precipitation is suppressed. Long cooling times suppress both the
BHAR and SFR, until 𝑡cool/𝑡dyn has dropped sufficiently to initiate
the next cycle, which happens after a time similar to the cooling time
at the radius out to which precipitation was halted. Any positive feed-
back effects from the AGN — i.e. outflows triggering precipitation
via a reduction in 𝑡cool — are subdominant and/or occur on much
longer time-scales than the negative feedback due to the increase of
entropy of the inner ICM.
Fig. 10 shows that for the larger halo masses (i.e. 1013.5 M� and

1014 M�) the entropy and cooling time do not evolve much beyond
30 kpc, which is the precipitation radius 𝑟 (𝑡cool ≈ 10 𝑡dyn). This
implies that AGN feedback does not strongly influence gas outside
the immediate neighbourhood of the BH. It is natural for the AGN
to couple to this region since this is region where condensation
occurs. However, AGN feedback could have overshot and affected
larger radii, as is the case in the low-mass halo. The fact that this
does not occur could be partly because the AGN feedback adopted
in our simulations is intrinsically isotropic as opposed to jet-like.
However, as demonstrated in Fig. 5, this feedback still naturally leads
to highly anisotropic bubble-like outflows that reach distances as far
as 100 kpc from the centre. One possibility is therefore that these
buoyantly rising bubbles do not significantly impact the mean values
of the entropy at 𝑟 >∼ 30 kpc. It is possible that our AGN feedback
would raise the entropy out to 𝑟 > 30 kpc if 𝑡cool/𝑡dyn <∼ 10 at these
radii, because in that case AGN would need to raise the cooling time
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Figure 12. The Spearman rank correlation coefficient between SFR (BHAR)
and volume-weighted 𝛼K (𝑡cool/𝑡dyn)2 as a function of the delay time Δ𝑡

between the two, for the 𝑀200 = 1014 M� halo. Negative values of Δ𝑡 show
how the SFR or BHAR correlate with the past 𝛼K (𝑡cool/𝑡dyn)2 and vice
versa. There is no strong correlation between the past 𝛼K (𝑡cool/𝑡dyn)2 and
the current SFR or BHAR, in disagreement with the precipitation framework.

at these large radii in order to suppress condensation. Since observed
CC and NCC clusters differ in their entropy profiles out to much
larger radii (see Fig. 5), in our current set-up AGN feedback alone
does not convert aCC into anNCCcluster. Such a transformation then
requires some form of additional input: for example, a major merger
may generate significant entropy through shock-heating, and/or may
cause the BH to obtain enough fuel to heat the complete core. Unlike
the behaviour of the high-mass haloes, AGN feedback is evidently
able to convert the low-mass halo (1013M�) from a CC into an NCC
cluster.

5 DISCUSSION

We continue with a discussion of our results in the context of other
similar studies. Specifically, we look at the connection to the precip-
itation framework (§5.1), numerical resolution (§5.2) and compar-
isons with other simulations (§5.3).

5.1 Comparison with the precipitation framework

The causal link between the ICM, AGN and star formation agrees
with the precipitation framework (e.g. Voit et al. 2017). The evolution
of the ratio 𝑡cool/𝑡dyn determines the new episodes of star formation
as expected.

5.1.1 Entropy slope-AGN connection

One of the predictions of the precipitation framework (e.g. Voit
et al. 2017) is that gas will precipitate when it satisfies inequality
(25) for the logarithmic entropy slope 𝛼K. To check if this is the
case in our simulations, we calculate 𝛼K (𝑡cool/𝑡dyn)2 and show a
time-shifted correlation with the BHAR and SFR in Fig. 12. We
calculate the volume-weighted entropy slope using all hot gas par-
ticles (𝑇 > 105.5 K) between 3 kpc and 30 kpc. Based on the pre-
cipitation framework we expect that BHAR and SFR anti-correlate
with past 𝛼K (𝑡cool/𝑡dyn)2: short cooling times should lead to high
BHAR and SFR. Instead, Fig. 12 shows the opposite: the peak anti-
correlation occurs at slightly positive Δ𝑡. This indicates that the
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Figure 13. Adiabatic evolution of a gas bubble rising from the cluster centre
(𝑀200 = 1014 M�) with different initial entropies (different colours). In the
top panel we compare the initial bubble entropies with the entropy of the ICM
and indicate the radii where the two are equal by an arrow and a thin line. The
bottom panel shows the cooling time over dynamical time calculated using
the Ploeckinger & Schaye (2020) cooling tables. High-entropy bubbles need
to rise to radii significantly larger than the radius where their entropy matches
that of their environment in order to obtain 𝑡cool/𝑡dyn � 10, as required to
condense and precipitate.

impact of AGN feedback on the entropy slope dominates the corre-
lations. Our picture therefore is that AGN feedback causes a phase of
decreased 𝛼K (𝑡cool/𝑡dyn)2, followed by a decreasing SFR and BHAR
on timescales of around 500Myr and due to the high 𝑡cool/𝑡dyn amax-
imum in 𝛼K (𝑡cool/𝑡dyn)2 is reached. This is followed by a period of
high SFR and BHAR while the slope is decreasing on timescales of
Δ𝑡 ≈ 500 Myr.

5.1.2 Does adiabatically expanding gas become unstable?

To determine whether gas heated by feedback will start condensing
and precipitate back towards the BH, we consider the idealised situ-
ation of having a recently heated feedback bubble moving buoyantly
to larger radii, until it reaches the radius at which the entropy within
the bubble is the same as that of the surrounding medium. The bub-
ble expands until it reaches the pressure of its surroundings. From
there on, it will rise buoyantly while satisfying 𝑃bubble = 𝑃ICM (𝑟),
where 𝑃bubble is the internal pressure of the bubble and 𝑃ICM (𝑟) is
the volume-weighted average pressure of the ICM at radius 𝑟. The
entropy injected by AGN (or stellar) feedback is given by

𝐾 = 125 keV cm2
(

Δ𝑇

108.5 K

) (
𝑛H

0.1 cm−3

)−2/3
, (27)

where Δ𝑇 is the temperature increase due to feedback, 𝑛H is the
hydrogen number density of the gas that is heated, and we assume
Δ𝑇 � 𝑇 , the temperature of the gas before heating. Under the as-
sumption that the bubble remains intact, in pressure equilibrium, and
rises adiabatically (i.e. the entropy is constant), we can determine its

density and temperature at any radius:

𝑛H =

[
𝑃ICM (𝑟)

𝐾

]3/5
, (28)

𝑇 =
𝑃ICM (𝑟)2/5𝐾3/5

𝑘B
. (29)

Using these equations, we can compare the ratio 𝑡cool/𝑡dyn in the
rising feedback bubble with that of the gas at the same radius, using
the cooling times from Ploeckinger & Schaye (2020). Fig. 13 shows
the entropy and 𝑡cool/𝑡dyn for the buoyantly rising gas in the 𝑀200 =
1014 M� halo. We consider bubble entropies in the range 10 −
300 keV cm2 (different colours). After the bubble has risen to the
radius corresponding to its own entropy (arrows and vertical thin
lines), its 𝑡cool/𝑡dyn ratio is almost identical to that of the surrounding
gas, which has 𝑡cool/𝑡dyn >∼ 10 (bottom panel). This implies that gas
that rises buoyantly to the radius matching its own entropy will not
have 𝑡cool/𝑡dyn � 10 and hence will not condense.
This toy model applies equally to AGN and SN feedback. How-

ever, bubbles produced by AGN feedback will typically attain higher
entropies because the heating temperature Δ𝑇 is higher. Figs. 2 and
4 show that lower temperature gas (𝑇 ≈ 107.2 K) can be brought
to significantly larger radii than in our toy model (𝑟 ≈ 100 kpc). If
gas with entropies around 20 keV cm2 is brought to higher altitude
(where 𝑡dyn is larger), then this gas will have 𝑡cool/𝑡dyn < 10. This
means that cold gas lifted by hotter feedback bubbles, as well as
feedback bubbles that overshoot the radius with the same entropy,
can produce condensation and the corresponding precipitation.

5.2 What resolution is required?

To determine what numerical resolution is required to capture the
interaction between the ICM and the BH, we compare sets of sim-
ulations for the lowest (𝑀200 = 1013 M�) and highest (𝑀200 =

1014 M�) halo mass13. The particle mass is varied by factors of 8
and the gravitational softening by factors of 2. The highest-resolution
simulation has a particle mass of 1.25 × 104 M� , 8 times lower
than our fiducial simulation and comparable to high-resolution zoom
simulations of individual galaxies (e.g. Font et al. 2020). The lowest-
resolution simulation has a particle mass of 4 × 108 M� , which is
comparable to the resolution used in cosmological simulations of
large samples of galaxy clusters (e.g. McCarthy et al. 2017; Barnes
et al. 2017a; Cui et al. 2018).
The top and bottom rows of Fig. 14 show the SFH of the

𝑀200 = 1013 M� and the 𝑀200 = 1014 M� haloes, respectively.
We do not expect perfect convergence for several reasons. First, the
initial density profile is realised using a finite number of particles
based on stochastic sampling. Second, stellar and AGN feedback
are implemented stochastically. Third, the density threshold for star
formation implies the existence of a minimum nonzero SFR,

SFRmin = 3.5×10−3M� yr−1
(
𝑚gas

107 M�

) (
𝑛H

0.1 cm−3
𝑇

8 × 103 K

)0.2
.

(30)

Taking these considerations into account, we see good convergence

13 The 1014 M� halo at the highest resolution was not run for long due to its
computational expense.
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Figure 14. Comparison of the star formation history (SFH) for the 𝑀200 = 1013 M� (top row) and 1014 M� (bottom row) halo at different resolutions (different
columns and colours). The horizontal black dash-dotted line shows the quenching criterion of sSFR = 10−2 Gyr−1 for the initial stellar mass of the BCG. The
low-mass halo (𝑀200 = 1013 M�) is well converged across all resolutions. The highest mass halo (𝑀200 = 1014 M�) converges only up to a resolution of
6.4 × 106 M� ; lower resolutions do not show oscillatory behaviour. For the lowest resolutions, the SFR is unresolved during some times; in this case, we set the
minimum SFR to 1/8 × 10−2, 10−2 and 8 × 10−2 M� yr−1 for the resolutions of 𝑚gas = 6.4 × 106, 5.12 × 107 and 4.096 × 108 M� , motivated by equation (30).

for the 1013 M� halo. In particular, for all resolutions the SFR de-
clines rapidly to values significantly below the division between star-
forming and quenched galaxies (horizontal line). For the 1014 M�
halo, the convergence is good down to a particlemass of 6.4×106M� .
For higher particle masses (i.e. lower resolutions) the SFH no longer
shows oscillatory behaviour. This can be understood by the fact that
at resolutions of 5.12 × 107 M� and 𝜀 = 2.4 kpc the central region
around the BH is not properly resolved and therefore the ICM-AGN
connection is no longer modelled correctly.
Unlike the resolution, randomness in the simulation produced by

our random number generator does not qualitatively impact our re-
sults (see Appendix A).

5.3 Comparison with previous simulations

5.3.1 Different AGN feedback models

We have shown that our simulations do not have a persistent cooling
flow. The BH limits its own growth as well as that of the galaxy
by regulating the properties of the ICM. This is accumplished with
AGN feedback injected in purely isotropic and thermal form. We
now compare these results with previous findings in the literature that
used different AGN feedback models. Gaspari et al. (2011a) showed
that an AGN model that uses Bondi-Hoyle accretion and mechanical
AGN feedback is able to prevent the formation of a cooling flow in
haloes of mass ≈ 4 × 1013 M� . They find that this is also true for a
model in which AGN feedback is triggered by the accretion of cold
gas within 3 kpc from the BH. Gaspari et al. (2013) find that their
cold gas triggered AGN feedback model produces chaotic accretion
of gas onto the BH. Gaspari et al. (2014) find that self-regulated
mechanical jets produce both a realistic cooling time and 𝐿X − 𝑇500
relation, while thermal blast models that are not self-regulated cause

excessively long cooling times in the centres of galaxy cluster and
too low 𝐿𝑋 for 𝑇500 <∼ 1 keV. Our study agrees with these results in
that self-regulated simulations are able to produce realistic cooling
times in the centres of galaxy clusters, but also highlights that this
can be achieved with purely thermal feedback.
Meece et al. (2017) show that in general the precise implementa-

tion of AGN feedback is unimportant and that AGNwill self-regulate
except for the case of purely thermal AGN feedback. At first sight this
appears to contradict our findings. Like us, Meece et al. (2017) use
a variant of the Booth & Schaye (2009) implementation of thermal
AGN feedback. However, Meece et al. (2017) use a heating tempera-
ture of only 107 K,which is significantly below the virial temperature
of their halo and which does not satisfy the Dalla Vecchia & Schaye
(2012) criterion for preventing numerical overcooling. We use a sig-
nificantly higher heating temperature of 108.5 K to suppress such
spurious energy losses. As long as both conditions are satisfied the
choice of Δ𝑇 will have a limited impact on the cyclic behaviour of
the haloes. However, the exact 𝑡cool in the centre and mass loading of
the outflows will differ. Altogether this sketches a scenario that if the
BH model allows self-regulation and if the feedback implementation
does not suffer from excessive numerical overcooling, then the exact
implementation of the AGN feedback is not critical.

5.3.2 High-mass clusters like Perseus

In the literature, idealised clusters like Perseus with halo masses of
around 6 × 1014 M� , have been extensively studied (Li & Bryan
2014b,a; Li et al. 2015, 2017), so far mostly using simulations with
adaptive mesh refinement (AMR). E.g. Li et al. (2015) show that
the cold gas mass is regulated by AGN feedback and that it sets
both the SFR and average BHAR, with a cycle between episodes
of high and low SFRs. They also show (their fig. 2) that on time
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scales below 𝑡 < 102 Myr the BHAR varies over at least 3 orders
of magnitude. These findings are in excellent agreement with ours.
However, they predict significantly higher SFRs, implying that on
average the BCG is actively forming stars and is only quenched for
short periods of time. Following cycles of high SFR, the cold gas
mass decreases slower than what we are finding. This is probably
linked to the fact that a ring of cold gas is formed around the BH that
is difficult to destroy by their jet feedback. The mass of the cold ring
therefore decreases almost with the speed at which it is converted
into stars. We also obtain a cyclic behaviour with episodes of low
and high SFRs/BHARs, but in our case the BCG remains quenched
during nearly the complete evolution. Similar to Li et al. (2015), our
simulations form a ring of cold gas, but in our case it is quickly
disturbed. Note however, that our most massive galaxy cluster is
almost 1 dex lower in halo mass than that in Li et al. (2015).
Cyclic behaviour is also predicted by the simulations of Prasad

et al. (2015) who report an increase in the BHAR when 𝑡cool/𝑡dyn ≤
10 due to the condensation of cold gas that feeds the BH. Similar to
our findings, their AGN feedback is not able to convert the CC cluster
into an NCC cluster. They also find a rotationally supported cold ring
around the centre of the BH. The reason that we do not find such a
long-lived cold gas ring is likely because our AGN feedback injection
is isotropic. Qiu et al. (2019) also find that there is a regulation be-
tween the cold gas and the BHAR. They find that 𝑡cool/𝑡dyn regulates
to values slightly higher than 10 in both a Perseus-like cluster and
lower-mass clusters, which is in agreement with our simulations.
In addition to idealised cluster simulations there are simulations

like C-EAGLE (Barnes et al. 2017b; Bahé et al. 2017) that model
galaxy clusters in a cosmological context using nearly the samemodel
for AGN feedback as used here. Barnes et al. (2017b) find that clus-
ters in C-EAGLE have too large entropy cores and lack CC systems.
Barnes et al. (2018) studied the evolution of CC clusters in Illus-
trisTNG. They find that their CC fraction evolves from mainly CC at
low 𝑧 to mainly NCC at high 𝑧, and that the evolution of the CC and
NCC distribution is too strong in the simulation.

5.3.3 Lower-mass clusters

Besides Perseus-mass clusters, Qiu et al. (2021) simulated a group
with a mass of ≈ 3 × 1013 M� . They predict values of 𝑡cool/𝑡dyn
similar to ours, such that the BH self-regulates. Contrary to Qiu et al.
(2021), we find that clusters with this mass also show periodic be-
haviour in cold gas. The simulations from Wang et al. (2019), who
modelled the elliptical galaxies of NGC5044 and NGC 4472 show
that also at halo masses of 𝑀200 = 4 × 1013 M� there is a periodic
behaviour in the amount of cold gas in the centre, regulated by the ra-
tio 𝑡cool/𝑡dyn. Another different idealised cluster simulation has been
performed by Su et al. (2021), who use the FIRE-2 model (Hopkins
et al. 2018) and a dark matter halo mass of 8.5 × 1013 M� . They
find that whether galaxies quench or not depends on the amount of
energy that is injected through their different AGN feedback chan-
nels, which may however be due to the fact that their AGN model
is not self-regulating. Prasad et al. (2020) studied the analytic AGN
feedback ‘valve model’ for galaxy models from Voit et al. (2020)
and found that their galaxies are in reasonable agreement with this
model. Like us, they find that cyclic variation of the cold gas content
are regulated by AGN feedback.

6 CONCLUSIONS

We have analysed the connection between the ICM, star forma-
tion and the AGN using hydrodynamical simulations of galaxy
groups/clusters. We developed new initial conditions for a spheri-
cal equilibrium system comprising a BCG with a Hernquist (1990)
profile, a dark matter halo with an NFW density profile, and an
ICM profile with two free parameters. The free parameter 𝑇0, which
sets the central temperature plateau, can be used to initialize dif-
ferent hydrostatic equilibrium profiles for the ICM, ranging from
cool-core to non-cool-core systems. The second free parameter is
used to specify the cluster gas fraction. To obtain realistic thermo-
dynamic profiles, for each halo mass we calibrate the fiducial values
for the two ICM parameters against the cosmological BAHAMAS
simulation (McCarthy et al. 2017). Using a subgrid model similar
to that used in the EAGLE simulation (Schaye et al. 2015), which
includes radiative cooling, star formation, BH accretion, and both
stellar and AGN feedback, we simulate the evolution of haloes with
𝑀200 = 1013 M� , 1013.5 M� 1014 M� . Our main conclusions are
as follows:

• Low-mass galaxy clusters (𝑀200 = 1013M�) behave quali-
tatively differently from more massive haloes. They are quickly
(𝑡 <∼ 1 Gyr) converted from cool-core (CC) into non-cool-core (NCC)
by AGN feedback. In contrast, their more massive analogues that are
initially CC show periodic behaviour in SFR, BHAR, and ICM prop-
erties (see Figs. 5, 6 and 10). The results for low-mass clusters are
insensitive to their initial thermodynamic profile (as long as 𝑡cool/𝑡dyn
remains realistic). A large amount of cool gas condenses towards the
centre resulting in a high BHAR and AGN feedback that quickly
quenches the galaxy. The evolution of higher-mass clusters is sensi-
tive to their initial thermodynamic profile. A smaller initial 𝑡cool/𝑡dyn
yields a higher SFRs that persists for most of the simulation, even
after the BH has injected energy exceeding the amount needed to
compensate for the initial difference.

• Even though AGN feedback is injected isotropically and ther-
mally, its interaction with the ISM and ICM results in outflows with
a biconical structure (Fig. 4).

• The instantaneous BHAR is highly variable and has no strong
correlation with the SFR. However, when averaged over timescales
𝑡 > 1 Myr, it correlates strongly with the SFR (Figs. 8 and 9).

• Before an episode of high SFR, the ratio between cooling and
dynamical time (𝑡cool/𝑡dyn) drops below 10 in the centre (Fig. 10).
Overall, episodes of low entropy and small 𝑡cool/𝑡dyn are preceded by
episodes of high SFR and (time-averaged) BHAR (Fig. 10), and at the
same time episodes of high/low SFR and BHAR precede episodes
of high/low entropy and 𝑡cool/𝑡dyn in the centre.

• In higher-mass clusters showing cyclic behaviour, AGN feed-
back influences mostly the gas within the radius where 𝑡cool/𝑡dyn <
10 before the feedback episode. In this region the AGN raises the en-
tropy until 𝑡cool/𝑡dyn ≈ 10, thus suppressing precipitation (Fig. 10).
At that point cold gas is however still present in the centre, which is
either removed by AGN feedback or converted into stars. The cooling
time just outside the region where the ratio 𝑡cool/𝑡dyn was raised to
≈ 10 (see row d of Fig. 1) sets the time until the following episode
of high SFR and BHAR will take place.

• Using time-shifted correlations, we quantify the delay between
on the one hand SFR or BHAR, and on the other hand entropy
or 𝑡cool/𝑡dyn (Fig. 11). The results are in good agreement with the
precipitation framework in which the value of 𝑡cool/𝑡dyn and the
entropy of the ICM regulate the inflow of gas towards the centre.
However, the AGN feedback influences the logarithmic entropy slope
therefore it is not a good predictor for precipitation (Fig. 12).
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• In order for high-entropy (𝐾 >∼ 10
2 keV cm2) bubbles to obtain

𝑡cool/𝑡dyn < 10 and condense, they are required to reach significantly
larger radii than the radius at which their entropy matches that of
the surrounding ICM (Fig. 13). Our simulations show that high-
entropy bubbles bring cold gas to larger radii such that the cold gas
can condense, probably due to pushing of cold gas by hot bubbles,
afterwinds caused by hot bubbles and/or bubbles overshooting their
equilibrium radius.

• We find good convergence with the numerical resolution over
more than four orders of magnitude in gas particle mass (Fig. 14).
However, the oscillatory behaviour of the high-mass clusters is no
longer reproduced for gas particle masses below≈ 6×106M� , when
the interaction between the central ICM and the AGN ceases to be
adequately resolved.

We have demonstrated that a subgrid model for AGN feedback
that injects energy in purely thermal form can convert low-mass
clusters from CC to NCC systems, while producing cyclic behaviour
for higher-mass CC clusters. In the latter case, long periods during
which star formation is quenched are followed by short periods of
elevated SFRs and BHARs. The precipitation framework can explain
the connection between the ICM and the central galaxy found in our
simulations. In the future we intend to investigate how sensitive these
results are to the models for BH accretion and AGN feedback.
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APPENDIX A: THE IMPACT OF RANDOM NUMBERS

The subgrid model used in the simulations depends heavily on ran-
dom numbers because the star formation and SNe/AGN feedback are
stochastic. Therefore, to investigate whether our results are qualita-
tively influenced by different random numbers, we investigate two
additional runs that have identical physics and initial conditions but
use different random number seeds. Fig. A1 shows the SFR and
𝑡cool/𝑡dyn ratio at 10 kpc. The exact positions and amplitudes of the
peaks is influenced by the random number seeds, but the connec-
tion between the SFR and 𝑡cool/𝑡dyn ratio remains qualitatively the
same. This means that the general results are insensitive to the use
of different random numbers.
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Figure A1. Comparison of the SFR (top panel) and 𝑡cool/𝑡dyn ratio (bottom
panel) for the 1014 M� halo using three different random seeds (different
colours). Although the absolute periods and phases are different for differ-
ent seeds, the relation between the SFR and 𝑡cool/𝑡dyn ratio remains largely
unaffected.
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