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1
General introduction and outline of

the thesis

1.1. Introduction
Measurement error affects the validity of many epidemiologic studies, that often rely
on imperfect data [1]. Epidemiologic studies may for example rely on data obtained
from electronic health records. These records are retrieved for other purposes than
epidemiologic precision and may therefore be more subject to measurement error than
data retrieved for answering specific research questions. Another example of error-prone
data includes data collection based on self-reports by study participants [2]. Self-reports
may come with (selective) reporting and recollection biases [3]. The inability to accurately
measure variables of interest in epidemiologic research studies may result in failure to
observe associations between a certain exposure and health outcome [4], or oppositely,
the observation of spurious associations [5].

Epidemiologic studies often rely on the salient assumption of no measurement error.
This assumption may be satisfied for some variables (e.g., age in years) but much harder to
justify for others, such as variables subject to natural variation (e.g., blood pressure) [6] or
laboratory error (e.g., Inhibin B) [7]. As an example, Figure 1.1 illustrates the discrepancy
between two consecutive measurements of systolic blood pressure in the National Health
and Nutrition Examination Survey (NHANES) [8].

Other epidemiologic studies may rely on self-reported measures, such as self-reported
length or weight [9], physical activity [10] or diet [11]. A self-reported measure tends to be
prone to error and generally does not perfectly correlate with the phenomenon it aims to
measure. In Figure 1.2 it is illustrated that in the NHANES [8] self-reported weight was not
perfectly correlated with weight measured by trained health technicians with a calibrated
weight scale.

When measurement error is not accounted for in the design or the analysis of an
epidemiologic study, measurement error can lead to considerable bias in exposure-outcome
associations. The consequences of measurement error in exposure and outcome variables
have been well established in the scientific literature [12–15]. The triple whammy of
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measurement error describes the three consequences of measurement error: i) it may lead
to bias in statistical parameter estimation, ii) it may lead to a loss of power, and iii) it
may mask the functional form of a relationship between two variables [13]. For the first
whammy, a common misconception is that the bias due to measurement error always
attenuates exposure-outcome associations. This general statement can be true in case of
random measurement error in the exposure, also known as ‘classical’ measurement error.
For other forms of measurement error, e.g., systematic or differential measurement error,
this simple heuristic may not apply [16].
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Figure 1.1: Discrepancy between two consecutive systolic blood pressure measurements in the National Health
and Nutrition Examination Survey (NHANES) 2017-2018 cycle [8]

Various correction methods for measurement error exist. Examples include
regression calibration [17, 18], simulation-extrapolation [19], moment reconstruction [20],
non-parametric maximum likelihood estimation [21], imputation-based methods [22, 23],
and Bayesian methods [15, 24]. Among these methods, regression calibration appears to
be the one that is most commonly used in epidemiology [25, 26].

In spite of the abundance of literature on measurement error, and more specifically,
on measurement error correction methods, correction for measurement error remains
seldomly applied in epidemiologic research [25–27]. In most epidemiologic studies,
the impact of measurement error is inadequately discussed [26] and often erroneously
dismissed as leading to an underestimation of the exposure-outcome association [25, 26].
Importantly, this practice has not changed over the last decades [25–27]. This may, in
part, be due to insufficient understanding of the impact of measurement error in settings
that go beyond the classical example of attenuated exposure-outcome associations. An
alternative explanation may be that researchers are unfamiliar with available measurement
error correction methods and tools to quantitatively assess the impact of measurement
error. In addition, researchers may not appreciate the added value of the collection of
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(external) validation data for measurement error correction, hampering the inclusion of
additional validation data within study designs when measurement error is suspected or
anticipated.

The aim of this thesis is to improve the understanding of the impact of measurement
error in epidemiologic studies, to facilitate the application of measurement error correction
methods, to improve the design of epidemiologic studies when measurement error in
a variable is suspected and to develop tools to quantitatively assess the impact of
measurement error in epidemiologic studies.
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Figure 1.2: Discrepancy between weight in kilograms measured by health technicians using a calibrated weight
scale (true weight) and self-reported weight in the National Health and Nutrition Examination Survey (NHANES)
2017-2018 cycle [8]

1.2. Outline
This thesis is organised as follows. To improve the understanding of the impact of
measurement error, in Chapter 2, it is investigated how randomised controlled trials are
affected by measurement error in a continuous endpoint. Three types of measurement
error are distinguished, classical (or random) measurement error, systematic measurement
error and differential measurement error.

To improve the application of measurement error correction methods, in Chapter 3 the
R package mecor is described for measurement error correction in linear models with a
continuous outcome. The R package mecor facilitates measurement error correction by
means of regression calibration, method of moments and a maximum likelihood-based
method. Information about the measurement error model and its parameters can be
obtained from four types of validation studies: internal validation, replicates, calibration
and external validation data. Each of these are discussed in detail. Chapter 4 provides
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an exploration of the bias–variance trade off for the regression calibration estimator
implemented in mecor, and an investigation of the performance of the estimator in settings
where measurement error is relatively large.

To improve the design of epidemiologic studies when measurement error is suspected,
guidance is provided for the collection of validation data needed for measurement error
correction in Chapter 5. Here, sampling methods for validation data are studied and the
assumptions required for the correct application of regression calibration for measurement
error correction investigated. Deterministic and non-deterministic methods for validation
data sampling are compared in terms of statistical efficiency. Next, in Chapter 6
reporting guidelines are proposed for studies on venous thromboembolism incidence
in Corona disease patients. These studies on incidence report highly heterogeneous
results. Different clinical and methodological sources of this heterogeneity are identified,
including misclassification error in the diagnosis of venous thromboembolism and
overall data quality. The proposed reporting guidelines guide future studies on venous
thromboembolism incidence.

To quantitatively assess the impact of measurement error in the absence of validation
data, sensitivity analysis or quantitative bias analysis could be used. In Chapter 7, two
methods, regression calibration and simulation-extrapolation are compared for a sensitivity
analysis for random exposure measurement error. In Chapter 8, a quantitative bias analysis
for confounder misclassification is proposed. The quantitative bias analysis approach is
described for traditional conditional regression and marginal structural models estimated
using inverse probability weighting. This thesis ends with a general discussion including
recommendations and directions for future research in Chapter 9.
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