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Rational Tuning of the Reactivity of Three-Membered
Heterocycle Ring Openings via SN2 Reactions
Thomas Hansen,*[a, c] Alba Nin-Hill,[a] Jeroen D. C. Codée,[b] Trevor A. Hamlin,[c] and
Carme Rovira*[a, d]

Abstract: The development of small-molecule covalent inhib-
itors and probes continuously pushes the rapidly evolving
field of chemical biology forward. A key element in these
molecular tool compounds is the “electrophilic trap” that
allows a covalent linkage with the target enzyme. The
reactivity of this entity needs to be well balanced to
effectively trap the desired enzyme, while not being attacked
by off-target nucleophiles. Here we investigate the intrinsic
reactivity of substrates containing a class of widely used
electrophilic traps, the three-membered heterocycles with a
nitrogen (aziridine), phosphorus (phosphirane), oxygen (epox-
ide) or sulfur atom (thiirane) as heteroatom. Using quantum
chemical approaches, we studied the conformational flexibil-
ity and nucleophilic ring opening of a series of model
substrates, in which these electrophilic traps are mounted on

a cyclohexene scaffold (C6H10Y with Y=NH, PH, O, S). It was
revealed that the activation energy of the ring opening does
not necessarily follow the trend that is expected from C� Y
leaving-group bond strength, but steeply decreases from Y=

NH, to PH, to O, to S. We illustrate that the HOMONu–
LUMOSubstrate interaction is an all-important factor for the
observed reactivity. In addition, we show that the activation
energy of aziridines and phosphiranes can be tuned far below
that of the corresponding epoxides and thiiranes by the
addition of proper electron-withdrawing ring substituents.
Our results provide mechanistic insights to rationally tune the
reactivity of this class of popular electrophilic traps and can
guide the experimental design of covalent inhibitors and
probes for enzymatic activity.

Introduction

Three-membered heterocycles (e.g., aziridines, phosphiranes,
epoxides, thiiranes) are important building blocks in the toolbox
of synthetic chemistry, finding broad application in many

organic transformations. These three-membered heterocycles
react with a wide range of nucleophiles in ring-opening
reactions,[1] making them valuable building blocks for the
synthesis of complex molecules used in a range of applications
from polymer chemistry[2] to chemical biology.[3] In the last
decades, they also have become an indispensable molecular
tool for the detection, characterization, tracking and inhibition
of cysteine proteases and carbohydrate processing enzymes.[3]

Potent inhibitors are equipped with these “electrophilic traps”,
also known as “electrophilic warheads” or “reactive groups”,
which can covalently bind to a nucleophilic residue in the active
site of the target enzyme (Figure 1a).

Understanding the intrinsic reactivity of electrophilic traps is
essential for the rational design of potent and selective
irreversible small molecule inhibitors. The electrophilic trap
must balance between the appropriate reactivity and stability,
trapping the target enzymes while leaving off-targets un-
scathed. Despite many active covalent inhibitors and probes
that have been synthesized in the past, limited quantitative
data are available regarding the impact of the nature and type
of electrophilic traps on the ring-opening reaction.[5]

In general, aziridines have proven to be substantially more
challenging to undergo ring-opening reactions than their
corresponding epoxide counterpart in synthetic chemistry.[6] In
sharp contrast, aziridine derivatives tend to react faster in
enzymatic media, such as in the active sites of glycoside
hydrolases, as the NH-group is primed for attack by
protonation,[3] with some exceptions.[7] Significantly less is
known about the reactivity of phosphiranes and thiiranes, while
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it has been suggested that thiiranes are more reactive than
epoxides.[8] A deeper understanding of the chemistry of
nucleophilic ring-opening reactions of these strained three-
membered ring systems can guide the design of these
irreversible enzyme inhibitors and probes.

In this work, we carried out a systematic investigation of the
intrinsic reactivity of aziridines, phosphiranes, epoxides and
thiiranes in ring-opening reactions by a nucleophilic carboxylate
group, which is a typical nucleophile in an enzymatic
glycosidase reaction and an archetypal nucleophile in synthetic
chemistry. By studying the conformational flexibility and
reaction energy profiles for ring-opening reactions of a series of
model substrates 1–4, we quantified the intrinsic effect of the
type and nature of the substrate in these reactions. In model
substrates 1–4, the three-membered ring electrophile is
mounted on a cyclohexene, that is, C6H10Y with Y=NH, PH, O, S,
(Figure 1b and c), as a model for the popular covalent cyclo-
phellitol-type glycosidase inhibitors. We further investigated the
effect of ring substituents[9] at the N and P atoms of the parent
aziridine 1 and phosphirane 2 by using � Me, � P=O(OMe)2,
� COMe (acetyl; � Ac), � SO2Me (mesyl; � Ms), � COCF3

(trifluoroacetyl; � TFA), � SO2CF3 (triflyl; � Tf; Figure 1c; 5–16).

Our results show that aziridines and phosphiranes display
higher activation energies (lower reactivity) and hence react
slower than epoxides and thiiranes, respectively. This reactivity
trend can be traced back to the inherently higher energy of the
LUMO of aziridines and phosphiranes, which engage in a
weaker HOMONu–LUMOSubstrate interaction with the nucleophile,
compared to epoxides and thiiranes. However, their reactivity
can be tuned and being significantly enhanced by the addition
of appropriate substituents on the aziridines and phosphiranes.
Electron-withdrawing substituents are capable of effectively
polarising the filled σ-orbitals of the substrate away from the
incoming nucleophile, which results in a reduced steric (Pauli)
repulsion between the substrate and nucleophile, and hence,
lower activation energies, rendering these species more reactive
than the corresponding epoxides and thiiranes.

Computational Methods

Conformational energy landscapes

For all computed conformational energy landscapes, quantum
mechanical molecular dynamics (QM MD) simulations were

Figure 1. a) Generic operative mechanism of the ring-opening reaction of “electrophilic traps” in carbohydrate-active enzymes. The specific reaction shown
corresponds to the labelling of a retaining glycosidase (PDB ID: 7OMS) by a mannose-configured epi-cyclophellitol-based aziridine. The exact mechanism
naturally depends on many factors, for example, type and nature of the enzyme, the pH and the specific architecture of the inhibitor.[3c] b) Computationally
analysed model ring-opening reactions by nucleophile AcO� with the lower-energy α-attack (chair-like transition state);[4] c) Library of studied substrates (1–
16).
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performed with the CP2K 7.1 package,[10] which employs the
QM program QUICKSTEP.[11] In line with previous works, the PBE
functional[12] in the generalized gradient-corrected approxima-
tion of density functional theory (DFT) was used, which shows
good performance in describing six-membered
conformations.[13] A dual basis set of Gaussian and plane-waves
(GPW) formalism was used.[11] The wave function was expanded
in a Gaussian TZV2P basis set, which is of triple-ζ quality for all
atoms and includes two polarization functions per element,[14]

while an auxiliary plane-wave basis set with a cut-off of 300 Ry
was used to converge the electron density. All QM MD
simulations were performed in the NVT ensemble using an
integration time step of 0.5 fs. The systems were firstly
equilibrated without any constraint for at least 5 ps. Next, the
metadynamics algorithm was activated to explore the con-
formation energy landscape of the substrate by the method
provided by the Plumed 2.5.4 plugin.[15] Three collective
variables (CVs) were included, qx/Q, qy/Q and qz/Q. The width
of the Gaussian-shaped potential hills was set at 0.035, 0.030,
0.020 rad for qx/Q, qy/Q and qz/Q, respectively. The Gaussian
height was set to 0.6 kcalmol� 1, while the time deposition
interval between two consecutive Gaussians was set to 25 fs.
For better convergence and accuracy, the Gaussian height was
lowered to 0.1 kcalmol� 1 upon the complete exploration of the
FEL (after approx. 0.5 ns). The simulations were stopped after
having added around 40000 Gaussians (after ca. 1 ns; for
specific values see Table S1 in the Supporting Information).
Convergence was established according to the invariance of the
energy differences between the principal wells of the recon-
structed free energy surface along the simulation (standard
deviation <1 kcalmol� 1, considering the last 50 ps of simula-
tion; Figures S4 and S5). The collective variables were re-
weighted to obtain the Cremer–Pople puckering coordinates[16]

theta and phi (θ, φ) by the use of the Plumed driver 2.7.2.[15]

Lastly, the data was visualized using a Mercator representation,
which is an equidistant cylindrical projection that results in a
rectangular map with respect to θ and φ. This diagram provides
the conformational relationship among all conformations of a
six-membered ring.[17]

Reaction profiles

For all computed reaction profiles, all calculations were
performed using the Amsterdam Density Functional
(ADF2019.305) software package.[18] The generalized gradient
approximation (GGA) exchange-correlation functional OLYP was
used for all computations, which consists of the optimized
exchange (OPTX) functional proposed by Handy and co-
workers,[19a] and the Lee� Yang� Parr (LYP) correlation
functional.[19b] Our previous benchmark studies have shown that
OLYP reproduces SN2 barriers from highly correlated ab-initio
studies to within only a few kcalmol� 1.[20] Scalar relativistic
effects are accounted for using the zeroth-order regular
approximation (ZORA).[21] The basis set used, denoted QZ4P, is
of quadruple-ζ quality for all atoms and has been improved by
four sets of polarization functions.[22] This large basis set is

required for small anionic species.[20] The accuracies of the fit
scheme (Zlm fit) and the integration grid (Becke grid) were, for
all calculations, set to VERYGOOD.[23] No symmetry constraints
were used during the analyses. All calculated stationary points
have been verified by performing a vibrational analysis
calculation,[24] to be energy minima (no imaginary frequencies)
or transition states (only one imaginary frequency). The
character of the normal mode associated with the imaginary
frequency of the transition state has been inspected to ensure
that it is associated with the reaction of interest. The potential
energy surfaces of the studied SN2 reactions were obtained by
performing intrinsic reaction coordinate (IRC) calculations,[25]

which, in turn, were analysed using the PyFrag 2019 program.[26]

The optimized structures were illustrated using CYLview.[27]

Activation strain and energy decomposition analysis

The activation strain model (ASM) of chemical reactivity,[28] also
known as the distortion/interaction model,[29] is a fragment-
based approach in which the potential energy surface (PES) can
be described with respect to, and understood in terms of, the
characteristics of the reactants, that is, the nucleophile and
substrate. It considers the rigidity of the reactants and to which
extent they need to deform during the reaction, plus their
capability to interact with each other as the reaction proceeds.
With the help of this model, we decompose the total energy at
a given state (ζ) along the reaction coordinate, ΔE(ζ), into the
strain and interaction energy, ΔEstrain(ζ) and ΔEint(ζ), respectively,
and project these values onto the reaction coordinate ζ
[Eq. (1)].

DEðzÞ ¼ DEstrainðzÞ þ DEintðzÞ (1)

In this equation, the strain energy, ΔEstrain(ζ), is the penalty
that needs to be paid in order to deform the reactants from
their equilibrium to the geometry they adopt during the
reaction at point ζ of the reaction coordinate. The interaction
energy, ΔEint(ζ), accounts for all the chemical interactions that
occur between these two deformed reactants along the
reaction coordinate.

The interaction energy between the deformed reactants can
be further analysed in terms of quantitative Kohn� Sham
molecular orbital (KS-MO) theory together with a canonical
energy decomposition analysis (EDA).[30] The EDA decomposes
the ΔEint(ζ) into the following three energy terms [Eq. (2)]:

DEintðzÞ ¼ DVelstatðzÞ þ DEPauliðzÞ þ DEoiðzÞ (2)

Here, ΔVelstat(ζ) is the classical electrostatic interaction
between the unperturbed charge distributions of the (de-
formed) reactants and is usually attractive. The Pauli repulsion,
ΔEPauli(ζ), includes the destabilizing interaction between the
occupied orbitals of both fragments due to the Pauli principle.
The orbital interaction energy, ΔEoi(ζ), accounts for, amongst
others, charge transfer between the fragments, such as HOMO–
LUMO interactions.
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In the activation strain and accompanied energy decom-
position diagrams presented here, the energy terms are
projected onto the carbon-leaving group (Cα···Y) bond stretch.
This critical reaction coordinate undergoes a well-defined
change during the reaction from the reactant complex via the
transition state to the product and has been shown to be a
valid reaction coordinate for studying SN2 reactions.[4,31]

Results and Discussion

Structure and reactivity trends

The conformational flexibility of the C6H10Y (Y=NH, PH, O, S)
substrates is limited due to their 6- and 3-membered fused
rings, which flattens the six-membered ring structures. Identify-
ing the most stable conformation and the possible existence of
competing conformations is important to accurately model the
reactivity of the overall ring-opening reaction. To this end, we
computed the conformational free energy landscape (FEL) of
substrates 1–4 with respect to Cremer–Pople ring puckering
coordinates (θ and φ) by ab-initio metadynamics (see Computa-
tional Methods for more details).

The FEL of aziridine 1 and epoxide 3 is shown in Figure 2,
and those of phosphirane 2 and thiirane 4 are shown in
Figure S1. The flattened 3H4 and 4H3 half chair conformations are
most favoured, which for these substrates are chemically
equivalent. This is in agreement with the neutron powder
diffraction data of epoxide 3.[32] These conformations are also in
line with experimental structures found for unreacted electro-
philic traps in the active site of enzymes.[7,33] These local minima
can relatively easily interconvert via a boat conformation (2,5B
and B2,5). In all cases, interconversion via the B2,5 follows a lower
energy pathway than interconversion via 2,5B, as the former
bends both flagpole hydrogens away from the fused three-
membered ring (see also Table S2). For example, aziridine 1 has
an energy of 3.7 and 5.1 kcalmol� 1 for B2,5 and 2,5B, respectively.
This behaviour is also found for more decorated 6- and 3-
membered fused ring systems.[33c]

Conformational energy barriers do not vary much for the
different types of three-membered heterocycles (3.7, 3.4, 3.6,
1.2 kcalmol� 1 for Y=NH (1), PH (2), O (3), S (4), respectively).
Noteworthy, these results are in excellent agreement with the
previously obtained interconversion barrier of 4.2 kcalmol� 1

estimated from NMR experiments for epoxide 3.[34] Introducing
ring substituents at the N or P atom of aziridine 1 and
phosphirane 2, respectively, does not change the qualitative
shape of the FEL of the parent substrates, in which the 3H4- and
4H3-like conformations are most favoured (Figures S2 and S3).
Altogether, the conformational energy landscapes show that all
substrates are expected to react from 3H4- or 4H3-like conforma-
tions, which we have used to compute reaction profiles of their
corresponding ring-opening reactions.

The computed reaction profiles for the ring-opening
reactions of substrates 1–16 are collected in Table 1 and
Figure 3 at ZORA-OLYP/QZ4P (reactivity trends are consistent
for ΔE and ΔG; Table S3). Note that we also computed all

systems at ZORA-PBE/TZ2P (employed in the FEL computa-
tions), which gives exactly the same reactivity trends (Table S4).
All reactions proceed from the separate reactants forming a
reactant complex (RC), which evolves towards the product (P)
through a chair-like transition state (TS). The precise conforma-
tional itinerary that the substrate follows along the ring-
opening reaction, plotted onto the conformational FEL (Fig-
ure 2a and c), shows that the substrate gradually evolves from a
half chair to a chair. Of note, we also computed the skew-boat-
like transition state (β-attack) of all substrates (Table S5) and
found, in line with our previous work,[4] that this pathway is
substantially higher in energy and thus not relevant.

Several clear reactivity trends emerged from the computed
reaction energy barriers (Table 1). First, the activation energy
steeply decreases across the series Y=NH (1), PH (2), O (3), S (4)
in C6H10Y (ΔE� =32.1, 21.2, 16.6, 9.6 kcalmol� 1, respectively).
This corroborates the notion that aziridines are intrinsically
more challenging to undergo ring-opening reactions than the
corresponding epoxides (ΔΔE� = +15.5 kcalmol� 1 for aziridine
1 with respect to epoxide 3).[6] Accordingly, the products of the
ring-opening become more stabilized across this same series
(ΔEP =29.6, 17.2, 8.8, 1.4 kcalmol� 1, respectively). Therefore,
both from a kinetic and thermodynamic point of view, the
efficiency of the ring-opening increases going from Y=NH, to
PH, to O, to S. Hence, both by going down a group in the
periodic table for the Y atom in the Cα� Y leaving-group bond of
the substrate (Y=NH to PH or Y=O to S) or across a period
(Y=NH to O or Y=PH to S) the ring-opening activation energy
significantly decreases.

Our results also show that the introduction of ring
substituents (� Me, � P=O(OMe)2, � Ac, � Ms, � TFA, � Tf; 5–16) at
the N or P atom of aziridine 1 and phosphirane 2 can
significantly lower the activation energy of the corresponding
nucleophilic ring-opening reaction. For example, the activation
energy significantly decreases from Y=NH (1), to NMs, (8) to
NTf (10) in C6H10Y (with ΔE� =32.1, to 7.0, to � 2.7 kcalmol� 1;
ΔΔE� = � 34.8 kcalmol� 1 for aziridine 10 with respect to the

Table 1. Energies relative to the separate reactants [kcalmol� 1] of the
stationary points (RC= reactant complex, TS= transition state and P=

reaction product) of ring-opening reactions of 1–16+AcO� .[a]

Substrate RC (ΔERC) TS (ΔE�) P (ΔEP)

1 (Y=NH) � 5.5 32.1 29.6
2 (Y=PH) � 7.3 21.2 17.2
3 (Y=O) � 7.6 16.6 8.8
4 (Y=S) � 8.9 9.6 1.4
5 (Y=NMe) � 6.5 31.8 28.0
6 (Y=NP=O(OMe)2) � 10.5 11.0 � 8.2
7 (Y=NAc) � 12.2 10.1 � 9.7
8 (Y=NMs) � 13.7 7.0 � 13.7
9 (Y=NTFA) � 13.9 0.5 � 24.8
10 (Y=NTf) � 14.3 � 2.7 � 29.3
11 (Y=PMe) � 8.4 25.9 23.1
12 (Y=PP=O(OMe)2) � 10.8 8.5 � 4.8
13 (Y=PAc) � 10.4 6.0 � 6.6
14 (Y=PMs) � 15.0 6.9 � 5.9
15 (Y=PTFA) � 11.7 � 3.3 � 20.0
16 (Y=PTf) � 13.9 � 0.7 � 18.0

[a] Electronic energies computed at the ZORA-OLYP/QZ4P level of theory.
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parent aziridine 1). Note that the overall activation energy ΔE�,
that is, the energy difference between the TS and the separated
reactants can be negative, as in the case of 10, 15 and 16, if a
substantially stabilized reactant complex is formed. This
typically occurs in apolar, weakly solvating solvents and,
especially, in the gas phase (see ref. 35 for a more detailed
discussion). Importantly, only electron-withdrawing groups, that
is, � P=O(OMe)2, � Ac, � Ms, � TFA and � Tf, are capable of
substantially lowering the activation energy, while an alkyl-
group, Y=NMe (5), leads to a similar barrier as found for the
parent aziridine 1 (Y=NH). In the case of aziridines, the barrier

reduction correlates well with the electron-withdrawing capa-
bility of the substitutions going from � Ac, to � Ms, to � TFA, to
� Tf.[36] The products of the ring-opening reaction also become
more stabilized across this series.

To understand the role of solvation on the reactivity trends,
we computed all reaction profiles in bulk solution with the use
of COSMO (Tables S6 and S7).[37] We selected dichloromethane
(ɛ=9, nonpolar aprotic) and water (ɛ=78, polar protic),
spanning realistic extremes of polarity found in experimental
work. Generally, a polarity of ɛ � 4,[38,39] is considered for
enzymatic environments, which is in between the polarity of

Figure 2. Conformational FEL of a) aziridine 1 and c) epoxide 3, which adopt 3H4 and 4H3 conformations with the corresponding conformational itinerary along the
ring-opening reaction (RC= reactant complex, TS= transition state, and P= reaction product). The x- and y-axes correspond to the φ and θ Cremer� Pople puckering
coordinates [°], respectively. Isolines are 1 kcalmol� 1. Relevant low-energy structures with their respective free energy of b) 1 and d) 3.
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the gas phase and dichloromethane. In line with our previous
work,[31f] we find that bulk solvation increases all activation
energies due to the stabilization of the anionic nucleophile,
AcO� , and hence, decreasing its electron-donating capabilities.
This effect becomes more apparent by going to more polar
solvents. For example, the activation energy of the ring-opening
reaction of epoxide 3 increases ΔE� =16.6, to 30.4, to
31.5 kcalmol� 1 going from the gas phase, to dichloromethane,
to water. Importantly, solvation renders identical intrinsic
reactivity trends as found in the gas phase for the set of
electrophilic traps.

Activation strain analyses

To gain quantitative insight into the effect of the type and
nature of the leaving group in the nucleophilic ring-opening
reactions, we analysed the energy changes along the reaction
coordinate using the activation strain model. As detailed in the

Computational Methods, this fragment-based approach decom-
poses the total electronic energy (ΔE), as found in Table 1, into
two chemically intuitive and useful terms: i) the developing
destabilizing strain (distortion; ΔEstrain) and ii) stabilizing inter-
action energy (ΔEint) along the reaction, which proved to be a
valuable tool for understanding activation energies, and hence
chemical reactivity.[31,40] Figure 4 shows the activation strain
diagrams for substrates 1–4 in four panels: a) Y=NH vs. PH, b)
Y=O vs. S, c) Y=NH vs. O and d) Y=PH vs. S. In both Figure 4a
and 4b, the leaving-group atom varies going down a group in
the periodic table (from NH to PH, or O to S). As we already
discussed, the activation barrier (indicated by a solid circle)
significantly decreases going from Y=NH to PH and O to S. This
stems from the less destabilizing strain, which is illustrated by
the orange and yellow strain energy curves, that are below their
blue and red counterparts. In line with our recent work on SN2
reactivity,[31b] the observed diminished destabilizing strain by
going down in the group of the periodic table for the Y atom in
the Cα� Y bond can be directly traced back to the weaker bond

Figure 3. Structures and key distances [Å] of stationary points (R= reactant, RC= reactant complex, TS= transition state and P= reaction product) of the ring-
opening reactions of 1–4+AcO� , computed with ZORA-OLYP/QZ4P. Atom colors: carbon (gray), hydrogen (white), nitrogen (blue), oxygen (red), phosphorus
(orange) and sulfur (yellow).
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strength (Figure 6a). For example, in line with experimental
data,[41] the C� N bond strength for aziridine 1 is ΔHBDE =

53.7 kcalmol� 1, whereas the bond strength is significantly
weaker for the C� P bond: ΔHBDE =43.3 kcalmol� 1 for phosphir-
ane 2 (see Table S8 for computed ΔHBDE of all systems).
Consistently, the bond becomes significantly longer, going from
aziridine 1 (Cα� N=1.48 Å) to phosphirane 2 (Cα� P=1.88 Å).
Recently, an explanation for the underlying physical mechanism
behind the weakening of the C� Y bond going down a group
for the Y atom has been provided. The C� Y bond becomes
weaker and longer due to the increase in atom size by going
down a group, which introduces more steric repulsion between
the C and Y groups.[42]

When we vary the leaving-group across a period, that is,
shifting horizontally in the periodic table (from N to O and from
P to S; Figure 4c and d), the activation energy also decreases,
however, in this case, this is due to the significant increase in
stabilizing interaction energy between the nucleophile and
substrates. Figure 4c and d shows that the interaction energy
curves for epoxide 3 and thiirane 4 (red for 3 and yellow for 4),
are below the corresponding values for aziridine 1 and
phosphirane 2 (blue for 1 and orange for 2), respectively. In
contrast, the strain curves exhibit an opposite trend with
respect to the total energy (the strain becomes more destabiliz-
ing across the period),[43] and these thus do not explain the
observed reactivity differences.

The reason why epoxide 3 and thiirane 4 benefit from a
substantially more stabilizing interaction, compared to aziridine
1 and phosphirane 2, is due to the significantly lower-lying
LUMO (i. e., more stabilized LUMO), which has mainly σ*
antibonding character in the Cα� Y leaving-group bond, (Figur-
es 5a and S6). This is a direct effect of the steep decrease in
energy of the atomic orbitals (AOs) of the Y atom moving across
a period, pulling down the σ* C� Y LUMO. Note that the C� Y
bond also shortens and strengthens across a period.[42]

Ultimately, the lower energy LUMO gives epoxide 3 a better
electron-accepting capability than aziridine 1, which engages in
a more stabilizing HOMO–LUMO interaction with the incoming
nucleophile (Figure 6b). This results in a more stable TS and,
thus, a lower activation energy (see Figure S7 for all EDA plots
and Table S9 for ASM/EDA data on consistent geometries).

The more stabilizing interaction energy, when varying the
leaving-group across a period, is reinforced by the stronger
electrostatic interactions between the reactants (Figure 5b). The
more electron-withdrawing character of the O atom of epoxide
3 compared to the N atom of aziridine 1 results in more δ+ on
the electrophilic Cα atom (see Figure S8 for data), which leads
to a strengthening of the electrostatic interaction with the
incoming negatively charged nucleophile AcO� .

After having established the origin of the reactivity differ-
ences between the different type of three-membered hetero-
cycles, we analysed the effect of the introduction of electron-

Figure 4. Activation strain analysis for the ring-opening of 1–4 + AcO� , along the IRC projected onto the Cα···Y bond stretch (RC= reactant complex and
P= reaction product). Transition states are indicated as filled circles on the curves. Trends across the first row (a and b) show the influence on the reactivity
going down a group for the Y atom in the Cα� Y bond, whereas trends across the second row (c and d) show how variation across the period influences the
reactivity. Computed at the ZORA-OLYP/QZ4P level of theory.
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withdrawing ring substituents, that is, � P=O(OMe)2, � Ac, � Ms,
� TFA and � Tf, at the N and P atoms of parent aziridine 1 and
phosphirane 2. In this section, we focus on the ring-opening of
parent aziridine 1 (Y=NH) and substituted aziridine 8 (Y=NMs)
and 10 (Y=NTf) by AcO� . Importantly, all the other systems
featuring electron-withdrawing groups share similar character-
istics and can be found in Figures S9 and S10. As shown in
Figure 7a, the lower activation energy for the substituted
aziridine 8 and 10 is the result of a more stabilizing interaction
energy between the nucleophile and substrate, while the strain
energy is very similar for all systems. The strain energy curves
can be traced back to the almost equal bond strength of the
corresponding Cα� Y bonds (ΔHBDE=53.7, 52.5 and
53.1 kcalmol� 1 for aziridine 1, 8 and 10, respectively). One could
expect a less destabilizing strain for the substituted aziridines 8
and 10, since these groups can effectively stabilize the build-up
of negative charge of the leaving group atom, therefore making
it easier to break the Cα� Y bond. However, we found that this
effect is counterbalanced by the fact that these relatively large
groups adopt an axial orientation in the ring-opened products,
which introduces destabilizing steric repulsion with the ring
protons.

The energy decomposition analysis (EDA) for substrates 1, 8
and 10 across the reaction (Figure 7b; see Computational
Methods for more details) shows that the more stabilizing
interaction energy between the substrate and nucleophile for
the substituted aziridines 8 and 10 can be traced back to a less
destabilizing steric (Pauli) repulsion between the nucleophile
and substrate along the complete reaction coordinate. The
diminished destabilizing steric (Pauli) repulsion for substituted
aziridine 8 and 10 compared to 1 originates from the polar-
ization of the filled σ-orbitals of the substrate by the electron-
withdrawing groups away from the incoming nucleophile
(Figure 7c). In particular, the FMOsubstrate presenting a filled σ-
bonding orbital predominantly located on the Cα� N bond, of
the aziridine (HOMO for 1 and 8 and HOMO� 2 for 10), is in the
way of incoming nucleophile (see Figure S11 for data), and the
electron-withdrawing groups can move a portion of the orbital
amplitude away from the incoming nucleophile. Intuitively, the
magnitude of this effect is dictated by the strength of the
electron-withdrawing group, which increases going from NMs
(8) to NTf (10).

This operative mechanism is closely related to our recently
introduced Pauli repulsion-lowering catalysis,[4,44] which is
operational in several Lewis acid-catalysed transformations,
spanning from nucleophilic substitutions and additions to
cycloaddition reactions. In Lewis acid-catalysed reactions, non-
covalent interactions play a major role in causing the reduction
of steric (Pauli) repulsion between the reactants. Here we have
shown for the first time that it is also possible to have the exact
operative mechanism through a covalently linked group to the
substrate rather than an exogenous catalyst.

The interaction energy trend is reinforced by the attractive
orbital interaction, which is more stabilizing for the substituted
aziridine 8 and 10, which can be traced back to the more
stabilized LUMO of the substrate, leading to a smaller HOMO–
LUMO gap with the incoming nucleophile (see Table S10 for

Figure 5. a) Schematic molecular orbital diagram of the key HOMONu–
LUMOSubstrate orbital interaction and b) schematic molecular electrostatic
potential map for the ring opening of aziridine 1 and epoxide 3+AcO� .

Figure 6. Schematic summary of the main factors governing the intrinsic
reactivity of the substrate for a) NH vs. PH and O vs. S (going down a group
in the periodic table); b) NH vs. O and PH vs. S (across a period).
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ASM/EDA data on consistent geometries). This effect stems
from the electron-withdrawing character of the substituent,
which lowers the substrate‘s LUMO. Likewise, as for the Pauli
repulsion reduction, the magnitude of this effect is dictated by
the strength of the electron-withdrawing group.

Conclusion

Our computational investigation reveals that the activation
energy for the ring opening of three-membered heterocycles
mounted on a cyclohexene scaffold, that is, C6H10Y, significantly
decreases on going down a group in the periodic table for the
Y atom in the C� Y leaving-group bond (Y=NH to PH, or O to S)
or across a period (Y=NH to O, or PH to S). In addition, we
have shown that it is possible to tune the activation energy of
the less-reactive aziridines and phosphines far below that of the
corresponding epoxide and thiiranes by introducing electron-
withdrawing ring substituents, for example, � COMe (� Ac),
� SO2Me (� Ms), � SO2CF3 (� Tf), directly at the nitrogen or
phosphorus.

Our activation strain and energy decomposition analyses
helped to rationalize these results, showing that the lower
activation energy upon going down a group (Y=NH to PH, or
O to S) stems from a less destabilizing strain energy, which is a
direct result of the substantially weaker C� P and C� S leaving-
group bond. The C� Y bond significantly weakens going down a
group due to the increased atom size, introducing more
repulsion between the C and Y groups. In contrast, the lower
activation energy upon moving across a period (Y=NH to O, or
PH to S) stems from an enhanced orbital interaction between
the nucleophile and substrate, namely, the LUMO of the
substrates with C� O and C� S leaving-group bonds is lower in
energy, engaging in a stronger HOMONu–LUMOSubstrate.

We found that the lower activation barrier of aziridines and
phosphiranes with electron-withdrawing groups at the nitrogen
or phosphorus is caused by a diminished destabilizing steric
(Pauli) repulsion between the substrate and nucleophile, and
not by weakening of the C� Y leaving-group bond. The electron-
withdrawing substituents are capable of effectively polarising
the filled orbitals of the aziridine away from the incoming
nucleophile. The nucleophile–substrate interaction is further
reinforced by the low-lying LUMO of these substrates resulting
in a more favourable orbital interaction with the nucleophile.
Our results could be useful in synthetic chemistry for more
effectively employing these strained three-membered ring
systems, which are essential building blocks for many chemical
transformations. At the same time, the mechanistic insights
provided in our work will help to rationally tune the reactivity
of three-membered ring electrophilic traps and, in doing so,
guide the design of irreversible inhibitors and probes for
enzymatic activity.

Supporting Information

Additional computational results; Cartesian coordinates, ener-
gies and the number of imaginary frequencies of all stationary
points.

Figure 7. a) Activation strain analysis and b) energy decomposition analysis
for the ring opening of 1 (blue), 8 (green) and 10 (red)+AcO� , along the IRC
projected onto the Cα···Y bond stretch. Transition states are indicated with
dots. c) Schematic summary of the main factors determining the reactivity of
the substrate when electron-withdrawing ring substituents are introduced at
the N or P atom of parent aziridine 1 and phosphirane 2.
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