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EUROPOL: AN OVERWHELMING STREAM OF BIG DATA

By Dante Hoek™ and Jill Stigter™

Abstract

After the Paris terrorist attacks the French authorities provided Europol with 16,7 terrabytes of
data. The data included information on persons falling outside of the scope of Europol’s mandate.
Notwithstanding, Europol started processing the data in order to identify linkages to persons for-
merly unrelated to crime. In a 2020 decision, the European Data Protection Supervisor (EDPS)
admonished Europol for this data processing practice. In response, the European Commission
proposed to legitimise Europol’s Big Data processing by amending the Europol Regulation. In the
run up to an agreement between the co-legislators on the new Regulation, the EDPS issued a
deletion order to Europol for its incompatible data files. This paper analyses the (proposal for the)
new 2022 Europol Regulation as regards Big Data processing.

1 Introduction

The utilisation of data in sciences, businesses and governments has a long history. How-
ever, the production and nature of data have transformed radically, as the amount of
data humanity creates, captures and consumes worldwide has increased rapidly.! In
2010, the total worldwide volume of information was two zettabytes?, whereas this year
it is estimated that we will reach 74 zettabytes, which in turn is forecast to double in
2024.3 Rather than being scarce and limited in access, data production is increasingly
becoming a ‘deluge’ that has transformed the way government agencies and other actors
operate.* Consequently, we are in the midst of what professor Kitchin calls ‘the Data
Revolution’.?

* International Master Programme in Advanced Research in Criminology (IMARC). For correspondence:
<dantehoek@hotmail.nl>.

“Rapporteur and intern with the Border Violence Monitoring Network; International Master Programme
in Advanced Research in Criminology (IMARC). For correspondence: <jillstigter@gmail.com.

1 “Volume of data/information created, captured, copied, and consumed worldwide from 2010 to 2024’
(Statistica, 7 June 2021) <https://statista.com/statistics/871513/worldwide-data-created/> accessed 26
March 2021.

2 A zettabyte is equivalent to 1,000,000,000,000,000,000,000 [102'] bytes or approximately a trillion giga-
bytes.

3 Volume of data/information created, captured, copied, and consumed worldwide from 2010 to 2024
(Statistica, 7 June 2021) <https://statista.com/statistics/871513/worldwide-data-created/> accessed 26
March 2021.

4 Rob Kitchin, ‘Big data, new epistemologies and paradigm shifts’, [2014] volume 1 issue 1 Big Data &
Society, < https://journals.sagepub.com/doi/pdf/10.1177/2053951714528481 > accessed 19 March 2021; Wytske
Van der Wagen, J. Oerlemans and Marleen Weulen Kranenberg (eds), Basisboek cybercrime. Een criminolo-
gisch overzicht voor studie en praktijk, 1st ed, Boom Lemma 2020, 49.

5 Rob Kitchin, ‘Big data, new epistemologies and paradigm shifts’, [2014] volume 1 issue 1 Big Data &
Society, < https://journals.sagepub.com/doi/pdf/10.1177/2053951714528481 > accessed 19 March 2021;
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The President of the European Commission, Ursula von der Leyen, has made digitaliza-
tion a political priority for the legislative period of 2019-2024, as she aims to create ‘a
Europe fit for the digital age’.® One of the focus points is to present a new European Data
Strategy that will enable the EU to ‘make the most of the enormous value of non-personal
data as an ever-expanding and reusable asset in the digital economy’.” According to the
Commission, a key asset to making the best possible use of the available digital data is
Big Data analytics.® Additionally, addressing the security aspect of the advancing digi-
talization should be one of the focus points, as with the digital growth the ‘attack surface
and potential for manipulation or criminal and terrorist abuse’ also continues to in-
crease.’ Europol, the European Union Agency for Law Enforcement Cooperation, could
play a significant role in addressing this security aspect. The agency is already equipped
to make use of Big Data analytics, but Commissioner Johansson emphasised in her
speech in February 2021 that the processing of large datasets was not sufficiently foreseen
by the current Europol mandate.’” Thus, during her speech before the Committee on
Civil Liberties, Justice and Home Affairs (LIBE Committee), she proposed the amend-
ment of the 2016 Europol Regulation.” The proposal addresses a ‘massive expansion’ of
the scope of Europol’s data-gathering powers to counter the ‘big data challenge” Europol
is supposedly experiencing.'? This paper draws on the initial Commission proposal (De-
cember 2020), the discussions in the Council of the EU (started in January 2021), the Eu-
ropean Parliament (discussing a draft report in the LIBE Committee end of May 2021)
and in the trilogues,’® and the agreed text of the new Regulation. Political agreement at
trilogue level was reached on 1 February 2022, with formal approval by the European

¢ Commission, ‘Commission Work programme 2020" COM(2020) 37 final.

7 Tbid.

8 The European Commission, ‘Shaping Europe’s digital future: Big Data’ (digital strategy 9 March 2021),
<https://digital-strategy.ec.europa.eu/en/policies/big-data> accessed on 26 March 2021.

9 Franca Koning ‘Big Data, 5G and Al: How Europol could help Von der Leyen achieve her goals” (Hertie
School: Jacques Delors Centre 2020)

10 Commissioner Johansson ‘speech’(Committee on Civil Liberties, Justice and Home Affairs, Brussel, 24
February 2021) <Commissioner Johansson's speech before the Committee on Civil Liberties, Justice and
Home Affairs on the Europol mandate | European Commission (europa.eu)> accessed 1 December 2021;
European Data Protection Supervisor Decision relating to European Data Protection Supervisor’s own
initiative inquiry on Europol’s big data challenge [2020].

11 European Parliament and Council Regulation (EU) 2016/794 of 11 May 2016 on the European Union
Agency for Law Enforcement Cooperation (Europol) and replacing and repealing Council Decisions
2009/371/JHA, 2009/934/JHA, 2009/935/JHA, 2009/936/JHA and 2009/968/JHA [2016] OJ L135/53.

12 “Widening the net: massive expansion of Europol’s data-gathering powers proposed’ (Statewatch 23
February 2021) <https://www.statewatch.org/news/2021/february/widening-the-net-massive-expansion-
of-eurpol-s-data-gathering-powers-proposed/, accessed 4 April 2021; Commission, ‘Proposal for a regu-
lation of the European Parliament and the Council amending Regulation (EU) 2016/794, as regards Euro-
pol’s cooperation with private parties, the processing of personal data by Europol in support of criminal
investigations, and Europol’s role on research and innovation” COM(2020) 796 final.

13 European Parliament Legislative Observatory, ‘2020/0349(COD) Strengthening Europol’s mandate: co-
operation with private parties, processing of personal data, and support for research and innovation’
(Legislative Observatory 1 December 2021) < Procedure File: 2020/0349(COD) | Legislative Observatory |
European Parliament (europa.eu)> accessed 1 December 2021.
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Parliament and the Council on 4 respectively 24 May 2022. The text should be published
in the Official Journal and enter into force before the end of June 2022.

Considering the ensuing alteration of Europol’s current operational legal basis, this pa-
pere analyses how Europol manages Big Data analytics by critically assessing the Com-
mission’s proposed revision of the 2016 Europol Regulation and Europol’s practices from
an EU policy perspective. The purpose is to contribute to the debate regarding Europol’s
mandate and to further discuss the balance between data protection, privacy, and secu-
rity within the EU.

This paper sketches the European context of Big Data (analytics) and its relevance for
Europol, before setting out its pre-2022 legal framework. Subsequently, the criticism pro-
vided by the European Data Protection Supervisor and Europol’s Action Plan are ana-
lysed. Finally, the (proposal for the) new Europol Regulation is reviewed, and a general
conclusion presented.

2 Big Data Analytics in a European Context
2.1 Europol’s Big Data background

The academic literature describes how the term ‘Big Data’ is relatively difficult to define,
and consequently, a commonly accepted definition remains absent.'* Nevertheless, cer-
tain authors describe how Big Data refers to data of people (or objects) that are stored
automatically and available for analysis in order to retrieve underlying patterns.’> Simi-
larly, Article 29 of the Data Protection Working Party defines Big Data as ‘gigantic digital
datasets held by corporations, governments and other large organisations, which are
then extensively analysed using computer algorithms’.'¢ The difficulty in determining
when a collection of data can be seen as ‘Big Data’, lies in the time period: what is con-
sidered Big Data in 2010 might not correspond with the ‘bigness’ of data in 2021."” Con-
sequently, some authors determine how Big Data is a ‘made-up catchword’ or an ‘um-

14 Isitor Emmanual and Clare Stanier ‘Defining big data’ in Djallel Eddine Boubiche, Hani Hamdan and
Ahcene Bounceur, BDAW'16Proceedings of the International Conference on Big Data and Advanced Wireless
Technologies (Association for Computing Machinery, 2016).

15 Judtih van Erp, Wouter Stol and Johan van Wilsem ‘Criminaliteit en criminologie in een gedigitaliseerde
wereld’ [2013] 55 (4) Tijdschrift voor Criminologie, 327.

16 Article 29 Data Protection Working Party Opinion 03/2013 on purpose limitation [2012].

17 Paul De Hert and Vagelis Papakonstantinou, ‘Framing Big Data in the Council of Europe and the EU
data protection law systems: Adding ‘should” to ‘must’ via soft law to address more than only individual
harms’ [2021] 40 Computer Law & Security Review; Isitor Emmanual and Clare Stanier ‘Defining big
data’ in Djallel Eddine Boubiche, Hani Hamdan and Ahcéne Bounceur, BDAW’16Proceedings of the Inter-
national Conference on Big Data and Advanced Wireless Technologies (Association for Computing Machinery,
2016).
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brella term’, and therefore, serves as an expression for the technological capacity to pro-
cess larger volumes of data.'® In practice, it means that Big Data cannot be processed by
Europol with regular tools, but ‘require specific tools and storage facilities’.”

Big Data only became a ‘main topic of discussion’ in European policymaking after 2015
across many areas, such as ‘scientific and technological research, law enforcement, na-
tional security, government transparency as well as open-source information and intelli-
gence’.0 This can be traced back to a decision on 20 November 2015 by the EU Justice
and Home Affairs Ministers to establish a European Counter Terrorism Centre (ECTC)
at Europol.?! The ECTC was set up to provide operational and analytical support to the
authorities of the Member States in the context of the fight against terrorism.?? The deci-
sion was made after the Paris attacks on 13 November 2015 after which the establishment
of the ECTC was seen as ‘a major strategic opportunity for the EU to make our collective
efforts to fight terrorism more effective’.?? The ECTC would operate within the already
existing framework of Europol and its organisational structure. The Centre’s end goal
was to maximise the exchange capabilities in operational, technical, and general infor-
mation regarding counter-terrorism initiatives.?* An example of ECTC’s added value
through cooperation and support were the “unprecedented levels of information (of over
16,7 terabytes)’ that were shared and analysed, and phone data analysis that were con-
ducted after the Paris attacks.?” Additional to the counter-terrorism initiatives, Europol
provides insight into the threat and development of serious and organised crime (e.g.,
cybercrime, trafficking in human beings, and drug production, trafficking and distribu-
tion) in the Serious and Organised Crime Threat Assessment (SOCTA) to the EU’s deci-
sion-makers and law enforcement community.? For the SOCTA of 2017, Europol had
“undertaken the largest-ever data collection on serious and organised crime in the EU’

18 Tbid.

19 European Parliament Legislative Observatory, ‘2020/0349(COD) Strengthening Europol’s mandate: co-
operation with private parties, processing of personal data, and support for research and innovation’
(Legislative Observatory 1 December 2021) < Procedure File: 2020/0349(COD) | Legislative Observatory |
European Parliament (europa.eu)> accessed 1 December 2021.

20 Daniel Drewer and Vesela Miladinova ‘The BIG DATA challenge: Impact and opportunity of large
quantities of information under the Europol Regulation’ [2017] 33 (3) Computer Law & Security Review,
298 - 308 p.

21 Council conclusion 14419/15 Press release 845/15 on enhancing the criminal justice response to radical-
isation leading to terrorism and violent extremism [2015] <www.consilium.europa.eu/en/press/press-re-
leases/2015/11/20/conclusions-radicalisation/> accessed 21 March 2021.

22 Council Note 9201/16 on Information sharing in the counter-terrorism context: Use of Europol and Eu-
rojust [2016] < eu-council-c-t-info-sharing-9201-16.pdf (statewatch.org)> accessed 21 March 2021.

2 ‘Europol’s European Counter Terrorism Centre strengthens the EU’s response to terror’ (Statewatch,
2016) <Europol’s European Counter Terrorism Centre strengthens the EU’s response to terror (state-
watch.org)> accessed 3 April 2021.

24 Daniel Drewer and Jan Ellerman, “May the (well-balanced) force be with us! The launch of the European
Counter Terrorism Centre (ECTC)’ [2016] 32(2) Computer Law & Security Review, 195.

%5 Council Note 9201/16.

26 Europol, ‘Serious and Organised Crime Threat Assessment (SOCTA): Identifying the priorities in the
fight against major crime’ <https://europol.europa.eu/socta-report> accessed 3 April 2021.
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where they received large contributions from the Member States, partners outside the
EU, the institutional partners and information provided by Europol’s own databases.?

Shortly after the decision of the EU Justice and Home Affairs Ministers on the establish-
ment of the ECTC, an agreement was reached between members of the European Com-
mission, the Council, and the Parliament on a consolidated draft of the Europol Regula-
tion which applies from 1 May 2017.2 The then-brand-new Regulation incorporated a
‘flexible and modern integrated data management system’ that would improve and
modernise the framework regarding information sharing and create new opportunities
for technological advancements in the field of criminal investigations.? This shift from
traditional to more technologically advanced instruments to combat terrorism and or-
ganised crime required a similar shift of traditional meanings of privacy and infor-
mation-sharing methods.*® Since 2016, several legal instruments have been adopted that
lay down more general data protection rules in the European Union: the Law Enforce-
ment Directive® and the Regulation establishing data protection rules for the bodies of
the European Union (EUDPR)®. The legal basis for reforms on the protection of personal
data is laid down in the Treaty on the Functioning of the European Union.* Even though
data protection and privacy are both fiercely protected fundamental rights within Eu-
rope, there is a certain discretionary power given to the Member States, judicial bodies
and law enforcement agencies (e.g., Europol) to determine the demarcations of the
abovementioned fundamental rights regarding the ever-evolving digitalisation.3 Ulti-
mately, the most important thing is striking a balance between privacy and data protec-
tion, on the one hand, and general interests like public and national security, on the
other.®

27 Europol, ‘European Union Serious and Organised Crime Assessment (SOCTA)’ [2017].

28 Regulation (EU) 2016/794.

2 Daniel Drewer and Vesela Miladinova ‘The BIG DATA challenge: Impact and opportunity of large
quantities of information under the Europol Regulation’ [2017] 33 (3) Computer Law & Security Review, 298
~308 p.

30 Ibid.

31 European Parliament and Council Directive 2016/680 of 27 April 2016 on the protection of natural per-
sons with regard to the processing of personal data by competent authorities for the purposes of the pre-
vention, investigation, detection or prosecution of criminal offences of the execution of criminal penalties,
and on the free movement of such data, and repealing Council Framework Decision 2008/977/THA [2016]
OJ L 119/81.

32 European Parliament and Council Regulation 2018/1725 of 23 October 2018 on the protection of natural
persons with regard to the processing of personal data by the Union institutions, bodies, offices and agen-
cies and on the free movement of such data, and repealing Regulation 45/2001/EC and Decision 1247/2002/
EC [2018] OJ L295/39.

3 Consolidated version of the Treaty on the Functioning of the European Union, O] C 326/01, Article 16.
3 EDPS Background paper, ‘Developing a ‘toolkit’ for assessing the necessity of measures that interfere
with fundamental rights’ [2017]; EDPS Report, “The EDPS Strategy 2015-2019" [2015].

% Daniel Drewer and Vesela Miladinova ‘“The BIG DATA challenge: Impact and opportunity of large
quantities of information under the Europol Regulation’ [2017] 33 (3) Computer Law & Security Review,
298 - 308.
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2.2 CJEU and Big Data processing

The search for the right balance remains a point of discussion, as some authors point to
how ‘we complain when they [security agencies] don’t keep us safe. And we complain
when they [security agencies] snoop illegally into our data in order to keep us safe’.%
This leaves us with the question of where the current balance lies between these two
complaints.?” When it concerns national security, the Court of Justice of the European
Union (CJEU) has aimed to clarify to what extent the collection and retention of bulk data
for national security purposes is possible in three combined cases, of which one is La
Quadrature du net and Others v. Premier Ministre.® More specifically, La Quadrature du Net
concerns the retention of communication data® in a general or indiscriminate way for
national security purposes and questions whether these practices are compatible with
EU law.% According to the CJEU, the Member States are allowed under certain condi-
tions to collect and retain large amounts of data for national security purposes, such as
terrorism. The Member States can afterwards provide the retained information to Euro-
pol for their operational Big Data analyses. Over the past years, Europol has been receiv-
ing increasing amounts of data, such as the previously mentioned 16,7 terabytes that
were shared after the Paris attacks.#' The EU institutions are more inclined to take on a
narrower perspective in order to enhance their role in national security matters.* None-
theless, the GDPR explicitly mentions that it does not apply to data protection related to
national security, because it falls outside of EU law.#

On the one hand, the Court confirms this by stating that national security concerns do
not exclude the Member States from the need to comply with general principles of EU
law such as proportionality and respect for fundamental rights like privacy, data protec-
tion and freedom of expression.* This ruling could therefore have limited the Member
States in their ability to forward large and indiscriminate datasets to Europol for pro-
cessing. Consequently, the agency could receive less information than in the past. On the

% Jonathan Goldsmith, ‘CJEU decides against UK government on data protection” (2020) (<www.law-
gazette.co.uk/commentary-and-opinion/cjeu-decides-against-uk-government-on-data-protec-
tion/5105963.article> accessed 10 April 2021)

37 Ibid.

38 Case C-511/18 La Quadrature du Net and Others v. Premier minister [2020].

3 Communication data is information about who is communicating with whom, when, and where. This
can still be considered sensitive information as it exposes details about the personal life of an individual.
Joined Cases C-293/12 and C-594/12 Digital Rights Ireland Ltd v. Minister for Communication and Others,
C-293/12; C-594/12, ECLI:EU:C:2014:238, para 39: ‘traffic and location data, aggregated and taken as a
whole, could be analysed and depict a detailed picture of individuals’ private lives.”

40 Monika Zalnieriute, ‘“The Future of Data Retention Regimes and National Security in the EU after the
Quadrature Du Net and Privacy International Judgments’ [2020] 24(28) American Society of International
law.

41 Council Note 9201/16.

42 Ibid.

43 Regulation 2016/679, Recital 16.

4 La Quadrature du Net and Others v. Premier minister, para 113.
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other hand, the Court explains how ‘genuine and present or foreseeable’ national secu-
rity threats can form an exception, and justify data collection and retention*, as long as
this decision is reviewed by a court or an independent administrative body*. Yet, these
practices have to be limited to ‘what is strictly necessary’.*” Hereby, in an attempt to de-
marcate and limit the possibilities of Big Data processing for national security purposes,
the CJEU simultaneously provided an exception, which can be seen as newly opened
doors for security agencies. In particular, regarding the meaning of how much data is
‘strictly necessary’ in a national security context, it is likely that the definition of govern-
ment agencies will differ from the definition of civil rights advocacy groups.* Changing
views on national security by the Member States could be the consequence, which will
then again result in cases before CJEU to unfold the struggle or make it worse. At the
same time, it should be emphasized that the CJEU’s exception is only applicable when
combatting ‘serious crime” and only possible when conditions and limitations are met.
In addition, the Court notes how access to the data retained for legitimate or national
security purposes ‘may in no event be granted’.* Thereby, La Quadrature du Net is a com-
plex judgement. At first sight, the Court offers a positive confirmation of data protection
and privacy, but after a closer look, its decision to legitimise indiscriminate data retention
in certain circumstances is also in sharp contrast with the strict post-Snowden data pro-
tection approach.®

2.3 Relevance and challenges of Big Data analytics for Europol

The key opportunity for Big Data is: ‘the availability of new sources of dynamic, resolute
data that can potentially complement, replace, improve, and add to existing datasets and
refine existing statistical composition, and produce more timely outputs’.>! For Europol,
the relevance of big data is related to several areas, ‘particularly cybercrime, terrorism-
related propaganda, enhanced risk entities solution (ERES), open-source information
(OSINF) and open-source intelligence (OSINT)’.%2 In addition, information sharing on
counter-terrorism and organised crime are both very high on the agenda of the Member

4 ]bid, para 137.

46 ]bid, para 139.

47 1bid, para 132.
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States and the EU.% This is reflected through the high increase in the amount of infor-
mation that is exchanged, even though the usage of systems, tools and services provided
by the EU varies greatly between the Member States. Being able to process bigger da-
tasets would make it possible for Europol to increase its profiling successes.* It is argued
by the European Commission how Europol, in contrast to the Member States, is capable
of detecting cross-border links in the analysis of larger datasets. In other words, the da-
tasets at the national level ‘lack the corresponding data on other crimes and criminals in
other Member States’.5> Moreover, it is possible that certain Member States do not have
the means to run Big Data analysis, as IT tools, expertise and resources are necessary to
run complex datasets.* Europol actively cooperates with law enforcement authorities of
Member States and has been able to establish valuable links between crimes and identify
new lines of investigation. For example, after the terrorist attacks in France, Europol set
up the Task Force Fraternité in 2016 which started analysing Big Data with a software
program called ‘Gotham’.%” Since mid-2017, however, the operational analysis of all
counter terrorism-related data uses this software.® Gotham enables investigators to cal-
culate and visualise relationships between persons, objects or the course of events.” The
results from the analyses help to identify new investigative hints that are used by the
competent authorities in EU Member States.

At the same time, it is of importance to note that the use of Big Data analytics for law
enforcement purposes does not only present opportunities but also various challenges.
The predictive power of Big Data analytics cannot be taken for granted as biases and
limitations come into play when used in decision-making. In particular, the output of the
analyses is not objective as the data can be provided by different sources and collected
with different methods.®! When unreliable information is used or relevant information is
lacking, errors or gaps in the results are present. This limitation relates to certain charac-
teristics of Big Data, such as veracity and value, as the quality of data relies on a consid-
erable amount of interpretation which is inevitably subjective. When larger amounts of
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data from different sources are processed, it is not only the potential for error that in-
creases but also the possibility of detecting false positive relationships.® This could result
in misinterpretation, bias, and discrimination in the decision-making process. Therefore,
when applying Big Data analytics in practice, the wider operational, organisational, and
legal context must be carefully considered in order to prevent bias and ensure effective-
ness.% In other words, the aim is to create discriminatory policing practices in a non-
discriminatory fashion. Nevertheless, concerns about the presence of bias in Big Data
processing by Europol are present and have been addressed during the European Par-
liament debate on 24 February 2021, when a Member of the European Parliament (MEP)
Clare Daly responded to the speech by Commissioner Johansson on the extension of Eu-
ropol’s mandate.® In particular, she stated: ‘I think this will be actually a good time to
look at [...] how racism and discrimination can feed up the chain of Europol because the
agencies’ work rests on the information it gets from the Member States’.%> The criticism
is valid as evidence of racist and discriminatory policing practices in the Member States
has been provided.® Consequently, as Europol’s actions, in turn, affect national law en-
forcement activities, possible unjustifiable negative effects on the lives of certain groups
of individuals could be the result. Hereby, another layer of complexity is added to Euro-
pol’s already demanding Big Data challenge.

3 Legal Framework for (Big) Data Processing by Europol
3.1 Europol Regulation

The 2016 Europol Regulation provided the agency with the appropriate tools for ‘mod-
ernisation, but also adaptation to the shifting modus operandi of terrorism and serious and
organised crime’.” The Regulation contained a ‘reinforced robust data protection re-
gime’ that was ‘based on an innovative privacy by design approach’, namely the Inte-
grated Data Management Concept (IDMC).®® The approach introduced the concept of
‘interoperability” for Europol where one dataset could be combined and analysed with
another dataset without it causing procedural issues. For Europol, this meant more flex-
ibility when information and personal data would be processed.®
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Several concepts have been specifically defined in the Regulation, namely the sources”
and purposes of information?, categories of personal data to be collected”, categories of
data subjects”, and finally, the access rights to information”. Under the Regulation, Eu-
ropol is allowed to potentially use large quantities of data in cases of a strategic nature
and if there are adequate data protection safeguards put in place.” Currently, Europol is
only allowed to process data on the following categories of data subjects: suspects, po-
tential future criminals, contacts and associates, victims, witnesses, and informants.”s Ad-
ditionally, the Regulation further defines several categories of personal data Europol is
allowed to process on the abovementioned categories of data subjects, such as personal
details, contacts and associates, information relating to criminal conduct, victim identifi-
cation data, et cetera.” In order to limit the access of the Member States to the large
amounts of data that are gathered and used by Europol, there are several safeguards put
in place.” Big Data analytics is only to be used for the purpose of strategic analyses as an
additional way to support policy decisions or preventing criminal actions like terrorism
or serious organised crime.” The broad scope of the provision on the processing of per-
sonal data for the purpose of strategic analysis reflects the many different forms of data
that are allowed to be collected.®® Additionally, these processing operations of personal
data need to be documented by Europol and made available to the Data Protection Of-
ficer and the European Data Protection Supervisor.®! In particular, Article 30(2) of the
Europol Regulation can be seen as an initiative to enforce appropriate safeguards for data
protection, as it states how the ‘[p]rocessing of [sensitive personal data], by automated
or other means, shall be prohibited, unless it is strictly necessary and proportionate for
preventing or combating crime that falls within Europol’s objectives’. More importantly,
the Regulation stipulates how ‘no decision by a competent authority which produces
adverse legal effects, shall be based solely on automated processing’.®> The latter ensures
how human intervention is always present which relates back to the prevention of pos-
sible biases present in Big Data analytics, as discussed earlier.
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3.2 Data protection, supervisory bodies and the role of Council and Parliament

The Europol Regulation contains its own autonomous data protection regime, even
though there is a subsequently adopted Regulation on the protection of individuals re-
garding the processing of personal data by the Union institutions, bodies, offices and
agencies (EUDPR).® The EUDPR currently does not apply to Europol, though the Com-
mission is obliged to review this before April 2022.8* The Europol Regulation does pro-
vide individuals with the right to ask for information on the processing of data relating
to them®, the right to ask for rectification, erasure and restriction of such data®, and the
right for their data to be processed following the data protection principles®.

In terms of oversight, supervision on the application of the data protection safeguards
by Europol is conducted throughout the entire information cycle.®® On a national level,
Europol is supervised by the competent national authorities under the applicable na-
tional law.® This national supervisory authority will check the permissibility of the
‘transfer, retrieval and communication to Europol of personal data by the Member State
concerned’ and examines whether this ‘violates the rights of the data subjects con-
cerned’.® Internally, the Member States and European Commission are represented
within Europol in the Management Board.” Among its tasks, the Management Board
appoints an independent Data Protection Officer (DPO).”> The DPO is tasked with en-
suring the lawful application of the Europol Regulation regarding processing personal
data, ensuring that a record is kept of said processing of personal data, and ensuring that
at the request of data subjects they are informed of their individual rights.® Furthermore,
the DPO prepares an annual report, registers breaches of personal data, and has close
cooperation with Europol staff and the European Data Protection Supervisor (EDPS).*
The EDPS has the responsibility to ensure and monitor the ‘protection of fundamental
rights and freedoms of natural persons with regard to the processing of personal data by
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Europol’.”> Additionally, they have the authority to warn or admonish Europol®, which
they officially did in September 2020 on the processing of Big Data by Europol®”.

When it comes to the European Parliament, they can put in a request to gain access to
‘sensitive non-classified information processed by or through Europol’ to exercise par-
liamentary scrutiny.*® However, according to the European Parliamentary Research Ser-
vice (EPRS), ‘parliamentary scrutiny over Europol remains rather limited’.” As men-
tioned before, only the Commission and the Member States are represented within Eu-
ropol’s Management Board, without any involvement of the Parliament.'® The appoint-
ment of the Executive Director goes through the Council of the European Union on the
basis of a proposal issued by Europol’s Management Board.'*! In this case, the European
Parliament may issue a non-binding opinion on the candidate after they have been in-
vited to and appeared before the Parliament.'> However, Europol’s activities are moni-
tored and evaluated by members of the European Parliament’s LIBE Committee together
with the national parliaments under a specialised Joint Parliamentary Scrutiny Group
(JPSG).15 The JPSG can request the Executive Director and the Chairperson of the Man-
agement Board to appear before them to discuss matters related to their activities in ‘ful-
filling its mission” and the impact of these activities on ‘the fundamental rights and free-
doms of natural persons’.’® Through this, the European Parliament can hold both the
Executive Director and the Management Board accountable regarding ‘the management
of the agency’.' It may be true that, according to the EPRS, the European Parliament
does not have ‘any particular real powers’ if we follow the wording of the provisions of
the Europol Regulation.'® However, that does not mean that they should have stronger
powers in that regard, as this might blur the controlling function the Parliament has. The
suggestion by the EPRS, for example, to include an observer from the European Parlia-
ment in Europol’s Management Board as to have ‘more information and more awareness
of what the agency is doing’'?’, is one solution that still fits within the Parliament’s con-
trolling function and does not provide them with more power just for the sake of having
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more power. Within the context of the Proposal for renewal of Europol’s mandate, how-
ever, it is necessary that an evaluation of the JPSG’s work is conducted to indicate if the
group ‘has been able to carry out its tasks effectively and how its role might be extended
to ensure more regular and effective democratic scrutiny”’.

4 EDPS Criticism and Europol’s Response
4.1 EDPS Decision

In September 2020, the EPDS published an official warning about Europol’s Big Data
processing practices, despite the restrictions and safeguards present in the Europol Reg-
ulation.!® In the Decision, Supervisor Wiewidrowski describes how there is a ‘high like-
lihood that Europol continually processes personal data on individuals for whom it is
not allowed to do so” and therefore is breaking its own data protection rules.'® The issue
concerns an enormous database that stored more than two million gigabytes, provided
by the Member States to Europol for processing. As a result, large amounts of personal
data are stored in Europol’s systems for several years which ‘undermines the principle
of data minimisation’.!"" The admonishment by the EDPS cannot be taken lightly as fun-
damental rights and freedoms of data subjects are at risk.!>?More importantly, they could
be wrongfully linked to criminal activity in the European Union '3 The EDPS indicated
that in order for the prevention of any damage to the personal and family life, free move-
ment and occupation of data subjects, there needs to be a proper implementation of the
data minimisation principle and safeguards that are included in the Europol Regula-
tion."* At the same time, the EDPS acknowledges how the volume of data was ‘simply
too big’ to ascertain that all the information would comply with the data protection rules.
So, the Big Data sets provided by the Member States were beyond the technical capability
of Europol. Finally, the EDPS notes how finding a solution could be a challenge, as the
‘legal concerns identified [are] structural as they relate to Europol’s core working meth-
ods’115, In other words, the Decision of the EDPS addresses both technical and ethical
issues regarding the processing of large datasets by Europol and shows how Europol has
been illegally processing large amounts of certain data. MEP Patrick Breyer commented

108 ‘Submission to the European Commission’s consultation on revising Europol’s mandate’ (Statewatch,
8 July 2020) < eu-europol-consultation-submission-8-7-20.pdf (statewatch.org)> accessed 22 August 2021.
109 EDPS Decision, ‘European data Protection Supervisor’s own initiative inquiry on Europol’s big data
challenge’ [2020].

110 Tbid.

1 Tbid.

112 Tbid.

113 Tbid.

114 Tbid.

114 Tbid.

115 Tbid.

31



on the EDPS report by rightfully saying: ‘It's clearly illegal to retain data on non-sus-
pects’.1¢ Europol is required to address the criticism in an Action Plan, which is pre-
sented in the next section.

4.2 Europol’s Action Plan

In response to the Decision of the EDPS, Europol was tasked with devising a plan of
action that addresses and mitigates the data protection concerns put forward. The agency
states in this Action Plan how the ‘legal concerns’ of the EDPS provide an opportunity to
not only ensure that Europol complies with its legal mandate in the future, but also can
ensure their ability to ‘provide operational support to EU member states in their fight
against serious crime and terrorism.”"” Consequently, Europol expresses support for the
amendment of its legal basis as reflected in the Commission’s proposed revision of the
2016 Europol Regulation which will be discussed in more detail later. More specifically,
Europol states how similar breaches should be prevented in the future through the pro-
posed revision of their mandate as it provides a stronger legal basis for handling large
datasets.!® In other words, Europol has mostly defended its current practice of using
large datasets for criminal investigations by supporting the proposal that allows the
agency to continue its practices.

At the same time, the Action Plan presents concrete measures that should prevent the
processing of data beyond its scope. In particular, Europol focuses in the Action Plan on
two aspects: 1) reducing the risks for data subjects by ensuring an enhanced data review,
and 2) building a new technical platform for handling large datasets.!® Therefore, Euro-
pol aims to enhance both information security principles and data protection controls. In
particular, the aim is to strengthen data review arrangements before an analysis is per-
formed, specifically by flagging in Europol’s data environment.'? The flagging serves as
a sign to staff that not all data has been determined to be in line with the categories listed
in Annex II of the Europol Regulation’, which should ‘mitigate’ the risk that data is
further processed.’? Moreover, Europol aims to limit the number of persons who have
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access and are allowed to assess the data, whilst appointing a Data Quality Control Co-
ordinator to ensure that ‘data processing is performed in line with the Europol Regula-
tion”.'

4.3 Assessment of Europol’s response to the EDPS Decision

While the Action Plan of Europol presents several relevant measures, it remains rela-
tively tangible, as the underlying premise continues to be the extension of its legal scope
which would ensure that the extensive data processing the agency was accused of, would
be allowed under a new legal framework. The measures presented in the Action Plan aim
to ‘mitigate’ the risks that unlawful data is processed, which cannot be deemed sufficient,
as these risks relate to a breach of the fundamental rights of citizens.'?* Therefore, these
risks ought to be reduced as much and as soon as possible; especially since, according to
the EDPS, the risks relate to a structural working method.'® In addition, not only are
Europol’s actions considered outside their legal scope, but the Action Plan also does not
call for the intermediate abolishment of their current data processing practices. In other
words, Europol is currently still operating and processing extreme amounts of infor-
mation without the necessary legal basis to do so. Consequently, criticism can be given
regarding Europol’s efforts to adequately address the admonishment of the EDPS in-
stead of leaving the issue to be solved through a renewal for their legal framework in the
future.

This matter has also been commented on by some Members of the European Parliament
as they expressed their disapproval regarding the efforts the agency puts in to rectify the
issue. MEP Clare Daly stated how ‘the admonishment of Europol by the EDPS is ex-
tremely serious, and Europol’s Action Plan in response is inadequate’.’?¢ In addition,
Daly stated, during the Parliamentary debate on 24 February 2021, how Europol’s pow-
ers have been extended more by policy decision rather than through legislation and she
urges how ‘we really need first to have a deep look about what Europol has been doing,
otherwise we will be kind of legislating blind’.’*” So, while the recently published study
conducted for the LIBE Committee notes how the official admonishment illustrates ‘the
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fruits’ of the supervisory role of the EDPS'?, it is possible to question the existence of
these ‘fruits” as Europol’s condoned practices are continued in practice.

5 Renewal of the Europol Regulation
5.1 Background and outline of the new Regulation

With the ever-evolving security threats, such as the terrorist attacks in France'? and Aus-
tria' at the end of 2020, the European Commission put forward a proposal for a revision
of the 2016 Europol Regulation.’ Alongside the Proposal, the Commission also released
(on the same day) a Communication on a Counter-Terrorism Agenda for the EU, con-
firming the influence of counterterrorism on Europol’s reform.'®In July 2020, Europol
indicated how their current legal basis ‘does not match the operational requirements and
does not provide sufficient legal certainty for Europol to perform its tasks’.'*To provide
operational support to the Member States’ judicial investigations and analyse infor-
mation has always been at the core of Europol, or ‘the DNA of Europol” and ‘the reason
Europol was created’.’* In our digitalised world, the amount of data collected during
criminal investigations is only increasing, which manifests itself in larger and more com-
plex datasets given to Europol by the Member States. This ultimately resulted in the ear-
lier mentioned ‘big data challenge’ for Europol, and in the admonishment by the EDPS.
Nevertheless, as expressed by Europol, ‘the assumption that Europol should only work
on pre-sifted information containing only the information of data subject categories is
not reflecting the police reality’.'®> All data that is given to Europol is collected by the
Member States’ judicial authorities during criminal investigations and is often unstruc-
tured. This means that it is not clear from the beginning which data is related to the data

128 Niovi Vavoula and Valsamis Mitsilegas, ‘Strengthening Europol’s mandate A legal assessment of the
Commission’s proposal to amend the Europol Regulation’ (2021) European Parliament Policy Depart-
ment for Citizens” Rights and Constitutional Affairs <Strengthening Europol’s mandate A legal assess-
ment of the Commission’s proposal to amend the Europol Regulation (europa.eu)> accessed 3 September
2021.

129 ‘France attack: Three killed in ‘Islamist terrorist’ stabbings’ (BBC NEWS, 29 October 2020)
<www.bbc.com/news/world-europe-54729957> accessed 20 April 2021.

130 “Vienna shooting: Austria hunts suspects after ‘Islam terror’ attack’ (BBC NEWS, 3 November 2020)
<www.bbc.com/news/world-europe-54788613> accessed 20 April 2021.

131 Commission, ‘Proposal for a regulation of the European Parliament and the Council amending Regu-
lation (EU) 2016/794, as regards Europol’s cooperation with private parties, the processing of personal
data by Europol in support of criminal investigations, and Europol’s role on research and innovation’
COM(2020) 796 final.

132 Commission, ‘a Counter-Terrorism Agenda for the EU: Anticipate, Prevent, Protect, Respond’
COM(2020) 695 final.

133 Europol Document, “Europol’s main operational considerations in light of the Europol Regulation’
[2020] 1.

134 Jiirgen Ebner, ‘Exchange of views with Europol and EDPS on the implementation of Europol Action
Plan to address the admonishment by EDPS following an own-initiative inquiry on internal big data chal-
lenges Exchange of views’ (European Parliament, 16 June 2021) <Committee on Civil Liberties, Justice and
Home Affairs - Multimedia Centre (europa.eu)> accessed 3 September 2021.

135 Ibid.

34



subject categories and which data is irrelevant to the investigation.'? The difficulty Eu-
ropol experiences with selecting and processing the ‘right’ data has resulted in the pro-
cessing of data outside of Europol’s processing scope, and subsequently the extension of
its processing scope in the Proposal.

Before the Proposal was put forward, the Commission initiated an Inception Impact As-
sessment (ILA) where they asked for feedback on the envisaged changes to the Europol
Regulation.’ In the IIA the Commission did not address the ‘illegal’ big data processing
action undertaken by Europol, nor did it assess possible policy choices. The Commission
received twenty feedback contributions in total.'?

The eventual Proposal contained fundamental changes to the Europol mandate concern-
ing the agency’s powers and their relationship with the Member States and other parties.
It addressed three main areas, namely: effective cooperation, especially with private par-
ties, effective operational support for the Member States and their criminal investigations
with analysing large datasets, and an enhanced role of the agency’s role in research and
innovation. A Council conclusion of December 2019 expressed that there is an “urgent
operational need for Europol to request and receive data directly from private parties’ in
order to ensure that ‘fundamental rights such as the protection of personal data and the
principles of consent [...], are respected’.’® However, even though the ‘urgent opera-
tional need” was expressed by the Council, it was not based on an evaluation of the Eu-
ropol mandate. In fact, neither of the central three areas in the Proposal has been based
on an assessment of Europol’s activities in practice. Even though, as prescribed by Article
68 of the Europol Regulation, the Commission had to ensure by 1 May 2022 ‘that an eval-
uation assessing, in particular, the impact, effectiveness and efficiency of Europol and of
its working practices is carried out’.'® This evaluation would need to address ‘the possi-
ble need to modify the structure, operation, field of action and tasks of Europol’.*! The
absence of this evaluation means there exists, at the very least, the risk that no identifica-
tion of any shortcomings of Europol’s current mandate, or the impact and efficiency of
the agency’s working practices, before the proposed reforms, has taken place. In connec-
tion with this, Statewatch has expressed equal concern for the lack of a comprehensive
and independent evaluation of the agency’s mandate, specifically on “how its infor-
mation-processing and analysis relate to discriminatory policing practices at national
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level’.12 The problematic nature of this course of events can be illustrated by MEP Clare
Daly’s earlier comment as, without an evaluation, the Commission is essentially ‘legis-
lating blind’.™#

According to the new Regulation, Europol would ‘act as a technical channel for ex-
changes between the Member States and private parties’ to prevent any problems that
occurred in the past when private parties and the Member States cooperated within mul-
tiple jurisdictions within and outside of the EU.'* Other additional changes to the Euro-
pol Regulation include strengthening the cooperation with third countries and the Euro-
pean Public Prosecutor’s Office (EPPO), but also strengthening Europol’s data protection
framework and the accountability of the agency. More importantly, the new Regulation
enables Europol to ‘process large and complex datasets’ in the context of the prevention
of serious crime and terrorism.** In contrast to the 2016 Regulation, the new Regulation
does allow the processing of personal data that do not fall under the categories named
in Annex II of the Europol Regulation# as long as it supports an ‘on-going specific crim-
inal investigation for which the investigate data was provided’.’*” Moreover, Europol will
not only be allowed to process higher volumes of data but will also be able to store the
information of the investigation and the results of the analysis for as long as the criminal
investigation takes.'® These changes are prohibited under Europol’s 2016 Regulation,
while the new Regulation extends the ability to use Big Data analytics.'®

In addition, the Regulation further introduces the possibility for Europol to conduct a
“pre-analysis of personal data’ to determine if the gathered personal data belongs to the
categories named in Annex II of the Europol Regulation.'® This pre-analysis will take
place before Europol’s ‘cross-checking, strategic analysis, operational analysis or ex-
change of information’. If the pre-analysis reveals the gathered data does not fall under

142 ‘Sybmission to the European Commission’s consultation on revising Europol’s mandate’ (Statewatch,
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the categories of data Europol is allowed to process, this data needs to be deleted.' This
could improve Europol’s ability to categorise the gathered data and in turn, ensure the
data protection principles.

5.2 Opversight and accountability mechanisms

At the same time, a stronger mandate should always be accompanied by a stronger over-
sight of Europol. At first glance, the new Regulation increases the parliamentary over-
sight and accountability of Europol by introducing new obligations regarding reporting
back to the JPSG.1> While the Commission proposed to enhance the EDPS’ role through
an authorisation on the extension of the maximum period of pre-analysis on big da-
tasets,'® an assessment whether personal data received from third countries is dispro-
portionate or violating fundamental human rights,’* and prior consultation on the
launch of research and innovation projects by Europol.’® The new regulation limits the
role of EDPS. It does not need to provide prior authorisation, nor is there need for an
assessment on the data provided by third countries. Only its prior consultation role for
research and innovation projects has been maintained, although an exception is included.
In addition, to strengthen the data protection framework, the Regulation makes several
provisions of the EUDPR™¢ applicable to Europol. Nevertheless, it can be questioned
whether these extensions will be enough to enforce accountability by Europol if neces-
sary. The official warning given by the EDPS in 2020 can serve as an example of how the
current oversight and reporting mechanisms might not make a real difference as the dis-
approved practices are continued. Correspondingly, the EDPS voiced its concern about
whether the legal framework regarding the oversight of Europol is sufficient for the new
envisaged role of Europol.’” The EDPS emphasises that ‘harmonisation of the EDPS
powers vis-a-vis Europol with the general powers of the EDPS provided in Article 58 of
EUDPR’ is still missing.'*® For example, the EDPS still does not have the authority to
make Europol comply with the provisions of the EUDPR when it comes to processing
operations, to administer consequences (such as fines) in the case of non-compliance, or
to order Europol to terminate data flows to a Member State, third country or interna-
tional organisation.'® It remains unclear why this disbalance remains as possibilities are
present in Article 58 of the EUDPR. The co-legislators had the opportunity to ‘address
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the need for alignment of the EDPS powers in relation to Europol with the general pow-
ers of the EDPS’.1 Unfortunately, the new Regulation doesn't provide this possibility
even though the enhancement of power in terms of oversight by the JPSG is of particular
importance considering the ability to process data that fall outside the prescribed cate-
gories during criminal investigations. The new provision has ‘the most substantial im-
pact on the protection of personal data’.'s' Therefore, in accordance with the standpoint
of the EDPS, this provision should not only be applied on an ‘exceptional basis’, but also
requires more efficient safeguards, stricter conditions and higher thresholds. 62

5.3 Last minute changes to the Regulation

While the trialogues were ongoing, the EDPS took an additional decision. It instructed
Europol to delete all the personal data not subject to Data Subject Categorisation (DSC)
within a specific period of time. For data present at Europol and not subject DSC, these
have to be categorised within twelve months, in the alternative they had to be deleted.
For personal data received following the decision, Europol had six months to make it
subject to DSC, in the alternative the data had to be deleted.'®® Although there is criticism
on the EDPS its decision and the inclusion of the time limits, the Europol Regulation does
prescribe it is possible to process data for the purposes in paragraph two, but limited to
a period of six months. The foregoing was the start of the EDPS’ reasoning, as it applied
Article 18(6) ‘by analogy’ to the Big Data situation.6

Following the EDPS decision, the French Presidency proposed to introduce a new article
74a. The proposed article, upon which an agreement was reached during the trialogues,
makes it possible to legalise all prior data processing. It is up to the Member State, Euro-
just, EPPO, the third country or Europol itself to make sure that all data currently stored
at Europol and which has not yet been subject to DSC, can still be stored legally. Inter-
estingly, the EDPS notified Europol of its decision on the third of January 2022. The fore-
going gave Europol or the legislator up until third of July 2022 to respectively comply or
to alter the legislation for newly received packages.

As stated in the beginning of the paper, political agreement was reached on the first day
of February 2022, with formal approval by the European Parliament and the Council on
4 respectively 24 May 2022. The text should be published in the Official Journal and enter
into force before the end of June 2022, so as to avoid data deletion.
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6 Regulation and Big Data

As described in the introduction, the total volume of information exchange is forecasted
to grow in such an exponential fashion, that it becomes difficult to comprehend the mag-
nitude.’® This is acknowledged by the EDPS, as it describes how ‘the number of large
datasets shared by MS with Europol is rapidly growing’.1¢¢ For Europol to enable the
Member States to use new technologies and share larger datasets, the agency needs to
have the necessary infrastructure available, and the capabilities to implement and adapt
their internal procedures.'” Additionally, the proposal intended to address the continu-
ously evolving challenges Europol faces with regard to ‘digital transformation, new tech-
nologies, globalisation and mobility, [...] including the inter-connectivity and blurring
of the boundaries between the physical and digital world’.’® Specifically, Europol is to
look at ‘the development, training, testing and validation of algorithms for the develop-
ment of tools”.’® This corresponds with the wishes of Member States, as the Council of
the European Union inquired prior to the Proposal: ‘Europol must [make] use of artificial
intelligence for analysis and operational support [...] and make technologies such as ar-
tificial intelligence and encryption a priority’.’”” Consequently, the focus is also on
strengthening Europol’s role in the context of research and innovation projects.!”

The new Regulation formally enables Europol to be involved in research and innovation
projects; in practice, the agency has already been involved in multiple projects that focus
on efficient and effective use of new technologies.'”? For example, the Europol Innovation
Lab aims to find better ways to ‘analyse large amounts of data to find links and new leads
in investigations with machine learning tools’.”® In addition, Europol participates in
other research projects such as the Analytics for Law Enforcement Agencies (AIDA) pro-
gram that focuses on creating a ‘descriptive and predictive data analytics platform’

165 Volume of data/information created, captured, copied, and consumed worldwide from 2010 to 2024’
(Statistica, 7 June 2021) <https://statista.com/statistics/871513/worldwide-data-created/> accessed 26
March 2021.

166 EDPS Decision, ‘European data Protection Supervisor’s own initiative inquiry on Europol’s big data
challenge’ [2020], para 4.6.

167 Commission, ‘Proposal for a regulation of the European Parliament and the Council amending Regu-
lation (EU) 2016/794, as regards Europol’s cooperation with private parties, the processing of personal
data by Europol in support of criminal investigations, and Europol’s role on research and innovation’
COM(2020) 796 final.

168 Tbid.

169 bid.

170 Council Resolution 12463/20 on the Future of Europol [2020].

171 Commission, ‘Proposal for a regulation of the European Parliament and the Council amending Regu-
lation (EU) 2016/794, as regards Europol’s cooperation with private parties, the processing of personal
data by Europol in support of criminal investigations, and Europol’s role on research and innovation’
COM(2020) 796 final.

172 Europol Document 12859/20 on the EU Innovation Hub and the Innovation Lab of Europol — state of
play [2020].

173 Tbid.

39



which will prevent cybercrime and terrorism.'”* Moreover, the Immerse Interact Investi-
gate (INFINITY) project aims to ‘revolutionise data-driven investigations’ by acting upon
‘the enormous quantities of data’ and to make it easier to detect cybercriminals, terrorists
and hybrid threats.'” Prior to the new Regulation, Europol had no (explicit) legal basis
for these activities. The new Regulation will provide it. Once again, this illustrates how
the legislation lags behind.'” If this line of reasoning is applied to the future, this would
mean that the use of newly developed tools will be repeatedly legalised after they are
already being used in practice. The broad definition of the scope of the research and in-
novation activities in the Proposal did not contribute to breaking this cycle and ensuring
necessity and proportionality.'”” Effectively, the new Regulation grants Europol a certain
discretionary margin to make its own decisions regarding its future processing opera-
tions.

In addition, when it comes to addressing the rapid development in the digital environ-
ment, the new Regulation does not explicitly offer any long-term solutions or demarca-
tions aimed to withstand the future of Big Data. The current regular practices of Member
States” authorities sending Europol large and complex datasets not only creates the ex-
pectation that the agency should be capable of handling and processing these large quan-
tities of data, but it also sets a norm: the more data, the better. Yet, as the amount of data
are forecasted to grow exponentially, questions can be raised such as: What will be con-
sidered ‘Big Data’ in the future? The legislator seems to have anticipated the foregoing
problem. The new Regulation introduces an obligation for Europol to verify whether the
personal data provided is not disproportionate as regards ongoing national investiga-
tions. This explicit verification obligation for Europol entails an implied duty for the na-
tional authorities to only provide Europol personal data that is proportionate as regards
their ongoing investigations. Bringing the foregoing into practice will be a true challenge.
Theoretically, four options arise. Firstly, Europol violates both the verification obligation
and obligation not to process data in case of manifest disproportionate data, and pro-
cesses all data provided to it by the Member States. In the short or long term, the EDPS
will address the violation of the verification and non-processing obligation, which ex-
cludes such option. Secondly, Europol verifies the data and, in case of disproportionality,
refuses to process it. This would most certainly affect the national authorities trust in and
appetite to work Europol, making this option unattractive. Thirdly, the Member States
comply with their implied obligation. Given the immense staff capacity required, this
option is not very realistic. Fourthly, Europol deploys its own staff, supported by new
data processing procedures or Al to the national law enforcement authorities to make
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sure data provided to Europol is proportionate. Likely the most realistic and preferred
option, it is not without complications, since it would create fixed units at national level
comparable to the mobile units deployed on action days.

7 Conclusion

This paper critically analysed Europol’s Big Data practices and the revision of the Euro-
pol Regulation from an EU policy perspective. It is core for Europol to analyse data in
order to identify and prevent potential threats to the entire European Union. Challenges
are inherent to the use of Big Data analytics yet limiting the development and use of these
analytics is not a desirable alternative as Europol ought to keep up with the develop-
ments in our digital society. By making use of Big Data, Europol has been able to create
insights into criminal investigations relating to cybercrime, terrorism, open-source infor-
mation, and open-source intelligence. In this context, Europol mostly uses Big Data ana-
lytics to generate predictions or conduct risk analyses. In other words, when applied
well, Big Data analytics offers efficient and effective operational possibilities to find the
needles in the haystack when countering (serious) crime.

Europol’s current mandate regulates the gathering and analysis of Big Data for the pur-
pose of supporting the Member States in the fight against serious crime, whilst simulta-
neously ensuring data protection safeguards. Despite these safeguards, an official ad-
monishment by the EDPS has addressed a breach of the data protection provisions on
the processing of large datasets. In response, the Commission has proposed the revision
of the 2016 Europol Regulation, which Europol explicitly supports in their Action Plan.
The new Regulation contains the legal basis for Europol’s extensive data processing ac-
tivities by containing provisions that allow the processing of large datasets during crim-
inal investigations.

It can therefore be stated that Europol has been operating in a way that the Council and
Commission have been envisioning and that has now reflected in the new legal frame-
work. As a result, both the current and past practice of Europol’s Big Data analysing is
legitimised. Since the new Regulation essentially codifies what Europol has been doing,
and has been admonished for, the impact of the new Regulation will be limited in prac-
tice. Hence, the new Regulation can be described as showcasing a logic where ‘the idea
of what should be the case follows from an observation of what is the case’.'” This state
of affairs can be considered worrisome as there is no guarantee that Europol will not
(have to) follow this line of reasoning in the future.

Moreover, while the proposal was pending, Europol did not suspend its challenged ac-
tivities and thus continued its practices with minimal additional measures to regulate
processing beyond its mandate. While a balance must be found between privacy and
data protection on the one hand, and the protection of society against national and public
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security threats on the other, the current priority of the Commission lies with the latter.
Although unsurprising in the current political climate, we the taking of far-reaching
measures under the umbrella of security at the cost of privacy and data protection is
questionable.

It is undesirable to let Europol’s wish be our command. This calls for a broad public
debate on the agency’s role and operation that ought to start with the delivery of bulk
data by the Member States to Europol for processing. Consequently, a growing effort in
data management, in general, is required. Not only must be strived for future-proof so-
lutions that keep up with the rapidly changing world but, simultaneously, enhanced
safeguards must be introduced so that fundamental rights of data subjects are ensured.
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Until the end of the 1990s, EU integration in the area of criminal law centred
primarily around the regional deepening of traditional judicial cooperation
in criminal matters and the development of law enforcement cooperation
(including the setting up of Europol as a support agency). By the end of the 1990s
respectively 2000s, the EU also gained (limited) supranational competence in
the areas of substantive respectively procedural criminal law. Both judicial and
law enforcement cooperation were furthered over the years via the principles
of mutual recognition respectively availability, and through the setting up (and
development) of Eurojust, the establishment of a European Public Prosecutor’s
Office and the further development of Europol. After three decennia, the EU
criminal law corpus is impressive — a core component of the EU’s ‘Area of Freedom,
Security and Justice’, building on and adding to (both real and presumed) trust
between the Member States.

No time for stand-still, though. Since 2020, the European Commission has launched
a tsunami of new legislative proposals, including in the sphere of EU criminal law,
strongly framed in its new EU Security Union Strategy.

This special issue on ‘EU criminal policy. Advances and challenges’ discusses and
assesses some of the newest developments, both in an overarching fashion and in
focused papers, relating to key 2022 novelties for Europol (ie the competence to
conduct Al-based pre-analysis in (big) data sets, and extended cooperation with
private parties), the sensitive debate since 2020 on criminalising (LGBTIQ) hate
speech and hate crime at EU level, the 2022 Cybersecurity Directive, the potential
of the 2020 Conditionality Regulation to address rule of law issues undermining
the trustworthiness of Member States when issuing European Arrest Warrants,
and concerns about free speech limitation by the 2021 Terrorist Content Online
Regulation.
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