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1
INTRODUCTION

Day in, day out, patients live with their disease. They must balance the pressures of
daily life with their medical care to create an acceptable life for themselves. As a patient,
they may need to deal with symptoms like pain, side effects like fatigue, and social
stigma. Yet, they are not only a patient, but may also simultaneously be a parent, son
or daughter, friend, partner, or employee. These other roles may conflict with optimal
medical care. For example, COPD patients indicate that they may neglect their bodies
because of concerns for their children; financial worries or because they simply have too
much to do [238]. While professionals often approach patients from a primarily medical
point of view, patients need to weigh different values of which ‘taking good care of one’s
body’ is but one [49, 56, 238]. Although the tension between values is probably the largest
for patients with chronic conditions, patients with more acute conditions may also face
conflicting roles and values albeit for a shorter period of time.

By living with their disease, patients accrue experiences and thereby knowledge by
acquaintance; “knowing” as in being familiar with, such as knowing what it is like to have
an asthma attack [49]. Experiential knowledge arises when experiences lead to personal
insight that allows a patient to cope with their illness [56]. Sociologist Borkman [38]
was the first to theoretically define this term. Experiential knowledge is “truth learned
from personal experience with a phenomenon rather than truth acquired by discursive
reasoning, observation, or reflection on information provided by others”. Experiential
knowledge is mostly implicit and is often compared to cycling; one can put it into
practice but it is difficult to describe and explain to someone else [56]. A patient attains
“experiential expertise” when they are able to make these coping skills explicit and transfer
their knowledge to others [38]. When patients share their experiential knowledge in
person or online, the communal body of knowledge exceeds the limits of individual
experiences and becomes “collective experiential knowledge” [56].

It is this collective experiential knowledge that is currently underutilized by medical
research even though it could both direct research priorities and provide a complementary
data source for new medical hypotheses. In Figure 1.1, we depict the current state of
knowledge transfer between medical professionals, patients, and researchers (indicated

1
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2 1. INTRODUCTION

Figure 1.1: The knowledge cycle between medical professional, patient and researcher. The black lines indicate
the current knowledge transfer; Researchers inform medical professionals who in turn share their knowledge
with patients. Individual patients also share their knowledge with individual medical professionals. The gray
dotted lines indicate the addition we want to make to this cycle by sharing the collective experiential knowledge
of the patients with both researchers and medical professionals.

with solid black lines). We propose to utilize the collective experiential knowledge of
the patient to improve medical research through knowledge transfer from patient to
researcher and from patient to medical professional (as indicated by the blue dotted lines).

The first way in which collective experiential knowledge could benefit medical
research is by directing research priorities into directions that match the needs of
patients. Collective experiential knowledge can provide insight into which issues have
been neglected or are considered most pressing in terms of their impact on quality of life.
These priorities may not align with those of professionals. In the words of a patient:

“Something that objectively seems a “mosquito” can be subjectively be experienced as
an “elephant” throughout your life.” [56]

Since the 1990s, there is an increasing recognition that the patient perspective is
valuable and thus patients should be involved in decisions about the research agenda. The
role of patients has shifted from passive subjects to active partners through participation
in advisory panels [45, 49]. There are two main reasons for this shift. The first is moral:
Medical research is largely a public good and consequently, decision making about the
direction of research should be a collective process involving all relevant actors, including
patients. People have a moral as well as legal1 right to participate in decisions that directly
affect them. The second reason is more practical: Involving patients leads to research that
is more relevant and of higher quality. The experiential knowledge of patients can provide
a wider perspective and range of options [240]. Moreover, an empirical analysis of cases of
patient participation in biomedical research by Caron-Flinterman et al. [49] suggests that
experiential knowledge can contribute to the relevance and quality of biomedical research
when translated into explicit demands or ideas.

1Wet op de geneeskundige behandelingsovereenkomst (WGBO)
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The value of health care for the patient is the central tenet of value-based healthcare, a
framework advocated by American Economist Michael E. Porter [205]. He postulates that
high value for patients should be the overarching goal of health care. In turn, "value in
health care is measured by the outcomes achieved, not the volume of services delivered"
(p. 2477). Michael E. Porter [205] stresses that in order to gear health-care towards more
value from the patient it is essential to measure and report outcomes systematically and
over a long period of time. These outcomes should include health circumstances that are
most relevant to the patient. Other researchers have underscored these ideas: Castro et al.
[56] and Kickbusch and Gleicher [155] argue that the inclusion of patient knowledge can
lead to health care that better meets the needs of patients and thereby ultimately leads to
both better quality of care and quality of life.

The second way in which collective experiential knowledge could benefit medical
research is by complementing professional medical knowledge and providing novel
medical hypotheses. Previously, experiential knowledge has often been neglected because
it is considered subjective and therefore not evidence-based nor scientific [56]. This is a
classic logical positivist stance: any knowledge that is not objective, verifiable and rational
is not valid [49]. However, this epistemological2 view is contested, as even in science, pure
objectivity is not possible and norms such as rationality are dependent on conceptual
frameworks (or paradigms). As such, there cannot be one absolute truth.

Moreover, even if we accept that experiential knowledge is not objective or scientific,
this does not undermine its validity to science. In the scientific method, hypotheses
are often inductive, i.e., based on a finite set of observations. Experiential knowledge
is well suited for providing such inductive evidence. Needless to say, these hypotheses
still need to be validated by scientific research and are but part of the scientific process.
As [243] rightly notes experiential knowledge alone cannot uncover causes or underlying
mechanisms.

Experiential knowledge should not replace but can complement professional or
academic knowledge as a source for hypothesis generation. In contrast to professional
knowledge which is empirical and scientific but segmented [38], experiential knowledge
is pragmatic, and holistic. Moreover, patients do have knowledge that professionals do
not, mainly concerning how to cope with disabilities and situations. For example, patient
reports of adverse drug events show patients can offer an independent, complementary
perspective from that of health professionals [9, 77].

Aside from benefiting medical research, harvesting collective experiential knowledge
can also benefit patients more directly by empowering them individually. It can, for
instance, provide them aggregate insights into coping methods employed by other
patients. Various previous qualitative studies have indicated that patients rely on the
experiences of other patients for informational support (i.e., advice or guidance) [45, 157,
277, 324, 329].

In this thesis, we will harvest collective experiential knowledge from patient forums
automatically using text mining techniques. In the following section 1.1, we will discuss
why patient forums are a good data source for obtaining collective experiential knowledge
of a specific patient population. In section 1.2, we will then discuss why text mining will
be used to harvest the collective experiential knowledge from these forums. We focus our

2Epistemology is the philosophical study of the nature, origin, and limits of human knowledge
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research on rare disorders, as collective experiential knowledge is especially promising for
them. We discuss why this is the case in Section 1.3.

The automatic extraction of collective experiential knowledge from patient forums has
not been researched previously. However, there has been some work into the extraction
of adverse drug events specifically from patient forums. We will build upon this work and
therefore we discuss previous work on adverse drug event detection from social media
in Section 1.4. Finally, in Section 1.6 we outline the rest of the thesis and the research
questions that have been explored.

1.1. PATIENT FORUMS AS A SOURCE OF COLLECTIVE EXPERIEN-
TIAL KNOWLEDGE

Patient forums are forums centered around patient communities. Previous qualitative
work has shown that patients gather on patient forums to exchange information and
experiences; and support each other emotionally [157, 202, 277, 319, 324]. A patient forum
can be a group on a general social media platform such as Facebook or on a specialized
platform like PatientsLikeMe. Patient forums are a type of domain-specific or specialized
social media, in contrast to generic social media like Twitter.

Social media in general has a number of distinct advantages compared to other
potential information sources of collective experiential knowledge such as surveys or
focus groups. The first advantage is the large volume of information that is not easily
obtainable by other means [262]. A second advantage is that the information posted
on social media is uncensored and thus unbiased by intermediaries. Previous studies
[98, 128] have shown that the attitudes of medical professionals can bias the official
reporting of outcomes reported by patients. Medical professionals may not report an
adverse drug event (ADE) reported by a patient for various reasons including lack of
time, uncertainty about whether the drug causes the ADE or because the ADE is either
trivial or well-known [98, 128]. A third advantage is that patient-reported experiences
on social media are unsolicited [128]. It has previously been found that patients share
more information in unsolicited peer-to-peer interactions than with their physicians or at
clinical trials [75]. Two other advantages of social media are that in contrast to surveys and
focus groups no additional burden is placed on the patient and that it allows for real-time
monitoring and early signal detection by providing near-instantaneous information [276].

Patient forums are particularly valuable as an information source, as opposed to, for
instance Twitter, because they contain more posts where patients share information (i.e.,
give informational support) [116]. Previous research into medical knowledge discovery
from social media has focused on the detection of adverse drug events. A systematic
literature review by Golder et al. [114] revealed that 12 to 62% of posts concerning the
illness of interest on disease-specific forums contained an adverse event, whereas only
0.02 to 11.5% of such posts on Twitter contained an adverse event. Moreover, forum posts
unlike tweets are not restricted in their length3, allowing for more elaborate discussions.
Nonetheless, most research on medical knowledge from social media at present has
focused on generic social media instead of patient forums [171, 262].

3Tweets are restricted to 280 characters. In our data, the median number of characters for forum post is 89 but
can range up to 12.098: so 43 times the maximum length of a tweet.
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Patient forums can be differentiated into disease-specific and medicine focused
forums [228]. An example of a disease-specific forum is a patient forum for a specific
patient population such as patients with breast cancer. In contrast, medicine-focused
forums are forums where patients with a range of different diseases leave reviews for the
medication they are taking, e.g, reviews for the drug paclitaxel on Askapatient.com. Our
work centers around disease-specific patient forums, which we can use to harvest the
collective experiential knowledge for a specific patient population.

Researchers have also posited some concerns with the use of social media: data may
be unreliable, the privacy of the patient may not be sufficiently protected, and the forum
users may not be representative of the general patient population [40, 58]. The first
concern appears unfounded at least for reports of adverse drug events, which is the only
type of experience that has been researched previously; They were shown to be of similar
quality compared to those of health professionals [37, 322]. Furthermore, this concern
can be mitigated by considering only the collective (i.e., the “wisdom of the crowd”) and
not individual experiential knowledge and through correct interpretation of results as
hypotheses that require further validation.

Both the second and third concerns are valid points that should be taken into
consideration. In our work, we protect patient privacy in the following ways: by only
working with publicly available data and forum groups; by complying with the GDPR;
adhering to data minimization principles (i.e., do not collect and store data you do not
need); by restricting access to data to protect patient privacy, and by using private servers
for data labeling. The representativeness of forum users is difficult to determine as this
user information is either not available or not collected to protect the user’s privacy.
However, sample bias is not unique to social media as a data source. Clinical trials for
example also suffer from sample bias, as they mostly include relatively healthy patients
and exclude the elderly, patients with comorbidities, pregnant women, and children
[274, 289]. Nevertheless, it is essential to take this into consideration when interpreting
the results of automatic knowledge discovery from social media.

1.2. USING TEXT MINING TO HARVEST COLLECTIVE EXPERIEN-
TIAL KNOWLEDGE

Text mining encompasses techniques that allow software to extract useful information
from text, for instance, from social media messages or academic articles [107]. This
includes methods that extract information, disambiguate4 words, translate text or
automatically summarize text. The first text mining techniques were rule-based, but
over the past decades, text mining has been dominated by machine learning techniques.
Machine learning methods are methods that teach computers (i.e., the machine) to
learn and improve from experience without being explicitly programmed. Computers
may gain experience through training examples that are provided for a certain task like
entity extraction, just like humans learn how to complete a task through practice. These
examples have often been labeled by humans. The research field that deals with how
computers can be used to understand and manipulate natural language is called Natural

4Disambiguation is the determination of the sense or meaning of a word e.g., ’bank’ as in sofa or ’bank’ as in
place to deposit money
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Language Processing (NLP) [63].
Using text mining techniques, we are able to process and extract information from

the large volume of messages on a patient forum. Automatic extraction does also
introduce errors into the data as automatic methods cannot attain perfect performance,
i.e., computers cannot understand language like humans can. For example, information
may be missed (i.e., false negatives), or information might be found that is not there (i.e.,
false positives). Consequently, the information extracted from patient forums may be
more noisy than information obtained from other sources such as surveys or clinical trials.
Automatically extracted experiential knowledge should be interpreted in this light and
only seen on an aggregate level. Further clinical research or surveys are then necessary
to validate the hypotheses that result from automatically extracted collective experiential
knowledge.

1.3. POTENTIAL FOR RARE DISEASES
Although hypothesis generation from forum data could benefit all patient communities, it
is most valuable for patients with a rare disease [15]. These diseases are largely neglected
by the research community: their rarity obstructs collecting large samples of data and
the for-profit industry considers R&D for these diseases too costly [305]. New orphan
drug legislation in the US and Europe have managed to improve the financial stimulus for
research into rare diseases [118], but this is insufficient to incentivise adequate research
for diseases with a very low prevalence [131]. Online forums could enable the coordinated,
trans-geographic effort that is necessary to attain progress [15] in this research field. The
general necessity to use trans-geographic research for dispersed groups through greater
involvement of citizen (data) in scientific research is increasingly being recognized as
essential [92].

What qualifies as a rare disease differs amongst different jurisdictions but on average,
a rare disease lies between 40 and 50 cases per 100.000 individuals [249]. This translates to
roughly 5000 to 8000 rare diseases in total affecting 27 to 36 million people in the EU [95]
and between 25-30 million [306] in the United States.

Forums of patient communities with rare diseases are relatively active and focused,
providing each other with useful information (i.e., informational support), due to the lack
of research and other resources. Patients with rare diseases indicate that they find better
information in online support groups than by talking to their physicians for many aspects
of their medical care [109]. Furthermore, there are various cases of patient communities
of rare diseases who have responded to the lack of medical provisions by mobilizing into
grassroots organizations. These organizations proceed to analyze and aggregate their own
patient-to-patient data to help others cope and to attempt to drive research and move
closer to effective treatment [49, 108, 237].

For instance, a retrospective, observational study on the registry of patients
with Gastrointestinal Stromal Tumor (GIST), a rare oncological condition, elucidated
prognostic factors for subtypes of GIST and the impact on survival for different age groups
[47]. Occasionally, patients are prompted to self-test based on the gathered anecdotal
evidence and this data is also analyzed. An example is the use of indole-3-carbinol/3,30-
diindolylmethane (found in cabbage) for Recurrent Respiratory Papillomatosis (RRP): one
patient reported in the community’s newsletter that it helped his daughter tremendously,
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and subsequently patients started self-testing. The response rate was > 50% and the
remission was 20%. A pilot study revealed similar results [68], but no formal Randomized
Clinical Trial was conducted due to funding shortages and lack of professional interest
[237]. Unfortunately, this reflects the general outcome of such efforts, as researchers often
could not be persuaded to further the research done by patients [237].

To conclude, we will focus our work on rare disorders as their need is pressing, and
their patient forums are both active and rich in experiential knowledge. Specifically, we
will perform a case study of a large patient forum of patients with the rare oncological
condition Gastrointestinal Stromal Tumor (GIST) in collaboration with a Dutch GIST
patient organization and the Leiden University Medical Center. GIST has around 10-15
new cases per million each year [285] and it is the most common of the sarcomas; A group
of mesenchymal tumor types that originates from the bone or soft tissue5 of the body.

1.4. PREVIOUS WORK FOCUSED ON PHARMACOVIGILANCE
Previous work on extracting patient experiences from patient forums has focused solely
on extracting adverse drug events (ADEs). The term adverse drug event is used to refer to
“any untoward (i.e, unexpected and negative) medical occurrence that may appear during
treatment with a pharmaceutical product but which does not necessarily have a causal
relationship with the treatment” [102, 341]. Although often used interchangeably, the term
adverse drug reaction (ADR) infers a causality relation between drug and effect, according
to the World Health Organization [342]. Adverse drug reactions are generally established
during clinical trials before the drug is approved and released unto the market. Afterwards,
ADRs are monitored through post-market surveillance systems where doctors can report
ADRs they diagnose in their patients.

Although a causal relationship is difficult to infer from nonclinical data like social
media, the extraction of patient-reported adverse drug events has attracted attention
due to its potential value for the post-market monitoring of drugs (also called
pharmacovigilance). Current post-market systems lead to severe under-reporting of
ADEs: on average only 10% of ADEs are discovered [130]. There is an increased recognition
that information sources more representative of the everyday ‘real world’ are necessary
[160, 236, 244]. Social media data is seen as one promising resource for the discovery of
ADEs [13, 228].

Nevertheless, empirical research into the extent to which automatic extraction of
ADEs from patient forums can benefit pharmacovigilance is limited to three studies
[30, 321, 346]. Only the study by Benton et al. [30] focused on a specific disease, namely
breast cancer, instead of a subset of drugs. They found that 20-25% of the automatically
extracted ADEs were novel (i.e., not mentioned on the official drug label). Yeleswarapu
et al. [346] similarly found unreported ADEs in user posts for 12 drugs of interest. In
contrast, van Stekelenborg et al. [321] conclude that social media has no additional value
as it is not able to detect signals before official post-market systems do. Their automatic
analysis of 75 drugs in over 6 million posts from a mix of social media sources including
Twitter, Facebook and patient forums was the first large-scale study [55] into the value
of ADEs from social media for pharmacovigilance. Yet, van Stekelenborg et al. [321] also

5Soft tissue includes cartilage, fat, muscle, blood vessels, fibrous tissue and other connective tissues.
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posit that if the extraction of ADEs could be improved, their conclusions would need to
be revisited, as to a large extent, the value of patient forums for pharmacovigilance will
depend on the quality of the automated extraction process. Since their methods appear
to be outdated (state-of-the-art methods are further detailed in Section 1.5), we agree that
their conclusions are preliminary.

Previous research on Twitter data reveals that social media data may complement
traditional data sources by revealing under-reported mild ADEs. Overall, previous work
found a high level of overlap between the ADEs found on social media and through
traditional reporting channels. However comparatively more mild and symptomatic ADEs
can be found on social media, whereas serious ADEs are underrepresented [114, 115, 280].
Directly comparing prevalence of adverse drug events is challenging, however, because
prevalence is measured differently in different data sources [280]. Another way in which
social media may complement post-market systems is by providing more information on
the impact of ADEs on daily life. Although registration of ADEs through clinical trials or
medical professionals often includes an assessment of the severity of the ADE according
to the Common Terminology of Adverse Drug Events [307], the impact on daily life is not
reported. Patient reports on social media may be able to provide insight.

Our work differs from previous work in a number of important regards, allowing us
to shed new light on this discussion but also on the broader question of the value of
experiential knowledge for medical research. The most important difference is that we go
beyond the extraction of ADEs and also extract the coping strategies patients recommend
for dealing with them. Our work also has two major differences regarding automatic ADE
extraction. Firstly, with the exception of work by Benton et al. [30], previous studies use
a list of drugs as a starting point. Since drugs are often prescribed for various diseases,
they thus assess ADEs from various patient populations for a particular drug. Thereby
they neglect that ADEs may differ for different patient populations for the same drug.
In contrast, we focus on assessing ADEs experienced by a particular patient population
for the drugs they take. Drugs need to be approved for each disorder separately through
clinical trials. During these clinical trials, ADEs are monitored and collected. Our results
can thus be compared to those of registration trials specific to the patient population
at hand to understand which ADEs are novel. We believe that this approach is more
promising than grouping various patient populations, as it allows for a more detailed
investigation of ADE specifically for patients with rare diseases. Secondly, previous
work relies on traditional machine learning methods (e.g., rule-based) that are no longer
considered state-of-the-art in the field [337], while we aim to employ state-of-the-art
methods. The integration of state-of-the-art methods such as BERT-based models for
various components of the extraction process into one pipeline involves methodological
challenges that we will discuss next.

1.5. METHODOLOGICAL TASKS AND CHALLENGES
The extraction of ADEs from social media consists of two steps with each their own
set of challenges. These steps are: the extraction of text snippets that mention an
ADE and mapping of these snippets to the correct medical concept in an ontology (see
Figure 1.2). The first step is most closely related to the classical NLP task called Named
Entity Recognition (NER) in which named entities such as person names or locations are
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Figure 1.2: An overview of the pipeline for harvesting ADEs from social media. Italicized parts indicate technical
steps. An example message is provided to clarify each step

extracted [149]. NER is a type of sequence labeling task: each word in the text is labeled for
whether it is part of an entity or not. An example of a text snippet containing an adverse
drug event is “cannot fall asleep” (see Figure 1.2). Extracting complex concepts like ADEs
is far more challenging than extracting locations or person names as unlike named entities
they are not proper nouns and can be described descriptively. Furthermore, there is large
variation in the language that can be used to describe the same medical concept. For
example, one could describe their headache with ‘my head is bursting’, ‘throbbing pain
in my head’ or ‘pounding headache’ to name a few. We will discuss NER of adverse drug
events in Section 1.5.1. The second mapping step is called entity linking (e.g., “cannot
fall asleep” would be linked to the concept Insomnia). Two major challenges here are
the large number of medical concepts that an entity could be linked to, and the large
difference in language between layman terms and formal medical terms. We will discuss
this second step in Section 1.5.2. Finally, in Section 1.5.3 we will consider previous work
on determining which drug an ADE is linked to according to the patient. As most of the
methodological work on ADE extraction has been on Twitter data and there is a strong
overlap between Twitter and patient forum messages, we will cover both methodological
work on Twitter and patient forums indiscriminately.

1.5.1. ADE EXTRACTION
The first study to perform NER for adverse drug events was a study by Leaman et al. [173].
They used a lexicon-based approach6 with a list of pre-compiled ADE mentions. This is
a common technique in earlier studies [30, 188, 216, 258, 344, 345] because labeled data
was often absent whereas extensive medical resources such as the UMLS7 were available
for building such lists [266].

However, lexicon-based approaches are not able to deal with the creative and
descriptive explanations that patients use to describe their ADEs like “messing up my
sleeping patterns” [112, 224, 266]. Consequently, with the growth of annotated data sets

6A lexicon is a vocabulary of a words of a certain branch of knowledge, in this case ADEs
7The Unified Medical Language System is an integrated terminology from various biomedical vocabularies and

standards and can be found at: https://www.nlm.nih.gov/research/umls/index.html

https://www.nlm.nih.gov/research/umls/index.html
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for ADE extraction, there was a shift towards machine learning approaches [116]. The first
study to use machine learning was Nikfarjam and Gonzalez [216]. They used association
rule mining to mine language patterns that are used for ADEs and then used these rules to
extract them. Later studies use sequence labeling methods, in which the model attempts
to determine for each word in the sentence whether it is part of an ADE. Specifically, they
made use of Conditional Random Fields (CRF) models [203, 217]. The primary reason for
their success was their ability to incorporate contextual information; Users might use a
variety of creative terms for the same concept, but similar concepts are likely to occur in
the same context [116].

While CRF models learn from features (e.g., the previous word and the part-of-speech
tag8), deep neural network models, like RNN, do not require feature engineering. They
learn directly from the raw text. They use examples to find features that will help them
learn the goal of the task. Generally, deep learning models will improve as the amount
of data they are trained with increases. They are able to learn from raw text because
of how they are designed: Deep learning models consist of layers that are increasingly
more complex. This architecture was inspired by the human brain. The lower layers of the
model learn to recognize specific features, while the upper layers will use the information
from the lower layers to recognize increasingly complex features. For instance, lower
layers may recognize stripes whereas upper layers compile features from lower levels to
recognize zebras. The ability of models to learn from raw data without manual selection
of features also has a flip side as it makes it hard to understand what a model is basing its
predictions on.

A deep neural network was shown to outperform CRF models for extraction of ADEs
[67]. The BiLSTM RNN models made use of pre-trained skip-gram word embeddings9

trained on Twitter data. This was shown to improve recall. The BiLSTM RNN models
also had improved precision due to their contextual awareness. BiLSTM models process
sequences both in a forward and a backward direction, allowing these models to learn
dependencies in both directions.

In recent years, models based on the highly efficient Transformer architecture [326]
have dominated the field. Transformer models rely in the principle of transfer learning:
the reuse of a language model pre-trained on a large amount of unlabeled text. These
pre-trained language models can be fine-tuned to perform a specific task such as ADE
extraction using training data specific to the task. Yet, transformer models are not the
first models to use transfer learning. For instance, the use of word embeddings such
as Word2Vec as was done by Cocos et al. [67] is also transfer learning. However, the
introduction of BERT models [84] greatly improved the potential of transfer learning,
because BERT was able to produce context-dependent embeddings. This means that a
token is represented differently depending on the context it occurs in, e.g., “bright” in
“the lamp is bright” and “the child is bright” will be represented differently. In contrast,
traditional word embeddings like Word2Vec only compute one static representation for
each word.

A major advantage of using pre-trained language models is that they can be shared.
For the medical domain, numerous domain-specific BERT models have entered the stage,

8A part of speech tag denotes a word’s function like noun or verb
9A word embedding is a vector representation for text in which words that are similar are close together
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such as BERT models retrained on biomedical articles (BioBERT [174]), retrained on
clinical records (ClinicalBERT [6]) or trained from scratch on scientific articles (SciBERT
[28] and PubmedBERT [119]) or on patient forum messages (EndrBERT [303]).

In the most recent edition of the Social Media Mining for Health (SMM4H) shared task
for ADE extraction, all entries were based on Transformer models [193]. Of those models,
the one that attained the best performance (F1 score of 0.29) for the overall ADE extraction
pipeline (i.e., filtering for relevant tweets + extraction + linking) included an extraction
component based on the EndrBERT model [257]. We do not know whether EndrBERT will
perform equally well on forum data as the language in forum messages differs from the
language used in tweets. The model that performed best on the extraction component
of the pipeline alone was a BioBERT model with a multi-task learning strategy [86]. In
multi-task learning, a model is trained on multiple tasks simultaneously.

Some studies add an additional step before extraction in which they detect messages
that contain an ADE. This was introduced by the SMM4H shared task in 2017 [265]. The
underlying idea was that pre-selecting tweets with ADE would aid performance and end-
to-end extraction. However, extraction can also be affected detrimentally if messages with
ADE are wrongly filtered out leading to error propagation in the pipeline. In a recent
collaborative study [194], we found that adding a prior ADE classifier for relevant messages
can still be beneficial for BERT models.

1.5.2. ADE NORMALIZATION
After finding phrases that describe ADEs, they need to be linked to medical concepts to
aggregate them (i.e., to recognize different descriptions of the same ADE). Generally, social
media data is more challenging than ADEs from other data sources like scientific abstracts
due to the language gap between the lay public and medical professionals [304]. Initial
methods used string matching or lexicons, but these performed very poorly [204, 300]
because patients use laymen language instead of formal medical terms.

More recent work treats the problem as a classification task10 with medical concepts
as target classes. Here, textual mentions of ADEs (e.g., ‘feeling dizzy’) are only treated as
phrases and its context (i.e., the rest of the sentence) is not taken into account. Various
studies [27, 124, 184, 302] used deep neural network models to classify ADEs in this
manner. A more recent study by Miftahutdinov and Tutubalina [206] found that BERT
models are able to outperform deep neural network models.

In contrast, the current state-of-the-art model BioSyn [291, 304] treats ADE
normalization as a ranking task in which the target concepts are candidates that are
ranked according to their likelihood of being the correct concept. The context of the
ADE is still ignored. To rank the target concepts, the BioSyn model uses both dense BERT
embeddings and sparse embeddings based on Tf-idf term weighting11 for representing
the entities and calculating their similarity to the target concepts and their synonyms.
Supervised data is used to maximize the marginal probability of positive synonyms of an
ADE mention. The model outputs a ranking of the most similar synonyms that has been
found for an ADE mention. For implementation and comparison to classifier approaches,

10Classification is a task in which a model predicts for each item which category or class it belongs to
11Term frequency-inverse document frequency (tf-idf) reflects how important a word is to the document in the

collection
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only the top ranked concepts is selected for each ADE mention. Besides showing that
BioSyn outperforms BERT for ADE normalization of social media, [304] showed that this
is also true if the test set only contains unseen entities albeit with a drop in performance of
23.3 percent points (from 83.8% to 60.5% accuracy). We also found reduced performance
on unseen entities in our work with Magge et al. [194].

The BioSyn model is capable of predicting target concepts for which it does not have
training data because of its reliance on a pretrained embedding space. The inclusion
of all medical concepts as targets greatly increases the number of possible classes and
essentially forces models to be able to deal with zero-shot scenarios.12 However, this
development is essential, as creating training data for all possible medical concepts is
unrealistic. This is only a recent, albeit key, development in the field. The sixth edition
of the SMM4H task [193] was the first to include zero-shot cases in the test set: 257 new
MedDRA13 classes were part of the test set, whereas 669 classes overlapped between test
and training data. Nonetheless, the performance on these zero-shot cases is not evaluated
separately and thus it remains unclear how well models perform in a zero-shot scenario.

Another recent development within the field is an increased focus on end-to-end ADE
resolution (i.e., NER and subsequent normalization) instead of on individual components
of the pipeline. An end-to-end ADE resolution task was introduced in the SMM4H
shared task of 2018 [335]. Weissenbacher et al. [335] found that extraction was the
main bottleneck with normalization alone attaining up to 88.7% accuracy while the
performance of end-to-end resolution remained low at an F1 score14 of 0.432. This has
been corroborated by later shared tasks [159, 193] and our own collaborative work [194].

1.5.3. DETERMINING ADE–DRUG RELATIONS
Most studies at present have used a particular list of drugs as a starting point. This
introduces an additional challenge, namely forum posts or tweets pertaining to that
particular drug need to be filtered prior to extraction. There is often no information
available on which disorder the patients taking the drug have. Using our approach, the
reverse is true: as we focus on disease-specific forums, we do know which particular
patient population we are assessing, yet do not know which drug the ADE is reported for.

There has been some previous work on linking ADEs to their respective drugs as
reported by the patient. Early studies simply used co-occurrence as a basis for ADR-
drug relations [30, 173]. Yet, these methods had a low precision [188] and could not deal
with multiple drugs mentioned in one message. Yang et al. [344] used more advanced co-
occurrence methods that calculated the actual co-occurrence probability based on their
independent occurrences and co-occurrences. Later studies have attempted to further
specify the relations between ADEs and drugs to identify those that indicate a causal
relationship using statistical learning [188, 258]. Here, causality refers to whether the
patient reports a causal relationship between a drug and an ADE, as opposed to factual
causality. In the work of Liu and Chen [188], causality detection was a two-stage process

12A zero-shot scenario is a case where a model must classify an instance of a class without having observed any
instances of that class during training

13The Medical Dictionary for Regulatory Activities (MedDRA) is a medical ontology that contains 79.507 classes
total and is maintained by the International Council for Harmonization of Technical Requirements for
Pharmaceuticals for Human Use (ICH).

14F1 score is the harmonic mean of precision and recall. It is a common metric in NLP.
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consisting of relation detection and relation classification. For each step, a classifier is
trained in which the first classifier distinguishes whether entities have a relation or not
and a second, in turn, defines the relation type. In this manner, Liu and Chen [188]
differentiated between true ADEs, negated ADEs (i.e., the drug did not cause side effect)
and drug indications (i.e., the disease for which the patient takes the drug). They found
that although co-occurrence attained a recall of 1, the precision was only 0.385, resulting
in an F1 score of 0.556. Their method performed better with an F1 score of 0.669 (Precision
at 0.82 and Recall at 0.565). Sampathkumar et al. [258] used a very different approach,
namely they predicted the presence of a causal relationship using a list of keywords (e.g.,
‘effects from’) that were extracted from annotated causal relations of the training set using
a Hidden Markov Model (HMM). Their classifier outperformed a co-occurrence baseline
with an average F1 of 0.76 compared to a F1 of 0.575.

There have also been various studies[62, 217, 262] that treat the extraction of ADEs
as a combined entity and relation extraction task by including the necessity of having
a reported causal relation to a drug as a prerequisite for being an ADE. They explored
the use of linguistic features to differentiate ADEs from drug indications or disease
symptoms that lack such a relation. In a similar vein, one recent data set [353] explicitly
annotated various other medical categories that ADEs could be confused with namely:
withdrawal symptoms (i.e., symptoms you get from reducing drug intake), symptoms of
the illness, and drug indications. Although including the patient reported causal relation
as a prerequisite for ADEs may be beneficial, it does not resolve which drug the ADE relates
to and thus these methods do not suffice for disease-specific forums.

1.6. RESEARCH QUESTIONS AND THESIS OUTLINE
The work presented in this thesis lies at the intersection between computer science
and medicine. As most of the work has been on technical developments, the main
reading audience is computer science researchers, and researchers in natural language
processing in particular. However, we have added footnotes to explain text mining
concepts throughout the introduction and we provide tailored abstracts for each of the
chapters in an effort to make this thesis more accessible to medical researchers.

The focus of this thesis is the discovery of experiential knowledge from patient forums
through text mining methods and its complementary value to traditional sources of
medical knowledge for scientific hypothesis generation. The main research question
answered in this thesis is thereby:

Main RQ To what extent can automated extraction of experiential knowledge from
patient forum posts aid knowledge discovery to yield hypotheses for clinical
research?

Qualitative investigations of patient forums have already revealed that patients share a
large variety of experiential knowledge, for example on when and how to take medication
(i.e., ‘chronomedication’); on to how to psychologically deal with the disease; and on
which adverse drug events occur and how to best cope with them. In this work, we will
focus on the latter to build upon the work that has already been done on the extraction of
adverse drug events (ADEs) from social media. Nonetheless, many of the methodological
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challenges we deal with for extracting these specific types of experiential knowledge are
also relevant for extracting other experiences.

We address three main methodological challenges or bottlenecks to the extraction
of ADEs and the coping strategies patients recommend in parts 1 through 3. In part 1,
we present methods to deal with the noise present in social media data, and medical
social media in particular. In part 2, we address the text mining challenges presented
by the extraction of the text snippets containing adverse drug events from patient forum
messages. In part 3, we will investigate how to extract coping strategies from patient forum
posts and link them to the relevant ADE.

Finally, in part 4, we present the results for a case study on a specific patient forum for
Gastro-Intestinal Stromal Tumor (GIST) patients and demonstrate the value of extracting
ADEs from patient forum posts for post-market drug monitoring. Moreover, we compare
the ADE reported on a GIST-specific patient forum to responses to standard patient-
reported outcome measurement tools amongst Dutch GIST patients. We also explore
how representative the patient population active on a patient forum is for GIST patients
since representativeness is a commonly noted concern for social media data and online
communities[13, 23, 32, 58, 276, 287].

1.6.1. PART 1: REDUCING NOISE IN MEDICAL SOCIAL MEDIA TEXT
The first step in a natural language processing pipeline is preprocessing, or the cleaning
of data prior to data analysis. Examples of possible preprocessing steps are spelling
correction, removing punctuation or lowercasing text. See Figure 1.2 of preprocessing a
forum post about an adverse drug event.

There are two types of noise we focus on in the preprocessing stage of patient forum
messages, namely noise within the text of the message itself and noise presented by the
large number of irrelevant messages compared to relevant messages for the task at hand

The first type of noise is the difference between the noisy language used on
patient forums and more formal and ‘standard’ language used in academic articles and
dictionaries. A larger variation in language use is harder for models to learn for subsequent
steps and moreover, most methods and models are developed for more formal language
and thus are not equipped to deal with social media messages. This type of noise reduces
the ability of machine learning algorithms to extract entities and map them to medical
concepts [173, 216, 224, 229].

Unlike formal text, social media messages contain informal, conversational language
(i.e., colloquial language) and frequent misspellings and abbreviations [116, 229]. The
noise is aggravated on medical social media by laymen medical terms such as ‘high blood
pressure’ instead of ‘hypertension’ and ‘cannot sleep’ instead of ‘insomnia’ [116]. These
laymen terms are not present in specialized medical dictionaries. Moreover, medical
terms like drug names are both essential to the knowledge extraction task but also
particularly prone to spelling mistakes.

As previous work [261] dealt with the normalization (or standardization) of
abbreviations and informal language, we focus on investigating how to deal with
misspellings of medical terms. In Chapter 2, we investigate:

RQ1 To what extent can corpus-driven spelling correction reduce the out-of-vocabulary
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rate in medical social media text and improve the accuracy of subsequent
classification tasks?

The second type of noise that complicates knowledge extraction is the low signal-to-
noise ratio. A review by Golder et al. [114] showed that around 8% of the posts on a patient
forum were reports of adverse drug events. In Chapter 3, we look at identifying patient
experiences (also coined narratives) as a way to reduce this type of noise. In Chapter
4, we look at including the conversational context in which the message was posted to
better identify which messages are relevant. These chapters revolve around the following
questions:

RQ2 Which features distinguish patient narratives from other social media text and how
can they best be identified?

RQ3 To what extent can the addition of conversational context to state-of-the-art models
improve the identification of relevant posts?

1.6.2. PART 2: EXTRACTING ADVERSE DRUG EVENTS
Since Weissenbacher et al. [335] found named entity recognition (NER) to be the main
bottleneck in end-to-end ADE resolution, the second part of our work focused on further
understanding the weaknesses of state-of-the-art NER methods and tackling obstacles for
end-to-end ADE extraction.

In Chapter 5, we investigate the efficacy of several default transfer learning methods
for extracting ADEs and subsequently normalizing them to a standard medical ontology.
In Chapter 6, we explore the weaknesses of the state-of-the-art transfer learning model
BERT for Named Entity Recognition (NER) through targeted attacks (i.e., adversarial
attacks). In Chapter 7, we deal with the problem of discontinuous entities: entities that
either overlap with other entities (e.g., hand and foot pain) or are split (e.g., eyes are feeling
dry). We propose a fuzzy representation schema for these entities and explore its impact
on both the extraction and normalization of ADEs.

These chapters center around the following questions:

RQ4 How effective are default transfer learning methods for extracting and normalizing
adverse drug events?

RQ5 How vulnerable are BERT models for Named Entity Recognition to adversarial attack
and to which variation are they most vulnerable?

RQ6 To what extent can a fuzzy continuous representation of discontinuous entities
improve the extraction and normalization of adverse drug events?

1.6.3. PART 3: EXTRACTING RECOMMENDED COPING STRATEGIES
Aside from sharing which adverse drug events they are experiencing, patients also give
each other advice on how to deal with them. In part 3, we focus on extracting these
coping strategies. As this is a novel task, we develop an ontology for coping strategies and
create three annotated data sets, namely for NER, normalization and extracting relations
between adverse drug events and coping strategies (CS). In chapter 8, we introduce this
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task and the resources we have created. We present baseline results for CS extraction and
perform a case study on the GIST patient forum with the first end-to-end pipeline for
extracting coping strategies.

This chapter answers for the following question:

RQ7 To what extent can coping strategies for adverse drug events be extracted
automatically from online patient discussions?

1.6.4. PART 4: COMPLEMENTARY VALUE OF DISEASE-SPECIFIC PATIENT

FORUMS AS A SOURCE OF PATIENT-REPORTED OUTCOMES
In part 4, we present three studies outlining and exploring the complementary value
of automatic ADE extraction for a case study. We focus on a large forum for patients
with Gastrointestinal Stromal Tumor (GIST), a rare oncological condition. In Chapter
9, we argue that ADEs from patient forums can be used to complement current
pharmacovigilance (i.e., post-market drug monitoring) systems. We show with examples
that a patient forum can provide real-world evidence for pertinent ADEs according to
patients, long-term ADEs, and ADEs not found in registration trials. In Chapter 10, we
explore the overlap and differences between ADEs reported on a GIST-specific patient
forum and responses to standard patient-reported outcome measurement tools amongst
Dutch GIST patients. In Chapter 11, we look at the bias in the patient population that
is active on online forums through a survey amongst Dutch GIST patients. The latter
two studies were done in collaboration with the Radboud University and the Netherlands
Cancer Institute.

This part thus answers the following questions:

RQ8 How can the automated gathering of real-world evidence of adverse drug events
from online patient forums complement pharmacovigilance for rare cancers?

RQ9 To what extent are the ADE reported on a GIST patient forum covered by existing
patient-reported outcome measures, namely the EORTC QLQ-C30 and the EORTC
Symptom Based Questionnaire?

RQ10 To what extent are the GIST patients active on patient forums representative for the
GIST population and which sample biases does this data source suffer from?

1.7. SCIENTIFIC CONTRIBUTIONS
Despite our specific focus on extracting experiences from patient forums, our work
can contribute to the larger field of natural language processing. On the one hand, it
contributes to research on how to improve text mining for user-generated content. On
the other hand, it provides valuable insights for research in the biomedical NLP domain
and specifically on how to extract and map medical concepts. More broadly, there are
numerous other niche domains that similarly deal with both noisy data and relatively
small quantities of labeled data and may thus benefit from our work.

The main contributions of this thesis are:
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Contribution 1 We developed three methods for reducing the noisiness of medical social
media data and improving downstream tasks.

We provide an unsupervised spelling correction algorithm suitable for medical
social media data to reduce noise from misspellings as part of a lexical
normalization pipeline15. This pipeline is also suited for other domain-specific
social media data. We present two collected data sets of spelling mistakes from
medical social media for future research. 16

We also provide two methods for reducing the signal-to-noise ratio between
relevant and irrelevant posts, namely a classifier for identifying patient narratives17,
and a set of classifiers that can use conversational context to identify relevant
posts18.

Contribution 2 We show the strengths and weaknesses of transfer learning methods for
entity extraction in the biomedical domain.

Transfer learning models show excellent performance for a range of NLP tasks. We
evaluate how well they work default for ADE extraction and normalization. Scripts19

and models20 for this pipeline are open-source. Our pipeline attains a competitive
performance with default models, highlighting the strengths of this approach.

However, BERT, a popular transfer learning model, was shown to be vulnerable
to deliberate attempts to fool the model (so-called adversarial attacks) for
classification tasks in prior work [139, 143, 180, 290, 347]. We expanded this work
to sequence labeling tasks21 to investigate how vulnerable BERT models are for
Named Entity Recognition (NER). We compare general to domain-specific models
and investigate to what extent the vulnerability may be impacted by domain-
specific data. The weaknesses of BERT for NER we uncover can inform future
work on mitigating these vulnerabilities. Moreover, the methods we developed are
not limited to BERT models alone but can be employed to attack and compare
robustness of other transfer learning models for sequence labeling tasks.

Contribution 3 We present a novel simplified representation schema for discontinuous
entities in user-generated biomedical text that can benefit end-to-end performance.

We advocate for a continuous representation of discontinuous entities, comprising
of both composite (e.g., hand and foot pain) and disjoint entities (e.g., eyes
are feeling dry). We show how this representation can benefit end-to-end
performance of ADE discovery in electronic patient records as well as medical social
media compared to the current conventional representation for discontinuous
entities (BIOHD). We also make the code to transform data from BIOHD to

15Available at: https://github.com/AnneDirkson/LexNorm
16Available at: https://github.com/AnneDirkson/SpellingCorpus
17Available at: https://github.com/AnneDirkson/NarrativeFilter
18Available at: https://github.com/AnneDirkson/ConversationAwareFiltering
19Available at: https://github.com/AnneDirkson/SharedTaskSMM4H2019
20Available at: https://data.mendeley.com/datasets/rxfzx6nbvw/2
21The methods we developed to conduct adversarial attacks on sequence labeling tasks are available at: https:

//github.com/AnneDirkson/breakingBERT

https://github.com/AnneDirkson/LexNorm
https://github.com/AnneDirkson/SpellingCorpus
https://github.com/AnneDirkson/NarrativeFilter
https://github.com/AnneDirkson/ConversationAwareFiltering
https://github.com/AnneDirkson/SharedTaskSMM4H2019
https://data.mendeley.com/data sets/rxfzx6nbvw/2
https://github.com/AnneDirkson/breakingBERT
https://github.com/AnneDirkson/breakingBERT
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our representation and to compare performance on extraction and end-to-end
normalization available to the community22.

Contribution 4 We propose a novel task, the extraction of ADE-related coping strategies,
and introduce an ontology for mapping extracted coping strategies to.

Patients share advice on how to deal with ADEs with each other on online forums.
An overview of which coping strategies are recommended could directly benefit
patients but can also spur academic research into the potential beneficial or
harmful effects of these strategies. We developed the first supervised data set for the
extraction and normalization of ADE-related coping strategies from a patient forum
and used this labeled data to build the first pipeline for completing these tasks. We
are unfortunately not able to share this data with the research community.

However, we introduce this task in the hope others will build on this idea. We
compared different possible NLP conceptualizations (i.e., NER with subsequent
normalization versus multi-label classification) which can provide a starting point
for future work. In order to be able to normalize coping strategies, we built an
ontology from parts of existing ontologies to promote transferability. This ontology
is not disease-specific, although we recognize new categories may need to be added
to accommodate different diseases. This ontology and an end-to-end pipeline for
the extraction of coping strategies are publicly available23.

Contribution 5 We outline the complementary value of disease-specific patient forums
as a source of real-world knowledge for pharmacovigilance.

We shed new light on the discussion of the value of social media for pharmacovigi-
lance with our work into ADE extraction from disease-specific patient forums to find
ADEs experienced by a particular patient population as opposed to assessing ADEs
for a particular drug in patients for whom we do not know their disease. Our work
employs state-of-the-art methods whereas previous work relied on traditional (e.g.,
rule-based) machine learning. We showcase how a patient forum can provide real-
world evidence for long-term and novel ADEs. Aside from discovering unknown
ADEs, social media is also able to provide a patient-centric view of which ADEs are
most pertinent.

Since surveys are considered another option for collecting patient-reported
outcomes, we also explored to what extent the adverse drug events patients report
differ between patient forums and standard surveys for collecting patient-reported
outcomes. We found that outcomes reported on patient forums could disclose
ADEs that were not included in the standard measurement tools although they were
relevant to patients. Thus, we found that automated harvesting of patient forum
data could be used to keep questionnaires up to date.

Representativeness of online patient communities is a commonly noted barrier for
using social media as a source of patient-reported outcomes [13, 23, 32, 58, 276, 287].

22Available at: https://github.com/AnneDirkson/FuzzyBIO
23Available at https://github.com/AnneDirkson/CopingStratExtract

https://github.com/AnneDirkson/FuzzyBIO
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Our study into sample bias on patient forums for GIST patients allowed us to
indicate which patients are under- and which are over-represented. This in turn
can guide the interpretation of patient-reported outcomes harvested from patient
forums. We hope to also stimulate research into relevant bias mitigation strategies.

1.8. GUIDE FOR THE READER
This thesis is a collection of peer-reviewed and published papers and papers that are
currently under review. This means that chapters can be read independently from the
other chapters. An overview of how the thesis chapters interlink and contribute to the
extraction and analysis of adverse drug events and coping strategies is provided in Figure
12.1 of the discussion.

Chapter 2: Anne Dirkson, Suzan Verberne, Abeed Sarker & Wessel Kraaij (2019), Data-
Driven Lexical Normalization for Medical Social Media, Multimodal Technologies and
Interaction 3(3): 60.

Chapter 3: Anne Dirkson, Suzan Verberne & Wessel Kraaij (2019), Narrative Detection
in Online Patient Communities. Proceedings of Text2Story — Second Workshop
on Narrative Extraction From Texts co-located with 41th European Conference on
Information Retrieval (ECIR 2019). 21-28.

Chapter 4: Anne Dirkson, Suzan Verberne & Wessel Kraaij (2020). Conversation-aware
Filtering from Online Patient Forums. Proceedings of the Fifth Social Media Mining for
Health Applications (SMM4H) Workshop @ COLING.

Chapter 5: Anne Dirkson & Suzan Verberne (2019), Transfer Learning for Health-
related Twitter Data. Proceedings of the Fourth Social Media Mining for Health
Applications (SMM4H) Workshop & Task. Association for Computational Linguistics. 89-
92.

Chapter 6: Anne Dirkson, Suzan Verberne and Wessel Kraaij (2021). Breaking
BERT: Understanding its Vulnerabilities for Named Entity Recognition through Adversarial
Attack. ArXiv. https://arxiv.org/abs/2109.11308

Chapter 7: Anne Dirkson, Suzan Verberne and Wessel Kraaij (2021), FuzzyBIO: A
proposal for Fuzzy Representation of Discontinuous Entities, Proceedings of the 12th
Health Text Mining and Information Analysis at EACL 2021.

Chapter 8: Anne Dirkson, Suzan Verberne, Gerard van Oortmerssen, Hans
Gelderblom and Wessel Kraaij (2022). How do others cope? Extracting coping mechanisms
for adverse drug events from social media. Journal of Biomedical Informatics.

Chapter 9: Anne Dirkson, Suzan Verberne, Wessel Kraaij, Gerard van Oortmerssen
and Hans Gelderblom (2022). Automated gathering of real-world data from online patient
forums can complement pharmacovigilance for rare cancers. Scientific Reports, 12 (10317).

https://arxiv.org/abs/2109.11308
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Chapter 10: Dide den Hollander, Anne Dirkson, Suzan Verberne, Wessel Kraaij, Gerard
van Oortmerssen, Hans Gelderblom, Astrid Oosten, Anna K.L. Reyners, Neeltje Steeghs,
Winette T.A. van der Graaf, Ingrid Desar and Olga Husson (2022). Symptoms reported
by Gastrointestinal Stromal Tumour (GIST) patients on imatinib treatment: combining
questionnaire and forum data. Supportive Care in Cancer.

Chapter 11: Anne Dirkson, Dide den Hollander, Suzan Verberne, Ingrid Desar, Olga
Husson, Winette T.A. van der Graaf, Astrid Oosten, An Reyners, Neeltje Steeghs, Wouter
van Loon, Hans Gelderblom and Wessel Kraaij (2022). Sample bias in online patient
generated health data of Gastrointestinal Stromal Tumor patients: Survey study. JMIR
Formative Research.
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Dr. Suess, How the Grinch stole Christmas!

PART I:

PREPROCESSING MEDICAL SOCIAL

MEDIA TEXT

21





2
DATA-DRIVEN SPELLING

CORRECTION

Edited from: Anne Dirkson, Suzan Verberne, Abeed Sarker & Wessel Kraaij (2019), Data-
Driven Lexical Normalization for Medical Social Media, Multimodal Technologies and
Interaction 3(3): 60.

The extraction of knowledge from medical social media is complicated by colloquial lan-
guage use and misspellings. This noisiness can be reduced through lexical normalization:
the transformation of non-standard text to a standardized vocabulary. Yet, lexical normal-
ization of such data has not been addressed effectively.

To this end, we present a data-driven lexical normalization pipeline with a novel spelling
correction module for medical social media. We find that our method significantly
outperforms state-of-the-art spelling correction methods and can detect mistakes with an
F1 of 0.63 despite an extreme imbalance in the data.

Additionally, we present the first corpus for spelling mistake detection and correction in
a medical patient forum. We make this corpus publicly available for the community to
facilitate further research on this topic.
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2.1. INTRODUCTION
In recent years, user-generated data from social media that contains information about
health, such as patient forum posts or health-related tweets, has been used extensively
for medical text mining and information retrieval (IR) [116]. This user-generated data
encapsulates a vast amount of knowledge, which has been used for a range of health-
related applications, such as the tracking of public health trends [267] and the detection
of adverse drug events [266]. However, the extraction of this knowledge is complicated by
non-standard and colloquial language use, typographical errors, phonetic substitutions,
and misspellings [65, 229, 261]. This general noisiness of social media text is only
aggravated by the complex medical domain [116].

The noisiness of medical social media can be reduced through lexical normalization:
the transformation of non-standard text to a standardized vocabulary. Nonetheless,
lexical normalization for medical social media has not been explored thoroughly. Medical
lexical normalization methods (i.e., abbreviation expansion [210] and spelling correction
[168, 230]) have mostly been developed for clinical records or notes. Although clinical
records also contain many domain-specific abbreviations and misspellings, their contents
are typically focused solely on the medical domain. In contrast, social media text typically
covers a wider vocabulary including colloquial language and layman’s terms for medical
concepts [116, 352]. For medical social media, some recent studies have explored the
related task of concept normalization (i.e., the mapping of tokens to standardized concept
IDs in an ontology) [116].1 Community-driven research on the topic has been boosted by
the public release of relevant annotated data sets.2 However, these available annotated
data sets for concept normalization do not annotate misspellings explicitly and are thus
not suitable for evaluating lexical normalization. As of yet, there are no publicly available
annotated data sets for lexical normalization in medical social media.

Currently, the most comprehensive benchmark for lexical normalization in general-
domain social media is the ACL W-NUT 2015 shared task3 [19]. The current state-of-the-
art system for this task is MoNoise [318]. However, this system is supervised and uses
a lookup list of all replacement pairs in the training data as one of its important features.
The training data from the task consists of 2,950 tweets with a total of 3,928 annotated non-
standard words [19]. As extensive training data is unavailable for medical social media,
such supervised systems cannot be employed in this domain. The best unsupervised
system available is a modular pipeline with a hybrid approach to spelling, developed by
Sarker [261]. Their pipeline also includes a customisable back-end module for domain-
specific normalization. However, this back-end module relies on (i) a standard dictionary
supplemented manually with domain-specific terms to detect mistakes and (ii) a language
model of distributed word representations (word2vec) of generic Twitter data to correct
these mistakes (for more detail see Section 2.3.2). For domains that have many out-of-
vocabulary (OOV) terms compared to the available dictionaries and language models,

1For example, lexical normalization of ‘pounding hed’ would output ‘pounding head’, whereas concept
normalization would aim to map it to the concept of Headache in a medical ontology such as SNOMED CT.
A major difference between lexical and concept normalization is that the latter is constrained to terms of a pre-
defined category (e.g., symptoms), whereas lexical normalization is unconstrained and can include any term.

2CADEC [151], PsyTAR [353] and the shared tasks of the SMM4H task [268, 335]
3https://noisy-text.github.io/norm-shared-task.html

https://noisy-text.github.io/norm-shared-task.html
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such as medical social media, this is problematic.
Manual creation of specialized dictionaries is an unfeasible alternative: medical social

media can be devoted to a wide range of different medical conditions and developing
dictionaries for each condition (including laymen terms) would be very labor-intensive.
Additionally, there are many different ways of expressing the same information and the
language use in the forum evolves over time. In this chapter, we present an alternative: a
corpus-driven spelling correction approach. Our method is designed to be conservative
and to focus on precision to mitigate one of the major challenges of correcting errors
in domain-specific data: the loss of information due to the erroneous correction of
already correct domain-specific terms. Although dictionary-based retrieval will capture all
mistakes, because any word that is not in the dictionary is considered a mistake, thereby
attaining a high recall, its precision will be low. This is a result of words that are correct
but not present in the dictionary as they will be erroneously marked as mistakes. Many
domain-specific terms will fall in this category. In contrast, data-driven methods can
capture patterns to recognize these non-mistakes as correct words and thereby improve
precision, while recall could go down as these patterns might miss mistakes, for example
because they are common. A data-driven detection approach will thus be more precise
than dictionary-based retrieval.

In this chapter, we address two research questions:

1. To what extent can corpus-driven spelling correction reduce the out-of-vocabulary
rate in medical social media text?

2. To what extent can corpus-driven spelling correction improve the accuracy of
health-related classification tasks with social media text?

Our contributions are (1) an unsupervised data-driven spelling correction method that
works well on specialized domains with many OOV terms without the need for a
specialized dictionary4 and (2) the first corpus for evaluating mistake detection and
correction in a medical patient forum.5

The rest of the paper is organized as follows: In Section 2.2, we briefly review related
work. In Section 2.3, we discuss the data sets we employ (Section 2.3.1) followed by a
detailed description of our methodology (Section 2.3.2). In Section 2.4, we present our
evaluation results, which are discussed further in Section 2.5. Lastly, in Section 2.6 we
conclude our paper with final insights and an outline of future work.

2.2. RELATED WORK

2.2.1. CHALLENGES IN CORRECTING SPELLING ERRORS IN MEDICAL SOCIAL

MEDIA
A major challenge for correcting spelling errors in small and highly specialized domains is
a lack of domain-specific resources. This complicates the automatic creation of relevant
dictionaries and language models. Moreover, if the dictionaries or language models are
not domain-specific enough, there is a high probability that specialized terms will be

4Our lexical normalization pipeline is available at: https://github.com/AnneDirkson/LexNorm
5The corpus is available at https://github.com/AnneDirkson/SpellingCorpus

https://github.com/AnneDirkson/LexNorm
https://github.com/AnneDirkson/SpellingCorpus
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incorrectly marked as mistakes. Consequently, essential information may be lost as these
terms are often key to knowledge extraction tasks (e.g., a drug name) and to specialized
classification tasks (e.g., does the post contain a side effect of drug X?).

This challenge is further complicated by the dynamic nature of language on medical
social media: in both the medical domain and social media novel terms (e.g., novel
drug names) and neologisms (e.g., group-specific slang) are constantly introduced.
Unfortunately, professional clinical lexicons are also unsuited for capturing the domain-
specific terminology on forums, because laypersons and health care professionals
express health-related concepts differently [348]. Another complication is the frequent
misspellings of key medical terms, as medical terms are typically difficult to spell [352].
This results in an abundance of common mistakes in key terms, and thus, a large amount
of lost information if these terms are not handled correctly.

2.2.2. LEXICAL NORMALIZATION OF SOCIAL MEDIA

The emergence of social networks and text messaging has redefined spelling correction to
the broader task of lexical normalization, which may also involve tasks like abbreviation
expansion [19]. In earlier research, text normalization for social media was mostly
unsupervised or semi-supervised (e.g., [121]) due to a lack of annotated data. These
methods often pre-selected and ranked correction candidates based on phonetic or lexical
string similarity [120, 121]. Han and Baldwin [120] additionally used a trigram language
model trained on a large Twitter corpus to improve correction. Although these methods
did not rely on training data to correct mistakes, they did rely on dictionaries to determine
whether a word needed to be corrected [120, 121]. The opposite is true for modern
supervised methods: they do not rely on dictionaries but do rely on training data for both
misspelling detection and correction. For instance, the best performing method at the
ACL W-NUT shared task of 2015 used canonical forms in the training data to develop their
own normalization dictionary [144]. Other competitive systems were also supervised and
often used deep learning to detect and correct mistakes [175, 208] (for more detail on W-
NUT systems see Baldwin et al. [19]). More recent competitive results for this shared task
include MoNoise [318]. As mentioned, this system is also supervised and uses a lookup
list of all replacement pairs in the training data as an important feature in their spelling
correction. Since such specialized resources (appropriate dictionaries or training data)
are not available for medical forum data, a method that relies on neither is necessary. We
address this gap in this chapter.

Additionally, recent approaches (e.g., [261]) often make use of language models for
spelling correction. Language models, however, require a large corpus of comparable text
from the same genre and domain [261], which is a major obstacle for employing such an
approach in niche domains. Since forums are often highly specialized, the resources that
could capture the same language use are limited. Nevertheless, if comparable corpora are
available, language models can contribute to effectively reducing spelling errors in social
media [261] due to their ability to capture the context of words and to handle the dynamic
nature of language.

Recent developments in the NLP field towards distributional language models based
on byte-pair (BPE) or character-level encoding instead of word-level encoding call into
question the need for prior spelling correction. In general, character-level models
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are more robust to noise than word-level models, as they can exploit the remaining
character structure regardless of errors. Niu et al. [218] recently developed a character-
level attentional network model for medical concept normalization in social media
which can alleviate the problem of out-of-vocabulary (OOV) terms by using a character-
level encoding. Their model is robust to misspellings resulting from double characters,
swapping of letters, adding hashtags and deletions.

However, firstly, the robustness to noise of character-based models appears to rely on
whether they have been trained on noisy data [26, 132]. Otherwise, they are prone to
breaking when presented with synthetic or natural noise [26, 132]. Thus, if sufficiently
large amounts of data with similar types of noise are available, character-based models
may negate the need for spelling correction. However, in domains lacking such resources,
spelling correction in the pre-processing stage is still needed. Secondly, character-based
models have computational disadvantages: their computational complexity is higher
and it becomes harder to model long-range dependencies [132]. Alternatively, word
embeddings designed to be robust to noise [196] could be used. Yet, also for this
method, sufficiently large amounts of comparable noisy data are necessary. To provide
an indication, Malykh et al. [196] use the Reuters CV-1 corpus consisting of 800,000 news
stories ranging from a few hundred to several thousand words in length [177] to generate
their robust English word embeddings.

2.2.3. LEXICAL NORMALIZATION OF CLINICAL RECORDS

Like medical social media, clinical notes made by doctors are user-generated and noisy.
In fact, Ruch et al. [255] reported about one spelling error per five sentences. Yet, most
normalization research for clinical notes has focused on concept normalization instead of
lexical normalization [116]. A prominent shared task for concept normalization of clinical
notes is Task 2 of the CLEF e-Health workshop in 2014. Its aim was to expand abbreviations
in clinical notes by mapping them to the UMLS database [210]. The best system by Wu
et al. [343] applied four different trained tagging methods depending on the frequency
and ambiguity of abbreviations. Unfortunately, the abbreviations used by doctors are not
the same as the ones used by patients, and thus these methods do not transfer.

To correct misspellings in clinical notes, Lai et al. [168] developed a spell checker
based on the noisy channel model by Shannon [273]. Noisy channel models interpret
spelling errors as distortions of a signal by noise. The most probable message can then
be calculated from the source signal and noise models. This is how spelling correction is
modeled traditionally [64]. Although their correction accuracy was high, their method
relied on an extensive dictionary compiled from multiple sources to detect mistakes.
Similarly, the method by Patrick et al. [230] also used a compiled dictionary for detecting
errors. For correction, Patrick et al. [230] used edit distance-based rules to generate
suggestions which were ranked using a trigram model. Fivez et al. [110] was the first
to leverage contextual information to correct errors in clinical records. They developed
an unsupervised, context-sensitive method that used word and character embeddings to
correct spelling errors. Their approach outperformed the method proposed by Lai et al.
[168] for the benchmark MIMIC-III [146]. However, they did not perform any mistake
detection, as they simply tried to correct the annotated misspellings of MIMIC-III. In
conclusion, the methods developed for spelling correction in clinical records either only
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focus on correction or rely solely on extensive, compiled dictionaries to find mistakes.
Therefore, they are not applicable in domains lacking such resources.

2.3. MATERIALS AND METHODS

2.3.1. DATA
Data collection For evaluating spelling correction methods, we use an international
patient forum for patients with Gastrointestinal Stromal Tumor (GIST). It is moderated
by GIST Support International (GSI). This data set was donated to Dr. Verberne by GSI in
2015. We use a second cancer-related forum to assess the generalisability of our methods:
a sub-reddit community on cancer, dating from 16/09/2009 until 02/07/2018.6 It was
scraped using the Pushshift Reddit API.7 The data was collected by looping over the
timestamps in the data. This second forum is roughly four times larger than the first in
terms of the number of tokens (See Table 2.1).

Table 2.1: Raw data without punctuation. IQR: Inter-quartile range

GIST forum Reddit forum
# Tokens 1,255,741 4,520,074
# Posts 36,277 274,532
Median post length (IQR) 20 (35) 11 (18)

Data annotation Spelling mistakes were annotated for 1000 randomly selected posts
from the GIST data. Each token was classified as a mistake (1) or not (0) by the first
author. For the first 500 posts, a second annotator checked if any of the mistakes were
false positives. In total, 99 of the 109 non-word spelling errors were annotated for
correction experiments. The remaining 10 errors were found later during error detection
experiments and were therefore only included in these experiments. The corrections for
the 53 unique mistakes present in the first 500 posts were annotated individually by two
annotators, of which one was a GIST patient and a forum user. Annotators were provided
with the complete post to determine the correct word. The initial absolute agreement
was 89.0%. If a consensus could not be reached, a third assessor was used to resolve the
matter. The remaining mistakes were annotated by the first author. For the correction
‘reoccurrence’, the synonym ‘recurrence’ was also considered correct. As far as we are
aware, no other spelling error corpora for this domain are publicly available.

To tune the similarity threshold for the optimal detection of spelling mistakes, we used
60% of the annotated data as a development set. The split was done per post and stratified
on whether a post contained mistakes or not. Since the data is extremely unbalanced, we
balanced the training data to some extent by combining the mistakes with a ten-fold of
random correct words with the same word length distribution (see Table 2.2). These words
were not allowed to be numbers, punctuation, or proper nouns, because these are ignored
by our error detection process. The development set was split in a stratified manner into
10 folds for cross-validation.

6http://www.reddit.com/r/cancer
7https://github.com/pushshift/api

http://www.reddit.com/r/cancer
https://github.com/pushshift/api
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Table 2.2: Annotated data for spelling detection experiments. *excluding punctuation, numbers and proper
nouns.

Mistakes (%) Total word count*

Training set 57 (9.1%) 627
Test set 45 (0.42%) 10760

Corpus for calculating weighted edit matrix Since by default all edits are weighted
equally when calculating Levenshtein distance, we needed to compute a weighted edit
matrix in order to assign lower costs and thereby higher probabilities to edits that occur
more frequently in the real world. We based our weighted edit matrix on a corpus of
frequencies for 1-edit spelling errors compiled by Peter Norvig.8 This corpus is compiled
from four sources: (1) a list of misspellings made by Wikipedia editors, (2) the Birkbeck
spelling corpus, (3) the Holbrook corpus and (4) the Aspell error corpus.

Specialized vocabulary for OOV estimation in cancer forums To be able to calculate
the number of out-of-vocabulary terms in the two cancer forums, a specialized vocabulary
was created by merging the standard English lexicon CELEX [46] (73,452 tokens), the NCI
Dictionary of Cancer Terms [215] (6,038 tokens), the generic and commercial drug names
from the RxNorm [314] (3,837 tokens), the ADR lexicon used by Nikfarjam et al. [217]
(30,846 tokens) and our in-house domain-specific abbreviation expansions (DSAE) (42
tokens) (see 2.3.2 for more detail). As many terms overlapped with those in CELEX, the
total vocabulary consisted of 118,052 tokens (62.2% CELEX, 5.1% NCI, 26.1% ADR, 6.5%
RxNorm and <0.01% DSAE).

2.3.2. METHODS
Preprocessing URLs and email addresses were replaced by the strings -URL- and -
EMAIL- using regular expressions. Furthermore, text was lower-cased and tokenized using
NLTK. The first modules of the normalization pipeline of Sarker [261] were employed:
converting British to American English and normalizing generic abbreviations (see Figure
2.1). Some forum-specific additions were made: Gleevec (British variant: Glivec)
was included in the British-American spelling conversion, one generic abbreviation
expansion that clashed with a domain-specific one was substituted (i.e., ‘temp’ defined
as temperature instead of temporary), and two problematic medical terms were removed
from the slang dictionary (i.e., ‘ill’ corrected to ‘i’ll’ and ‘chronic’ corrected to ‘marijuana’).

Moreover, the abbreviations dictionary by Sarker [261] was lower-cased. As
apostrophes in contractions are frequently omitted in social media posts (e.g., im instead
of i’m), we expanded contractions to their full form (e.g., i am). Firstly, contractions with
apostrophes were expanded and subsequently those without apostrophes were expanded
only if they were not real words according to the CELEX dictionary. Lastly, domain-specific
abbreviations were expanded with a lexicon of domain-specific abbreviation expansions
(DSAE). The abbreviations were manually extracted from 500 randomly selected posts of
the GIST forum data. This resulted in 47 unique abbreviations. Two annotators, of which

8http://norvig.com/ngrams/count_1edit.txt

http://norvig.com/ngrams/count_1edit.txt
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one was a domain expert, individually determined the correct expansion term for each
abbreviation, with an absolute agreement of 85.4%. Hereafter, they agreed on the correct
form together.9
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Figure 2.1: Sequential processing pipeline

Spelling correction

Baseline methods We used the method by Sarker [261] as a baseline for spelling
correction. Their method combines normalized absolute Levenshtein distance with
Metaphone phonetic similarity and language model similarity. For the latter, distributed
word representations (skip-gram word2vec) of three large Twitter data sets were used. In
this chapter, we used the largest available version of the DIEGO LAB Drug Chatter Corpus
(around 1 Billion tweets) [263], as it was the only health-related corpus of the three. We
also use a purely data-driven spelling correction method for comparison: Text-Induced
Spelling Correction (TISC) developed by Reynaert [248]. It compares the anagrams of
a token to those in a large corpus of text to correct mistakes. These two methods are
compared with simple absolute and relative Levenshtein distance and weighted versions
of both. To evaluate the spelling correction methods, the accuracy (i.e., the percentage of
correct corrections) was used. The weights of the edits for weighted Levenshtein distance
were computed using the log of the frequencies of the Norvig corpus. We used the log to
ensure that a 10x more frequent error does not become 10x as cheap, as this would make
infrequent errors too improbable. In order to make the weights inversely proportional to
the frequencies and scale the weights between 0 and 1 with lower weights signifying lower

9This abbreviations lexicon is shared at https://github.com/AnneDirkson/LexNorm

https://github.com/AnneDirkson/LexNorm
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costs for an edit, the following transformation of the log frequencies was used: Weight Edit
Distance = 1

1+log ( f r equenc y) .

Correction candidates Spelling correction methods were first compared using the terms
from the specialized vocabulary for cancer forums (see section 2.3.1) as correction
candidates. This enables us to evaluate the methods independently of the vocabulary
present in the data. Hereafter, we assessed the impact of using correction candidates
from the data itself, since our aim is to develop a method that is independent of manually
compiled lexicons. Numbers, proper nouns, and punctuation are ignored as possible
correction candidates.

We inspected whether restricting the pool of eligible correction candidates based
on their corpus frequency relative to that of the token aids correction. We use relative
corpus frequency thresholds ranging from at least 0 times (no restriction) to 10 times more
frequent than the token. The underlying idea is that the correct word will be used more
often than the incorrect word and by restricting the candidates we prevent implausible but
similar words from hindering correction. This, for instance, prevents mistakes from being
corrected by other similar and roughly equally frequent mistakes. A relative, instead of
absolute, threshold that depends on the frequency of the mistake enables us to also correct
mistakes even if they occur more commonly (e.g., misspellings of a complex medication
name). Candidates are considered in order of frequency. Of the candidates with the
highest similarity score, the first is selected.

We tried two different approaches to further improve correction by altering the pool of
correction candidates. Firstly, we tested whether prior lemmatization of the spelling errors
with or without prior lemmatization of the correction candidates could improve spelling
correction. Secondly, we investigated the effect of imposing an additional syntactic
restriction on the correction candidates, namely only allowing those with the same Part-
of-Speech tag at least once in the data or the same surrounding POS tags to the left and
right (i.e., the POS context) at least once in the data. McNemar tests were used to test
whether the predictions of various correction methods are significantly different. In all
follow-up experiments, correction candidates were derived from the respective data set
and constrained by the optimal relative corpus frequency threshold.

Improving the baseline method For the best baseline method with data-driven
candidates, we explored whether the context of the token could aid the correction further
using (1) language models of the forum itself or (2) publicly available distributed and
sequential language models of health-related social media data. This last category
includes the distributed word2vec (dim= 400) and sequential trigram language models
developed by Sarker and Gonzalez [263] and the distributed word2vec (dim = 200)
HealthVec model developed by Miftahutdinov et al. [207]. The models by Sarker and
Gonzalez [263] are based on around 1 billion Twitter posts derived from user timelines
where at least 1 medication is mentioned. A smaller version of this language model is used
in the current state-of-the-art normalization pipeline for general social media [261].10

The HealthVec model is based on the Health Dataset consisting of around 2.5 million

10Language models can be obtained from: https://data.mendeley.com/datasets/dwr4xn8kcv/3

 https://data.mendeley.com/datasets/dwr4xn8kcv/3
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user comments from six web resources: WebMD, Askapatient, patient.info, Dailystrength,
drugs.com, and product reviews from the Amazon Dataset.11 Besides employing these
language models, we explored whether adding double Metaphone phonetic similarity
[233] improves correction. Phonetic similarity is a measure of how phonetically similar
an error is to the potential correction candidate.

The best baseline method was combined with these similarity measures (i.e., phonetic
similarity or the similarity based on a language model) in a weighted manner with weights
ranging from 0 to 1 with steps of 0.1. The inverse weight was assigned to the baseline
similarity measure. For all language models, if the word was not in the vocabulary, then
the model similarity was set to 0, essentially rendering the language model irrelevant in
these cases. To investigate the impact of adding these contextual measures, Pearson’s r is
used to calculate the correlation between the correction accuracy and the assigned weight.

Correcting Concatenation Errors If a word is not in the Aspell dictionary12, but is also
not a spelling mistake, our method checks if it needs to be split into two words. It is split
only if it can be split into two words of at least 3 letters which both occur more in the
corpus more frequently than the relative corpus frequency boundary. For each possible
split, the frequency of the least frequent word is considered. The most plausible split is
the one for which this lower frequency is the highest (i.e., the least frequent word occurs
the most). Words containing numbers (e.g., 3months) are the exception: they are split so
that the number forms a separate word.

Spelling mistake detection We manually constructed a decision process, inspired by
the work by Beeksma et al. [25], for detecting spelling mistakes (See Figure 2.7). The
optimal relative corpus frequency threshold determined for spelling correction in our
earlier experiments is adopted. On top of this threshold, the decision process uses the
similarity of the best candidate to the token to identify mistakes. If there is no similar
enough correction candidate available, then the word is more likely to be a unique
domain-specific term we do not wish to correct than a mistake. The minimum similarity
threshold is optimized with a 10-fold cross validation grid search from 0.40 to 0.80 (steps of
0.02). The loss function used to tune the parameters was the F0.5 score, which places more
weight on precision than the F1 score. We believe it is more important to not alter correct
terms than to retrieve incorrect ones. Candidates are considered in order of frequency. Of
the candidates with the highest similarity score, the first is selected. The error detection
automatically labels numbers, punctuation, proper nouns, and words present in the
Aspell dictionary as correct. We used the word list 60 version of the Aspell dictionary, as is
recommended for spelling correction. To verify that medication names were not being
classified as proper nouns and thereby excluded from spelling correction, we checked
the part-of-speech tags of the most common medication for GIST patients (gleevec) and
two of its common misspellings (gleevic and gleevac). For gleevec, 81.4% of the mentions
were classified as nouns (NN). The next two largest categories were adjectives (JJ) (7.2%),
plural nouns (NNS) (4.7%) and verbs (VB) (3.9%). The remaining 2.8% were divided over
10 POS-tags (ranging from 0.6% to 0.0005%). Most importantly, none were classified as

11Available at: http://jmcauley.ucsd.edu/data/amazon
12Available at: http://Aspell.net/

http://jmcauley.ucsd.edu/data/amazon
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proper nouns (NNP or NNPS). Similarly, gleevic and gleevac were labeled as nouns (NN)
78.1% and 83.9% of the time and neither was ever labelled as a proper noun. For gleevic,
the remaining cases were divided amongst plural nouns (11.4%), adjectives (8.3%) and
verbs (2.2%). For gleevac, the remainder was divided between verbs (11.9%) and adjectives
(4.2%).

We compared our optimized decision process with and without concatenation error
detection (see Section 2.3.2) with error detection using two commonly used dictionaries,
CELEX [46] and Aspell, with Microsoft Word and with TISC, another data-driven detection
method [248]. Significance was calculated with McNemar tests. Any mistakes overlapping
between the training and test set were not included in the evaluation.

Impact of the corpus size on detection To measure the influence of the size of the
corpus on spelling mistake detection, we varied the size of the corpus from which
correction candidates are derived. The token frequencies of errors and candidates were
both calculated using this corpus. Therefore, the frequencies of mistakes and potential
corrections would vary and we could estimate for each corpus size how much the error
detection in 1000 posts would change. We used Jaccard similarity to measure the overlap
between the error predictions of each possible combination of two different corpus sizes.

As our relative corpus frequency threshold is a minimal threshold, bigger corpora
and thus larger differences between the token frequency of the error and that of the
correct variant would not pose a problem. Consequently, we randomly selected posts to
artificially downsize our two cancer forums exponentially. We used sizes ranging from
1000 posts to all forum posts. The 1000 posts for which errors were detected were always
included in the corpus. For the GIST forum, we used the 1000 annotated posts.

Impact of the degree of noisiness of the data To investigate the impact of the level of
noise in the data on spelling correction and detection, we simulated data sets with varying
proportions of misspellings. As our method was designed on data with few errors (< 1%
in our sample), this will help us to understand to what extent our method can generalize
to more noisy user-generated data. We generated artificial data by altering the number of
misspellings in two cancer-related fora.

In line with the work by Niu et al. [218], we generated artificial noise typical of social
media text by (i) deleting a single letter, (ii) doubling a letter and (iii) swapping two
adjacent letters. Niu et al. [218] also added hashtags to words, but as this is only relevant
for Twitter we omit this transformation. Words are randomly selected based on a pre-
determined probability of occurrence (1,2,3,4,8 and 16%). Which letter is removed or
swapped in the word is dependent on the normalized likelihood of a deletion or swap
occurring in real-word data. We use the normalized log frequencies of the Norvig corpus
[219]. Additionally, the log frequencies were normalized per word to sum to 1. Which letter
is doubled is randomly selected, as frequencies for such operations are not available. We
evaluated the spelling correction and detection for each forum with the average of three
runs of 1000 randomly selected posts with 3 different seeds.

Effect on OOV rate The percentage of out-of-vocabulary (OOV) terms is used as an
estimation of the quality of the data: less OOV-terms and thus more in-vocabulary (IV)
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terms are a proxy for cleaner data. As the correction candidates are derived from the data
itself, one must note that words that are not part of Aspell may also be transformed from
IV to OOV. OOV analysis was done manually.

External validation To evaluate the impact of lexical normalization as a preprocessing
step on the performance of separate downstream tasks, we perform extrinsic evaluation
of our pipeline by running six text classification experiments. We obtained six publicly
available health-related Twitter data sets ranging in size from 588 to 16,141 posts (see Table
2.3). As can be seen in Table 2.3, the data sets also have varying degrees of imbalance. It is
not uncommon for social media data sets to be highly imbalanced and thus we investigate
whether the impact of spelling correction is influenced by imbalance. The data sets were
retrieved from the data repository of Dredze13 and the shared tasks of Social Media Mining
for Health Applications (SMM4H) workshop 2019.14

Text classification was performed before and after normalization using default sklearn
classifiers: Stochastic Gradient Descent (SGD), Multinomial Naive Bayes (MNB) and
Linear Support Vector Machines (SVC). Unigrams were used as features. A 10-fold cross-
validation was used to determine the quality of the classifiers and a paired t-test was
applied to determine significance of the absolute difference. Only the best performing
classifier is reported per data set. For the shared tasks of the SMM4H workshop, only the
training data was used.

Table 2.3: Six classification data sets of health-related Twitter data. *SMM4H: Social Media Mining for Health
Applications workshop

Data set Task Size Positive Class
Task 1 SMM4H 2019* Presence adverse drug reac-

tion
16,141 8.7%

Task 4 SMM4H 2019* Flu vaccine Personal health mention of flu
vaccination

6,738 28.3%

Flu Vaccination Tweets [141] Relevance to flu vaccination 3,798 26.4%
Twitter Health [231] Relevance to health 2,598 40.1%
Task4 SMM4H 2019* Flu infection Personal health mention of

having flu
1,034 54.4%

Zika Conspiracy Tweets [91] Contains pseudo-scientific in-
formation

588 25.9%

To evaluate our method on generic social media text, we used the test set of the
ACL W-NUT 2015 task [19]. The test set consists of 1967 tweets with 2024 one-to-one,
704 one-to-many, and 10 many-to-one mappings. We did not need to use the training
data, as our method is unsupervised. We omitted the expansion of contractions from our
normalization pipeline for the W-NUT task, because expanding contractions was not part
of the goals of the task. Error analysis was done manually on the 100 most frequent errors.

13http://www.cs.jhu.edu/~mdredze/data/
14https://healthlanguageprocessing.org/smm4h/challenge/

http://www.cs.jhu.edu/~mdredze/data/
https://healthlanguageprocessing.org/smm4h/challenge/
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2.4. RESULTS
In this section, we will report the distribution of spelling errors in our corpus (2.4.1), the
evaluation of spelling correction (2.4.2) and detection methods (2.4.3) on our spelling
corpus and the impact of corpus size (2.4.4) and the level of noise in the corpus (2.4.5)
on the efficacy of our method. Hereafter, we assess the impact of our method on the OOV
rate in two cancer-related fora (2.4.6) and on classification accuracy of six health-related
Twitter benchmarks (2.4.7). We also evaluate the performance of our method on the W-
NUT shared task for generic social media normalization (2.4.7).

2.4.1. ERROR DISTRIBUTION
Spelling errors can be divided into non-word errors (i.e., errors that are not valid words)
and real-word errors (i.e., errors that result in another valid word) [164]. Incorrect
concatenations and splits can be either. For example, ‘scan’ to ‘scant’ is a real word error
whereas ‘side effects’ to ‘sideeffects’ is a non-word error. We focus on correcting non-word
errors, as we are not interesting in correcting syntactic or semantic errors [164].

Nonetheless, we investigate the prevalence of these error types in the data to gain
insight into which types of errors are made in medical social media text. As can be seen
in Table 2.4, our corpus of 1000 medical posts from the GIST forum mainly contains
non-word errors. Moreover, non-word errors contain the highest percentage of medical
misspellings (47.7%). Comparatively, only 20% of real word errors are medical terms. Most
posts do not contain any errors (see Figure 2.2), but for those that do, there was in most
cases only one error per post.

Table 2.4: Error distribution in 1000 GIST posts

Error type Non-word Incorrect splits Incorrect concatenations Real word

Amount 109 17 24 30
Non-Medical/Medical 57/52 25/5 14/3 18/6
Percentage of tokens 0.32% 0.05% 0.07% 0.09%
Example mistake gleevac gall bladder sideeffects scant
Example correction gleevec gallbladder side effects scan

2.4.2. SPELLING CORRECTION
The normalization step prior to spelling correction (see Figure 2.1) corrected 12 of the
99 spelling errors, such as ‘feelin’ to ‘feeling’. These errors are all on the fuzzy boundary
between spelling errors and slang. Thus, spelling correction experiments were performed
with the remaining annotated 87 spelling errors.

The state-of-the-art method for generic social media by Sarker [261] performs poorly
for medical social media: it corrects only 19.3% of the mistakes (see Table 2.5). In
fact, it performed significantly worse (p < 0.0001) than all edit distance based methods.
Computationally, it is also much slower (see Table 2.6). A second established data-
driven approach, TISC [248], performed even more poorly (14.8%). TISC was also
significantly worse than all edit-based methods (p < 0.0001). Relative weighted edit
distance performed the best with an accuracy of 68.2%. The theoretical upper bound
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Figure 2.2: Distribution of non-word and real word errors across posts in the GIST forum.

for accuracy was 92.0%, because not all corrections occur in the specialized dictionary.
Examples of corrections can be seen in Table 2.7.

Table 2.5: Correction accuracy using a specialized vocabulary. AE: absolute edit distance. RE: relative edit
distance. WAE: weighted absolute edit distance. WRE: weighted relative edit distance. *Only the best corpus
frequency threshold is reported

Source of candidates Ceiling AE RE WAE WRE Sarker TISC

Specialized vocabulary 92.0% 58.0% 64.7% 63.3% 68.2% 19.3% 14.8%
GIST forum text* 97.6% 73.9% 73.9% 70.4% 72.7% 44.3% -

Table 2.6: Mean computation time over 5 runs

AE RE WAE WRE Sarker

13.36 ms 14.04 ms 29.45 ms 32.00 ms 904.33 ms

However, when using candidates derived from the data itself, unweighted absolute
and relative edit distance perform the best. Relative edit distance accurately corrects
73.9% of all mistakes at a relative corpus frequency threshold (θ) of 9, while absolute
edit distance does so at a θ of 2 to 5 (See Table 2.5 and Figure 2.3). A θ of 9 means that
candidates are only considered plausible if they occur 9 times more frequently than the
spelling error. We elect to use relative edit distance, because it is more fine-grained than
absolute edit distance, especially for short words. Using data-driven candidates increases
the theoretical upper bound from 90.2% to 97.6%. This showcases the limitations of using
dictionaries for correction.

Nonetheless, simply using all words from the data as possible candidates (i.e., a
corpus frequency threshold of 0) for every spelling error results in a very low correction
accuracy (see Figure 2.3). However, imposing the restriction that the corpus frequency of
a viable correction candidate must be at least double (2x) that of the mistake, significantly
improves correction (p < 0.0001) for all correction methods. In that case, for a mistake
occurring 10 times, only words occurring at least 20 times are considered. Thus, the
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Table 2.7: Corrections by different methods with candidates from a specialized vocabulary. *Gleevec and Sutent
are important medications for GIST patients.

Mistake Correction AE RE WAE WRE Sarker TISC

gleevac gleevec* gleevec gleevec gleevec gleevec colonic gleevac
stomack stomach stomach stomach smack stomach smack smack
ovari ovary ovary ovary ovary ovary ova atari
sutant sutent* mutant mutant sutent sutent mutant dunant
mestastis metastasis miscasts metastasis metastasis metastasis miscasts mestastis

assumption that corrections are more common than mistakes appears to hold true.
However, at any threshold all edit distance based methods still significantly (p < 0.001)
outperform the state-of-the-art method [261], in line with previous results (Table 2.5).
Examples of corrections with data-driven candidates are reported in Table 2.8.
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Figure 2.3: Correction accuracy of unique mistakes using correction candidates from the data at various
minimum relative corpus frequency thresholds. Dotted line indicates the best correction accuracy using
dictionary-derived candidates.

Table 2.8: Corrections by different methods with data-driven candidates. AE: absolute edit distance. RE: relative
edit distance. WAE: weighted absolute edit distance. WRE: weighted relative edit distance.

Mistake Correction AE RE WAE WRE Sarker

gleevac gleevec gleevec gleevec gleevec gleevec gleevec
stomack stomach stomach stomach stomach stomach stuck
ovari ovary ovary ovary ovary ovary ovarian
sutant sutent sutent sutent sutent sutent mutant
mestastis metastasis metastis metastis metastis metastis metastis

The accuracy of the best baseline method, namely relative edit distance with a θ of 9,
is unaffected by prior lemmatization of the spelling errors (see Table 2.9). It thus appears
that if prior lemmatization can correct the error, our method automatically does so. In
contrast, additional lemmatization of their corrections and of the correction candidates
significantly reduces accuracy (p = 0.021 and p = 0.011) compared to omitting prior
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lemmatization. Thus, lemmatization of the data or candidates prior to spelling correction
is not recommended.

NoLemmatization LemmatizedInput + LemmatizedOutput + LemmatizedCandidates

73.6% 73.6% 64.7% 67.0%

Table 2.9: Effect of lemmatization of the errors (LemmatizedInput), their corrections (LemmatizedOutput) and
correction candidates (LemmatizedCandidates) on spelling correction accuracy using RE (θ= 9)

Adding weighted phonetic similarity Previous research has shown that when users are
faced with the task of writing an unfamiliar, complex word like a drug name, they tend
to revert to phonetic spelling [235]. Therefore, we investigate whether adding a weighted
phonetic component may improve correction. This is not the case: The weight assigned to
phonetic similarity has a strong negative correlation (-0.92) with the correction accuracy
(p < 0.0001) (see Figure 2.4). This suggests that such phonetic errors are already captured
by our frequency-based method.
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Figure 2.4: Correction accuracy with additional weighted double Metaphone phonetic similarity. Dotted line
indicates the best accuracy with relative edit distance alone.

Adding weighted contextual similarity Previous work has indicated that the context of
spelling mistakes might be helpful to improve spelling correction [110]. Since domain-
specific resources are scarce, one potential approach is to use the contextual information
present in the corpus itself. Based on work by Beeksma et al. [25], we tried to use the Part-
of-Speech (POS) tag of the error or the POS tags of its neighbors to constraint correction
candidates. However, as can be seen in Figure 2.5, adding these constraints reduces
correction accuracy, although not significantly. Aside from some additional errors, using
POS context as a constraint results in identical errors as enforcing a similar POS tag for
potential correction candidates, regardless of whether NLTK or Spacy is used.

As many modern methods use language models to aid spelling correction [261], we
also examine whether we can leverage contextual information by using language models
of the corpus itself to improve correction accuracy. For both Word2vec and FastText
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(a) NLTK POS tags
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(b) Spacy POS tags

Figure 2.5: Correction accuracy of spelling mistakes with additional POS tag filters. Dotted lines indicate the best
accuracy with relative edit distance alone.

distributed models of the data, we find that the higher the weight assigned to the language
model similarity, the more the accuracy drops. This inverse correlation is significant and
almost equal to -1 for all dimensionalities (p < 0.000001) (see Figure 2.6a and 2.6b). Our
data is possibly too sparse to place contextual constraints on the correction candidates
or to employ language model similarity in this manner. It is also too small for building a
sequential trigram model [327].

Alternatively, we can employ more generic language models based on medical social
media, but not specific to a particular disease domain. We find that a distributed language
model based on a collection of health-related tweets, the DIEGO Drug chatter corpus
[263], does not manage to improve correction accuracy (see Figure 2.6c). Nevertheless,
a sequential trigram model based on this same Twitter corpus does improve correction
accuracy with 2.2% point to 76.1% at a weight of 0.6 (see Figure 2.6c). The weight assigned
to the probability of a trigram with the correction in place of the error is positively
correlated (r = 0.58) with the correction accuracy. However, the HealthVec distributed
language model can improve the correction accuracy up to 79.5% at a weight of 0.6
(see Figure 2.6d). Overall, its assigned weight is also positively correlated (r = 0.63)
with the correction accuracy. Table 2.10 shows that adding the HealthVec model mostly
improves accuracy for non-medical errors (e.g., ‘explane’) and for medical errors for which
it is difficult to determine whether they should be singular or plural (e.g., ‘ovarie and
surgerys’). One medical term (i.e., ‘surgerys’) is no longer corrected accurately. We opt
to employ this weighted method due to its higher overall accuracy, but one could opt to
not include the HealthVec model depending on the importance of non-medical terms for
the downstream task.

2.4.3. SPELLING MISTAKE DETECTION
A grid search results in an optimal similarity score threshold of 0.76. As higher similarity
scores indicate that tokens are more dissimilar, this means that if the best correction
candidate has a higher similarity score than this threshold, the token is not corrected (see
Figure 2.7). This combination attains the maximum F0.5 score for 8 of 10 folds. For the
other two folds, 0.74 was optimal. See Figure 2.7 for the tuned decision process. On the
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(a)
Word2Vec distributed language model
trained on the GIST forum data
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(b)
Fasttext language model
trained on the GIST forum data
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(c)
Language models trained on
the DIEGO Drug chatter corpus
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(d)
Distributed Word2vec (dim= 200) model
(HealthVec) trained on Health Dataset

Figure 2.6: Correction accuracy of spelling mistakes with additional weighted language model (LM) similarity.
Weight of the LM similarity is the inverse of the weight of the relative edit distance. Dotted line indicates the best
accuracy with relative edit distance alone.

Table 2.10: Changes in corrections when HealthVec is added (weight = 0.6) to the relative edit distance (weight =
0.4) with θ = 9. LM = language model.

Error Correct word Correction
Without LM With LM

Improved

alse else false else
lm im am im
esle else resolve else
explane explain explained explain
ovarie ovary ovary ovaries
surgerys surgeries surgeries surgery

Missed surgerys surgery surgery surgury
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test set, our method attains a significantly higher precision (p < 0.0001) and F0.5 score
(p < 0.0001) than all other detection methods (see Table 2.11). Our method does attain a
slightly lower recall than dictionary-based methods, although its recall is very high at 0.91.
Adding concatenation correction to our method improves recall and precision by 0.05 and
0.01, respectively. See Table 2.12 for some examples of errors made by our decision process
and the corrections our method will output.

Although the recall of generic dictionaries is maximal at 1.0, their precision is low
(0.11 and 0.26). Both are logical: The high recall is a result of dictionary-based methods
classifying all terms not included in the dictionary as mistakes, which will include all
non-word errors, whereas the low precision is a result of the misclassification of correct
domain-specific terms that are not included in the dictionary. Aspell outperforms
CELEX due to its higher coverage of relevant words such as ‘oncologist’, ‘metastases’ and
‘facebook’. Microsoft Word and TISC perform the worst overall: their precision is low but
they also have a lower recall than both dictionary-based methods and our method.

TOKEN 

Is the token part of 

ASPELL? 

Do not correct

no 

yes Is there a candidate with:

   9x corpus frequency 

                          of the token 

                                     0.76 SimilarityScore* 

Correct 

≤

 

≤ 

 

yes

no

Figure 2.7: Decision process. *SimilarityScore = 0.6 * LM similarity + 0.4 * RE

Table 2.11: Results for mistake detection methods on the test set

Method Mistakes found Recall Precision F0.5 F1

CELEX 395 1.0 0.11 0.13 0.20
Aspell dictionary 163 1.0 0.26 0.31 0.42
TISC 270 0.74 0.12 0.14 0.21
Microsoft word 395 0.88 0.10 0.12 0.18
Our method (RE = 0.76) 90 0.91 0.46 0.51 0.61
Our method (RE= 0.76) + ConcatCorrection 92 0.96 0.47 0.52 0.63

2.4.4. IMPACT OF CORPUS SIZE
Despite the fact that a relative corpus frequency threshold is more robust to different
corpus sizes than an absolute one, it is likely that the ratio between tokens and their
corrections will vary if the corpus size becomes smaller. Thus, we investigated to what
extent the multiplication factor of 9 would be robust to such ratio changes.
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Table 2.12: Examples of false positives and negatives of our error detection method.

Mistakes (their corrections with our method)

False positives intolerances
(intolerant)

resected
(removed)

reflux
(really)

condroma
(syndrome)

False negatives istological
(histological)

vechile
(vehicle)

Figure 2.8 shows that our threshold is highly robust to corpus size with maximal
Jaccard similarity (1.0) for all comparisons. Figure 2.9 demonstrates this with an example
of one common (‘gleevac’) and one uncommon misspelling (‘gllevec’) for the medication
Gleevec. The corpus frequency for each misspelling relative to the corpus size is shown
with unbroken lines. The minimum corpus frequency threshold for correction candidates
of each misspelling is indicated with dotted lines of the same color for the range of corpus
sizes. Irrespective of the corpus size, the correct variant ‘gleevec’ (the purple line) remains
above the minimum corpus frequency (i.e., the dotted lines) for the complete range of
corpus sizes.
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Figure 2.8: Stability of error detection in 1000 posts with varying corpus size

2.4.5. IMPACT OF THE DEGREE OF NOISINESS OF THE DATA
As our method was designed on data with few errors (< 1% in our sample), we investigate
to what extent our method can generalize to more noisy user-generated data using
simulated data sets with varying proportions of misspellings. As can be seen in Figure
2.10a and 2.10b, correction accuracy is either stable or increases when the level of noise
increases from 1 to 8%, whereas it appears to diminish at a noise level of 16%. As
relative Levenshtein distance does not depend on the noise in the corpus, this possibly
indicates that at 16% noise the corpus is affected to the degree that the frequency of correct
counterparts of errors often drops below the θ of 9 times the frequency of the error. This
is not surprising: due to the equal probability that each word has of being transformed
into a mistake, increasingly more words necessary for correction are transformed into
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Figure 2.9: Corpus frequency of one uncommon and one common misspelling of the medication Gleevec in the
GIST forum with increasing corpus size. The dotted line indicates the corpus frequency threshold for correction
candidates for each misspelling.

errors. However, no conclusions can be drawn about the exact turning point, as we did
not measure the impact of noise levels between 8 and 16%. If necessary, re-tuning of the
threshold on a more noisy corpus may resolve this issue.

Except for errors due to doubling of letters, the absolute correction accuracy is far
lower than on our real-world data set (79.5%). We believe there may be two reasons for
this: firstly, users are more likely to misspell medical terms than other words [352] and thus
this random distribution is unrealistic. Such medical terms are likely to be longer than the
average word in social media text. Indeed, we find that in our real-world sample of 1000
posts from the GIST forum the 109 non-word errors are significantly longer than average
(p < 1e−22) according to a Mann Whitney U test: The errors have a mean character length
of 6.8 compared to an overall average of 4.2 characters. Since deletions or swaps in shorter
words lead to more ambiguous words (e.g., ‘the’ to ‘te’) or even other real words (e.g., ‘the’
to ‘he’), this will lower the overall correction accuracy of methods designed to correct non-
word medical errors. The second reason ties into this: these artificial data sets do not
allow for differentiation between real word and non-word errors and thus are not suited to
evaluating absolute non-word error correction. Nonetheless, although absolute accuracy
on synthetic data may thus not be a reliable indicator, the relative accuracy at different
noise levels does provide a good indication for the impact of the level of noise in the data
on the efficacy of our method.

Regarding the detection of errors, recall appears to drop as the level of noise increases
for swaps and deletions and remains roughly constant for errors due to doubling of
characters (i.e., doubles) (see Figure 2.10c and 2.10d). In contrast, precision increases
with increasing noise for swaps and doubles and remains mostly stable for deletions
(see Figure 2.10e and 2.10f). These results may indicate that the relative frequency
ratios of false positives to their predicted corrections are more frequently close to the
detection threshold (θ) of 9 than those of true positives. As an artificial increase in noise
by a certain percentage (e.g., 4%) will cause the frequency of correct words to drop by
approximately that percentage due to random chance selection of words to transform
into errors, increasing noise will lead to a slight drop in the ratio between a token and its
predicted correction. If the ratio was far larger than 9, this does not alter the outcome.
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(a)
GIST forum

Correction accuracy
(b)

Reddit forum
Correction accuracy

(c)
GIST forum

Recall for error detection
(d)

Reddit forum
Recall for error detection

(e)
GIST forum

Precision for error detection
(f)

Reddit forum
Precision for error detection

Figure 2.10: Impact of degree of noisiness of the data (1,2,4,8 and 16% noise) on the detection (c-f) and correction
accuracy (a-b) of three types of spelling errors (deletions of a single letter, doubling of a single letter and swaps
of adjacent letters) in two cancer-related forums. The lines indicate the mean result while the band indicates the
variance in results over three runs.
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However, if the ratio was only slightly above 9, then it is liable to dropping below the
detection threshold when the noise is increased. In that case, the token will no longer
be marked as an error. Thus, if false positives more frequently have ratios slightly above 9
than true positives do, this could explain the increase in precision.

To investigate this idea, we consider swaps in the GIST forum at different levels of
noise. It appears that indeed false positives have a higher % of ratios between 9 and 10
than true mistakes at lower noise levels (2,4 and 8%) across all random seeds. This flips for
16%: false positives now have a lower percentage of ratios liable to dropping below the θ

of 9 than true positives. Thus, possibly false positives that were ‘at risk’ for dropping below
the required θ have done so. This increased precision does come at a cost: some errors
will also have ratios close to 9 leading to a drop in recall with increasing noise levels.

Due to the presence of common errors, the impact of noise might be less pronounced
for real data. Although the artificial data does contain common errors (e.g., ‘wtih’ (218x)),
their frequency depends on the frequency of the word of origin (e.g., ‘with’ (9635x))
because each word has an equal, random probability of being altered. Consequently,
their ratio will be much higher and they will be easier to detect than real common errors.
Moreover, absolute precision and recall on synthetic data may not be transferable. Overall
relative trends, however, do provide an first indication for the generalisability of our
method to noisier data sets. Further experimentation with noisier, annotated real world
data will be necessary to assess the true effect of noise on our error detection.

For both error correction and detection, results are consistent across the two forums
and variance of the results is low except at tail end (16%). This can be explained by
the random assignment of transformations for each run: depending on which words are
randomly transformed in a certain run, the frequency of certain correct words may either
fall below the θ of 9 or not.

2.4.6. EFFECT ON OOV RATE

The reduction in out-of-vocabulary (OOV) terms is higher for the GIST (0.64%) than for
the Reddit forum (0.36%) (See Figure 2.11b). As expected, it appears that in-vocabulary
terms are occasionally replaced with out-of-vocabulary terms, as the percentage of altered
words is higher than the reduction in OOV (0.72% vs 0.64% for the GIST and 0.50% vs 0.36%
for the Reddit forum). The vast majority of the posts do not contain any mistakes and of
the posts with mistakes, the majority have only one (see Figure 2.11a). Thus, it appears
that the spelling mistakes are not caused by a select group of individuals that are poor at
spelling, but by various forum users making the occasional mistake.

Interestingly, the prior OOV count of the GIST forum is more than double that of the
sub-reddit on cancer. This could be explained by the more specific nature of the forum:
it may contain more words that are excluded from the dictionary, despite the fact that
the dictionary is tailored to the cancer domain. This again underscores the limitations of
dictionary-based methods.

Many of the most frequent corrections made in the GIST forum are medical terms
(e.g., gleevec, oncologists, tumors). Similarly, the most frequent mistakes found in this
forum are common misspellings of medical terms (e.g., gleevac and gleevic) (see Figure
2.12a). It appears that for common medical corrections, there are often various less
commonly occurring misspellings per term since their misspelt equivalents do not show
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up amongst the most common mistakes. We also found that our method normalizes
variants of medical terms to the more prevalent one (e.g., reoccurrence to recurrence).
Thus, although the overall reduction in OOV-terms may seem minor, our approach
appears to target medical concepts, which are highly relevant for knowledge extraction
tasks. In addition, our method incorrectly alters plural to singular variants (e.g., gists to
gist), probably due to their higher prevalence in the data. Additionally, due to the addition
of the distributed language model, prevalent terms can be replaced by their synonyms as
‘corrections’ (e.g., resected to removed). Fortunately, the resulting information loss will be
minimal for medical downstream tasks.

In the sub-reddit on cancer, frequent corrections include medical terms (e.g.,
chemotherapy, medication and hospital), normalization from plural to singular (e.g., wifes
to wife) but also both incorrect alterations of slang (e.g., gon to got) and of medical terms
(e.g., immunotherapy) (see Figure 2.12b). Additionally, the change from didn to did is
problematic due to the loss of the negation. Our method thus appears to work less well for
more general fora.

Nonetheless, when we consider the 50 most frequent remaining OOV terms, only
a small proportion of them are non-word spelling errors, although slang words could
arguably also be part of this category (see Table 2.13 for examples). A significant portion
consists of real words not present in the specialized dictionary. Importantly, also some
drug names and medical slang (e.g., ‘scanxiety’ or anxiety about being scanned) are
considered OOV. Since they can be essential for downstream tasks, it is promising that
they have not been altered by our method.
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(a) Distribution of found mistakes across posts
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(b) Change in out-of-vocabulary terms

Figure 2.11: Internal validation on two cancer forums

2.4.7. EXTERNAL VALIDATION
As can be seen in Table 2.14, normalization leads to a significant change in the F1 score
for two of the six classification tasks (p = 0.0096 and p = 0.0044). For the Twitter Health
corpus, this change is mostly likely driven by a significant increase in recall (p = 0.0040),
whereas for the detection of flu infection tweets (Task4 SMM4H2019) it is the precision
that is increased significantly (p = 0.0064). In general, these changes are of the same order
of magnitude as those made by the normalization pipeline of Sarker [261]. Although the
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(a) GIST forum
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(b) Reddit forum on cancer

Figure 2.12: Most frequent mistakes and corrections in two cancer forums

Table 2.13: Manual error analysis of 50 most frequent OOV terms after spelling detection

GIST Example Reddit Example

Real word 33 unpredictable, internet 42 misdiagnosed, website
Spelling mistake 5 side-effects, wildtype, copay 2 side-effects, inpatient
Abbreviation 2 mos, wk 3 aka
Slang 6 scanxiety, gister 1 rad
Drug name 2 stivarga, mastinib 1 ativan
Not English 2 que, moi -
TOTAL 50 50

overall classification accuracy on Task 1 of the SMM4H workshop is low, this is in line with
the low F1 score (0.522) of the best performing system on a comparable task in 2018 [335].

Especially the expansion of contractions and the splitting of hash tags (e.g., ‘#flushot’
to ’#flu shot’) appear to impact the classification outcome. In contrast, neither the goal
of the task, the relative amount of corrections nor the initial result seem to correlate with
the change in F1 score. The lack of a correlation between the amount of alterations and
the change in F1 score may be explained by the weak reliance of classification tasks on
individual terms. Unlike in Sarker [261], the improvements also do not seem to increase
with the size of the data. This is logical, as we do not rely on training data. The imbalance
of the data may be associated with the change in accuracy to some extent: the two most
balanced data sets show the largest increase (see Table 2.3). Further experiments would
be necessary to elucidate if this is truly the case.

On generic social media text, our method performs only slightly worse than the state-
of-the-art methods (see Table 2.15). We did not need to use the training data, as our
method is unsupervised. For comparison, our method attains a F1 of 0.726, a precision
of 0.728, and a recall of 0.726 on the W-NUT training data.

Error analysis reveals that 46 of the 100 most frequent remaining errors are words
that should not have been altered according to the W-NUT annotation (see Table 2.16).
Yet, in fact, these words are often slang that our method expanded correctly (e.g., info to
information). It is thus debatable whether these are errors. Of the remainder, 33 are either
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Table 2.14: Mean classification accuracy before and after normalization for six health-related classification tasks.
Only the results for the best performing classifier per data set are reported. ∗∗ indicates p<0.005; ∗ indicates
p<0.01; † indicates absolute change

F1 Recall Precision

Data set Words
altered

Pre ∆ † Pre ∆ † Pre ∆ †

Task1 SMM4H 2019 1.53% 0.410 -0.0007 0.373 +0.014 0.470 -0.025
Task4 SMM4H 2019
Flu Vaccination

0.50% 0.780 +0.006 0.834 +0.008 0.733 +0.005

Flu Vaccination Tweets 0.50% 0.939 +0.002 0.935 +0.004 0.943 +0.0004
Twitter Health 0.71% 0.702 +0.016* 0.657 +0.028* 0.756 -0.0009
Task4 SMM4H 2019
Flu Infection

0.57% 0.784 +0.012** 0.842 +0.013 0.735 +0.019**

Zika Conspiracy 0.36% 0.822 -0.005 0.817 +0.012 0.835 -0.021

uncorrected abbreviations or slang terms. This may partially be explained by the fact that
the slang usage of medical forum users differs from the general Twitter population. Lastly,
16 of these 100 can be considered non-word errors that were missed by our method and
another 4 are errors that were correctly detected but corrected inaccurately.

F1 Precision Recall
MoNoise [318] 0.864 0.934 0.803
Sarker’s method [261] 0.836 0.880 0.796
IHS_RD [292] 0.827 0.847 0.808
USZEGED [31] 0.805 0.861 0.756
BEKLI [24] 0.757 0.774 0.742
LYSGROUP [89] 0.531 0.459 0.630
Our method 0.743 0.734 0.753

Table 2.15: Results for unconstrained systems of ACL W-NUT 2015

2.5. DISCUSSION
The state-of-the-art normalization method for generic social media [261] performs poorly
for medical social media with a spelling correction accuracy of only 19.3%. It is
significantly outperformed by all edit-based methods regardless of whether the correction
candidates are derived from a specialized vocabulary or the data itself. The highest
correction accuracy (73.9%) is attained by unweighted relative edit distance combined
with the constraint that correction candidates need to be at least 9 times more frequent
than the error. This accuracy is further increased by 5.6% point to 79.5% when it is
combined with model similarity based on the HealthVec language model. Our preceding
decision process is capable of identifying mistakes for subsequent correction with a F0.5 of
0.52 and a significantly higher precision than all other methods while retaining a very high
recall of 0.96. Additionally, it is almost completely independent of the size of the corpus
for the two cancer-related forums, which is promising for its usage in other even smaller,
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Table 2.16: Manual analysis of 100 most frequent errors in W-NUT. *also considered non-word mistakes

Type of error Freq. Example Our correction W-NUT annotation

Should not have been altered 46 info, kinda information, kind of info, kinda
Abbreviation not or
incorrectly expanded

19 smh smh shaking my head

Uncorrected slang 14 esp esp especially
Missed concatenation error* 6 incase incase in case
Missed apostrophe* 5 youre youre you’re
Wrong correction 4 u your your
Missed split mistake* 3 i g g y i g g y iggy
Missed non-word spelling
mistake

2 limites limites limits

American English 1 realise realize realise
TOTAL 100

domain-specific data sets. Our method can also function well for more noisy corpora up
to a noise level of 8% (i.e., 1 error in every 12.5 words).

In the two cancer forums that we used for evaluation, the spelling correction reduces
OOV-terms by 0.64% point and 0.36% point. Although the reduction may seem minor,
relevant medical terms appear to be targeted and, additionally, many of the remaining
OOV-terms are not spelling errors but rather real words, slang, names, and abbreviations.
Furthermore, our method was designed to be conservative and to focus on precision to
mitigate one of the major challenges of correcting errors in domain-specific data: the loss
of information due to the ‘correction’ of correct domain-specific terms.

Our method also significantly improves the classification accuracy on two tasks,
although the absolute change is marginal. On the one hand, this could be because
classification tasks do not rely strongly on individual terms. On the other hand, it may
be explained by our use of only unigrams as features. Feature extraction would likely also
benefit from normalization and could possibly increase performance differences. Further
experimentation is required to further assess the full effect of lexical normalization in
downstream tasks.

As named entity recognition (NER) tasks rely more strongly on individual terms, we
speculate that our method will have a larger impact on such tasks. Unfortunately, NER
benchmarks for health-related social media are limited. We have investigated three
relevant NER tasks that were publicly available: CADEC [151], ADRMiner [217], and
the ADR extraction task of the SMM4H 2019. For all three tasks, extracted concepts
could be matched exactly to the forum posts, thus negating the potential benefit of
normalization. The exact matching can perhaps be explained by the fact that data
collection and extraction from noisy text sources such as social media typically rely on
keyword-based searching [264].

Our study has a number of limitations. Firstly, the use of OOV-terms as a proxy for
the quality of the data relies heavily on the vocabulary that is chosen and, moreover, does
not allow for differentiation between correct and incorrect substitutions. Secondly, our
method is currently targeted specifically at correcting non-word errors and is therefore
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unable to correct real word errors. Thirdly, the evaluation data set for developing our
method is small: a larger evaluation data set would allow for more rigorous testing.
Nonetheless, as far as we are aware, our corpora are the first for evaluating mistake
detection and correction in a medical patient forum. We welcome comparable data
sets sourced from various patient communities for further refinement and testing of our
method.

2.6. CONCLUSIONS AND FUTURE WORK
To what extent can corpus-driven spelling correction reduce the out-of-vocabulary rate in
medical social media text? Our corpus-driven spelling correction reduces the OOV rate
by 0.64% point and 0.36% point in the two cancer-related medical forums we used for
evaluation. More importantly, relevant medical terms appear to be targeted.

To what extent can corpus-driven spelling correction improve accuracy of health-related
classification tasks with social media text? Our corpus-driven method could significantly
improve the classification accuracy on two of the six tasks. This is driven by a significant
increase in precision for one and by a significant increase in recall for the second.

In conclusion, our data-driven, unsupervised spelling correction method can improve
the quality of text data from medical forum posts. We have demonstrated the success of
our method on data from two cancer-related forums. The automatic spelling corrections
significantly improve the F1 score for two of the six external classification tasks that involve
medical social media data. Our method can also be useful for user-generated content
in other highly specific and noisy domains, which contain many OOV terms compared
to available dictionaries. Future work will include extending the pipeline with modules
for named entity recognition, automated relation annotation and concept normalization.
Another possible avenue for future work could be to determine whether a word is or is
not from the domain at hand (the medical domain in our case) prior to normalization and
apply different normalization techniques in either case. Furthermore, despite a lack of
domain-specific, noisy corpora for training character-level language models, it would be
interesting to investigate to what extent our spelling correction can improve classification
accuracy using character-level language models pretrained on other source domains.
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Edited from: Anne Dirkson, Suzan Verberne & Wessel Kraaij (2019), Narrative Detection in
Online Patient Communities. Proceedings of Text2Story — Second Workshop on Narrative
Extraction From Texts co-located with 41th European Conference on Information
Retrieval (ECIR 2019). 21-28.

In this chapter, we discuss the extraction of messages containing the experiences of patients
(hereafter called narratives) from patient fora. This subset will also include messages in
which patients share their experiences with adverse drug events and may thereby aid in
their extraction.

Prior to this study, the systematic detection and analysis of patient narratives was limited to
a single study in which lower-cased words were used to identify narratives. In contrast, here
we examine whether psycho-linguistic features or document embeddings could aid their
identification. We also investigate which features distinguish narratives from other social
media posts. Moreover, this study is the first to automatically identify the topics discussed in
narratives on a patient forum.

We find that for the identification of patient narratives, character 3-grams outperform
psycho-linguistic features and document embeddings. Additionally, we find that narratives
are characterized by the use of past tense, health-related words and first-person pronouns,
whereas non-narrative text is associated with the future tense, emotional support words
and second-person pronouns. Topic analysis of the patient narratives uncovered fourteen
different medical topics, ranging from tumor surgery to side effects. Future work will use
these methods to extract experiential patient knowledge from social media.
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3.1. INTRODUCTION
Nowadays, online patient forums are the main medium by which patients exchange their
narratives. These narratives mainly recount their own experiences with their condition.
As such, they contain experiential knowledge [38], defined as the knowledge that patients
gain from their own experiences. In recent years, such experiential knowledge has
increasingly been recognized as valuable and complementary to empirical knowledge
[50]. Consequently, more health-related applications are making use of patient forum
data, for instance to track public health trends [267] and to detect adverse drug events
[266]. Experiential knowledge is also valuable for patients themselves: patients indicate
that they strongly rely on experiences and information provided on patient forums [277].
This is especially true for patients with a rare disease, for which medical professionals
often lack expertise and the number of studies is limited [15].

To understand the experiential knowledge on patient forums, forum posts that contain
narratives must first be identified. As of yet, research into systematically distinguishing
patient narratives on patient forums is limited to a single study on Dutch forum data
[328], which uses words as only features. We expand upon this work using a different
data set by examining whether document embeddings and psycho-linguistic features can
improve the identification of patient narratives. We expect so, because these aggregated
features are less dependent on individual terms, which may overlap significantly between
narratives and factual statements about the same topic. Secondly, we explore how
narratives differ from other types of posts by studying which features are influential in
identifying narratives and which posts are classified incorrectly. Thirdly, we analyze how
prevalent narratives are on a cancer patient forum and which topics these narratives
discuss.

3.2. RELATED WORK
Narratives on patient forums have mainly been studied qualitatively (e.g., [325]). The
automatic identification of narratives on a patient forum is limited to the study by
Verberne et al. [328] on a Dutch cancer forum. They identified narratives with a F1 of 0.911
using only the lower-cased words of the posts as features. They also found that various
linguistic factors (1st person singular, 3rd person and negations) and psychological
processes (social processes and religion) were correlated with the presence of narratives.
These psycho-linguistic features were measured using the Linguistic Inquiry and Word
Count (LIWC) method [297].

Additionally, research into self-reported adverse drug events (ADE) has led to the
development of classifiers for differentiating between factual statements of ADE and
personal experiences of ADE on social media [33, 217, 262]. However, these classifiers
are highly specific and thus not suitable for identifying patient narratives in general.

Another closely related field is the classification of personal health mentions on
social media, i.e., posts that mention a person who is affected as well as their specific
condition, such as: ‘my granddad has Alzheimer’s’. Presently, only two studies have
investigated this task. The first by Lamb et al. [169] focused on separating flu awareness
from actual flu reports on social media. More recently, Karisani and Agichtein [152]
introduced WESPAD, a classifier for personal health mentions, which attains state-of-the-
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art performance for seven different health domains including stroke, depression, and flu
infection. Nonetheless, a personal health mention alone is not sufficient to consider the
post a narrative, and thus these classifiers are also inadequate for our purpose.

3.3. METHODS

3.3.1. DATA
Our data consists of an open, international Facebook forum for patients with
Gastrointestinal Stromal Tumor (GIST)1. It is moderated by GIST Support International
and consists of 36,722 posts with a median length of 20 tokens.

3.3.2. PREPROCESSING
The data was lower-cased and tokenized with NLTK. Due to the noisy nature of user-
generated content, especially in the spelling of medical terms, we applied a tailored
preprocessing pipeline2 to our data. Firstly, an existing normalization pipeline for
social media3 [261] was used to normalize tokens to American English and to expand
generic abbreviations used on social media. Hereafter, domain-specific abbreviations
were expanded with a lexicon of 42 non-ambiguous abbreviations, generated based on
1000 posts and annotated by a domain expert and the first author. Spelling mistakes
were detected using a combination of relative frequency and edit distance to possible
candidates and corrected using weighted Levenshtein distance. Correction candidates
were derived from the corpus itself. Drug names were normalized using the RxNorm
database [314]. Non-English posts were removed using langid [190]. Punctuation was
removed, but stop words were not, as we expect function words to play a role in the
expression of narratives.

3.3.3. SUPERVISED CLASSIFICATION
Manual annotation of example data We randomly selected 1050 posts for annotation.
The annotators were asked to indicate per message whether it contains a personal
experience. They were not provided with its context. Personal experiences did not need
to be about the author but could be about someone else. This definition was based on
earlier work by Verberne et al. [328] and van Uden-Kraan et al. [324]. The first 50 posts
were annotated individually by the first author and another PhD student to improve the
annotation guidelines.4 The remaining 1000 posts were divided equally into six sets of 200
posts, with 40 posts (20%) overlapping between all sets. The overlap was used to calculate
the pairwise Cohen’s kappa. There were seven annotators in total: six PhD students and
one GIST patient. Each sample was assigned to an annotator, apart from one sample
which was divided between two PhD students. To be able to include the overlapping
sample in the classification, we opted to use the annotations of the GIST patient for these
40 posts.5

1https://www.facebook.com/groups/gistsupport/
2The preprocessing scripts can be found at: https://github.com/AnneDirkson/LexNorm
3https://bitbucket.org/asarker/simplenormalizerscripts
4The annotation guidelines can be found at: https://github.com/AnneDirkson/NarrativeFilter
5The annotated data is available upon request in order to protect the privacy of the patients

https://www.facebook.com/groups/gistsupport/
https://github.com/AnneDirkson/LexNorm
https://bitbucket.org/asarker/simplenormalizerscripts
https://github.com/AnneDirkson/NarrativeFilter
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Feature sets Four feature sets were derived from the text data: word unigrams, character
n-grams (using the CountVectorizer function in sklearn), psycho-linguistic features, and
document embeddings. For both word unigrams and character n-grams, we investigated
whether TF-IDF weighting would improve performance compared to raw counts.
Additionally, we explored whether stemming or lemmatizing the data prior to extracting
the unigrams could improve performance. Psycho-linguistic features were based on the
LIWC 2015 [297]. Punctuation categories were discarded, resulting in 82 LIWC features
in total. LIWC is a well-known method for investigating psychological processes in text
and includes both linguistic (e.g., first-person pronouns) and psychological categories
(e.g., positive emotions). The last feature set consisted of document embeddings: a
doc2vec model [172] was trained on the labeled training data for each fold in the cross-
validation. We combine a distributed memory model with a distributed bag of words
model, as recommended by Le and Mikolov [172]. We also attempted to train document
embeddings first on the unsupervised data and then retrain on the supervised data, but
this led to nonsensical classification features.

Supervised classification algorithms Classifiers were evaluated separately for each
feature set. We ignored all posts that had been left empty by the annotator (the
annotator chose neither yes nor no): three posts were ignored for this reason. For
word unigrams, character n-grams, and psycho-linguistic features, we compared four
sklearn classification algorithms: Multinomial Naive Bayes (MNB), linear Support Vector
Classification (LinearSVC), Stochastic Gradient Descent (SGD) with log loss, and K Nearest
Neighbors (KNN). These were chosen according to the following criteria: (1) known to
perform well on text data, (2) recommended for small data sets, and (3) able to calculate
probabilistic outcomes. The latter enabled us to use probabilistic ensembles. The doc2vec
representations combined with Logistic Regression were used as classifier in itself: the
document representations were tagged with the labels of the training data. This model was
then used to derive vector representations for new documents. To test if a combination of
feature types could improve performance, we evaluated soft voting (argmax of the sums
of the predicted probabilities) of the best individual classifiers for the best performing
variants of each feature set. Significance testing was done with pair-wise t-tests.

To evaluate the performance, the average F1 score of a 10-fold cross validation was
used. For each run, hyper-parameters were tuned for that specific training set using
a 10-fold grid search on the training data. The tuning grids were based on sklearn
documentation: C from 10-3 to 103 (steps of x10) for LinearSVC and Logistic Regression;
number of neighbors from 3 to 11 (steps of 2) for KNN; and max iterations from 2 to 2048
(steps of x2) and alpha from 10-8 to 10-2 (steps of x10) for SGD. The dimensionality of the
document vectors was tuned on a grid of 100 to 400 (steps of 100).

3.3.4. TOPIC MODELING OF THE WHOLE DATA SET
To label the remaining data, the best performing classifier was used with the hyper-
parameter settings that were optimal in the majority of the training sets. To investigate
which topics are discussed in the patient narratives, we used topic modeling with non-
Negative Matrix Factorization of the TF-IDF weighted tokens without stopwords. Topic
coherence, measured using TC-W2V [223], was used to select the number of topics. Topic
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labels were assigned manually by exploring the words with the highest weights and the
top-ranked (i.e., most relevant) messages per topic.

3.4. RESULTS

3.4.1. ANNOTATED DATA
The data was slightly imbalanced, with 37.7% of the posts containing a narrative, resulting
in a majority baseline of roughly 0.62. The inter-annotator agreement was substantial
(κ= 0.69).

3.4.2. CLASSIFIER EVALUATION
A Linear SVC on character 3-grams achieves the highest F1 score (Table 3.1), although
character 4-grams (p = 0.526), stemmed unigrams (p = 0.930) and lemmatized unigrams
(p = 0.587) do not perform significantly worse. Character 5- and 6- grams also do not
perform worse overall (p = 0.122 and p = 0.169), but their recall is significantly lower
(p = 0.023 and p = 0.029). The classifiers for the best performing document embeddings
(DBOW+DM) and psycho-linguistic features, however, are significantly worse overall than
character 3-grams (p = 0.0055 and p = 0.026 respectively). Employing TF-IDF weighting
does not aid any of the unigram or character n-gram features. Additionally, neither
feature selection (F1=0.761) nor word boundaries (F1=0.796) improve the performance of
character 3-grams. Using a range of character n-grams, namely 3-to-4 (F1=0.814), 3-to-5
(F1=0.814), or 3-to-6 (F1=0.812), also does not boost performance.

Ensemble classification did not perform better than character 3-grams alone (see
Table 3.2). Nevertheless, an ensemble of all four feature types is significantly more
precise than all other classifiers (p = 0.0048 compared to the second best). To further
explore why ensemble classification does not manage to improve overall performance, we
investigated the predictions of individual classifiers. As can be seen in Table 3.3, there is a
high degree of overlap between the predictions based on character 3-grams and the other
feature sets (88.3%, 83.8% and 84.4% respectively). Consequently, the vast majority of the
predictions cannot be improved by complementing character 3-grams with these feature
sets. Interestingly, 4.7% of the posts are misclassified by all feature sets. Considering
the non-overlapping predictions, the percentage of correct predictions was higher for
character 3-grams than for either document embeddings or psycho-linguistic features
in a pairwise comparison. Thus, it appears that adding these features would be more
detrimental than beneficial to narrative classification.

3.4.3. INFLUENTIAL FEATURES
Narratives are typically distinguished by terms relating to the past tense (was, had,
years), health (imatinib, tumor, surgeri) and first-person narrative (my, i) (see Figure 3.1).
This is corroborated by the character 3-grams, psycho-linguistic features and document
embeddings. Some of the important terms for non-narrative texts are also health-related
(patients, gist) and first-person narrative (we, us), which showcases the difficulty of the
task at hand. In general, non-narrative texts seem to focus more on emotional support
(prayer, share, may), second-person narrative (you, your) and the future (may, will). The
psycho-linguistic features additionally reveal that narratives contain more mentions of
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Table 3.1: Mean test score (10-fold CV) for best classifiers per feature set

Feature set Size Classifier F1 R P

Unigrams
Original 4,078 SGD 0.795 ± 0.025 0.788 ± 0.074 0.811 ± 0.055
Stemmed 3,205 SGD 0.814 ± 0.031 0.793 ± 0.047 0.840 ± 0.049
Lemmatised 3,777 SGD 0.808 ± 0.039 0.810 ± 0.059 0.813 ± 0.070
3-grams 5,086 SVC 0.815 ± 0.035 0.844 ± 0.047 0.793 ± 0.058

Character 4-grams 16,496 SVC 0.811 ± 0.027 0.827 ± 0.068 0.844 ± 0.029
n-grams 5-grams 36,349 SGD/SVC 0.796 ± 0.023 0.784 ± 0.059 0.817 ± 0.069

6-grams 60,443 SGD 0.793 ± 0.040 0.797 ± 0.042 0.795 ± 0.079
LIWC 82 SVC 0.773 ± 0.031 0.805 ± 0.044 0.752 ± 0.077

Doc2vec
DBOW 400 LogReg 0.737 ± 0.029 0.751 ± 0.056 0.735 ± 0.066
DM 400 LogReg 0.762 ± 0.039 0.749 ± 0.062 0.785 ± 0.070
DM+DBOW 800 LogReg 0.77 ± 0.037 0.803 ± 0.064 0.749 ± 0.055

Table 3.2: Mean test score (10-fold CV) for ensemble classification. * DM+DBOW variant.

Feature sets F1 R P
3-grams + LIWC + Doc2vec* + Stemmed
Unigrams

0.770 ± 0.029 0.703 ± 0.065 0.859 ± 0.053

3-grams + LIWC + Doc2vec* 0.795 ± 0.037 0.772 ± 0.072 0.829 ± 0.065
3-grams + LIWC 0.706 ± 0.032 0.624 ± 0.059 0.828 ± 0.073
3-grams + Doc2vec* 0.755 ± 0.048 0.735 ± 0.089 0.786 ± 0.040

causality and negative emotions. In contrast, non-narrative texts seem to contain more
positive emotions. Lastly, as predicted, function words appear important for classifying
narratives in social media, and it is thus advisable to not remove stopwords.

3.4.4. ERROR ANALYSIS FOR THE BEST PERFORMING CLASSIFIER

Error analysis reveals that a significant proportion of the errors is due to incorrect
annotation: 36.9% of the false positives and 36.2% of the false negatives were labeled
incorrectly (see Table 3.4). Specifically, annotators have difficulty correctly labeling
discussions about personal medical facts or side effects as narratives (e.g ‘i have been on
imatinib 5 months and lost 1/3 of my hair’). Conversely, annotators may incorrectly judge
posts that give emotional support, external information or advice to be narratives while
they are not (e.g., ‘i may be wrong but total gastrectomy sounds very extreme for two small
gist’).

The incorrect labeling may have impacted the automated classification such that
these categories are also more difficult for the computer to distinguish. The classifier
does, however, appear to outperform human judgment and to some extent ‘correct’ their
mistakes. In fact, its performance may be underestimated by the metrics based on these
incorrect labels. Other types of posts that appears challenging for the computer are
posts that lack context or contain questions. The former are often answers to unknown
questions posed earlier in the thread.
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Table 3.3: Comparison of predictions of classifiers for different feature sets. * DM+DBOW variant.

Both Difference
Compared to Correct(%) Incorrect(%) In Favor of In Favor of

3-grams(%) Other Method(%)
Character LIWC 75.0 8.8 8.4 7.7
3-grams Doc2Vec* 74.8 9.6 8.6 6.9
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Figure 3.1: The 20 most influential features in individual classifiers. In (b) underscores represent spaces.

3.4.5. FREQUENCY AND CONTENT OF PATIENT NARRATIVES

Automated narrative detection in unsupervised data The percentage of narratives in
the unlabeled data is 37.0 %, which is comparable to the annotated sample. This results
in a total of 13.436 posts for topic modeling.6

6The code for unsupervised narrative filtering is shared at: https://github.com/AnneDirkson/
NarrativeFilter

https://github.com/AnneDirkson/NarrativeFilter
https://github.com/AnneDirkson/NarrativeFilter
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Table 3.4: Error analysis for best classifier (character 3-gram classification of narratives)

False positives False negatives
Reasons for misclassification Frequency Reasons for misclassification Frequency
Mislabeling 24 Mislabeling 17
Emotional support/thanks 15 Unknown 12
Information/advice 13 Lack of context 7
Lack of context 7 Question 5
Question 4 Non-medical narratives 3
Unknown 1 Hypothetical 1
Empty post 1 Empty post 2
TOTAL 65 TOTAL 47

Topic modeling The TC-W2V metric [223] identifies the optimal number of topics to be
fourteen. The resulting topics relate to different aspects of the medical process for GIST
patients (see Table 3.5). Note that imatinib is the most commonly used medication.

3.5. DISCUSSION
The detection of narratives was most optimal when using character 3-grams. Their
strength is in their ability to cluster relevant word types based on suffixes and prefixes.
This is especially relevant in the medical domain, e.g., all cancer medication for GIST ends
in ‘nib’. In contrast, psycho-linguistic features appear to suffer from oversimplification,
because they aggregate words that define different classes into one category e.g., we
and my into the umbrella category of first person pronouns (see Figure 3.1). The use
of document embeddings may have been hampered by the small size of the data. An
alternative explanation could be that incorrect labeling impacts these features more
strongly than word-based features.

Narratives could be differentiated most strongly by their use of past tense, first-person
narrative and health-related words. The first two are in line with linguistic definition of
a narrative. The stronger focus on health, however, may indicate that patients prefer to
share their own health experiences than health information from external sources.

Annotating narratives appears a challenging task, despite providing annotators with a
guideline based on previous work [328] and validated through initial annotation by two
annotators. This is underscored by our inter-annotator agreement (κ = 0.69) which was
comparable to that of Verberne et al. [328] (κ = 0.71). Our classifier performed less well
that their system (F1 = 0.91), which may be explained by their larger sample of annotated
data (2.051 posts).

Inevitably, our results depend on the choice of what constitutes a narrative and how
the annotators interpret this definition. It appears that especially the line between a
medical fact about oneself and a medical experience is fuzzy for annotators. Future
studies could perhaps use this knowledge to develop clearer guidelines.
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Table 3.5: Most important topics discussed in patient forum narratives. Topic labels were assigned manually. *A
type of cancer medication

Topic labels Top 10 words Top-ranked post for the topic
Tumor location tumor stomach removed liver

small cm mitotic metastases
rate intestine

“i only had one tumor on my
stomach”

(Emotional) Coping take get time doctor like also
know imatinib* day would

“i completely understand i
started 400 imatinib after
surgery in and have lots of bad
days [...]”

Duration of Treatment years imatinib* almost ago 10
taking two still 11 12

“about 1 and 1/2 years”

Types of Scans scan ct pet results next today
last showed week cat

“oops one is a ct scan and one
is a pet scan”

Diagnosis of GIST gist diagnosed cancer special-
ist oncologist husband anyone
ago surgeon found

“that was my gist”

Other Medication sunitinib* regorafenib* so-
rafenib* imatinib* working 37
exon nilotinib* trial stopped
drug

“i have this on sunitinib”

Side Effects side effects imatinib* effect
different fatigue eyes bad
400mg time

“and no side-effects”

Tumor Surgery surgery remove since weeks
first post surgeon second
shrink done

“just had surgery”

Absence of Tumor Re-
currence

disease evidence still years to-
day post since resection year
far

“no evidence of disease no
evidence of disease”

Recurrence of Work,
Medication or Tumor

back came come hair go went
weeks took coming lost

“i started imatinib after i went
back to work”

Emotional support good luck news best far hope
bad goes well keep pretty

“all my best and good luck”

Dosage of Medication mg 400 800 imatinib* 600 take
day taking since started

“11 years of imatinib since
2003 at 600 mg and since
november 2009 at 800 mg [...]”

Timing of Scans months every scans three ct six
year two first month

“my doctor said 3 years”

Ingesting imatinib one year last took imatinib*
day another old got time

“take imatinib”



3.6. CONCLUSION
For the detection of patient narratives on social media, psycho-linguistic features and
document embeddings are outperformed by character 3-grams. These narratives are
associated with the past tense, health and first-person pronouns, whereas non-narrative
text is associated with the future tense, emotional support and second-person pronouns.
The patient narratives could be subdivided into discussions of fourteen different medical
topics, ranging from surgery to side effects. Future work will develop automated methods
for the extraction of patient knowledge from the narratives.
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Edited from: Anne Dirkson, Suzan Verberne & Wessel Kraaij (2020). Conversation-aware
Filtering from Online Patient Forums. Proceedings of the Fifth Social Media Mining for
Health Applications (SMM4H) Workshop @ COLING.

In this chapter, we explore the benefit of exploiting conversational context for filtering posts
relevant to a specific medical topic, such as adverse drug events. The filtering of relevant
posts from a larger corpus is a commonly used first step towards knowledge extraction from
social media.

Previous approaches to NLP tasks on online patient forums have been limited to single posts
as units, thereby neglecting the overarching conversational structure. Here, we experiment
with two approaches to add conversational context to the state-of-the-art BERT model: a
sequential CRF layer and manually engineered features.

Although neither approach can outperform the F1 score of the baseline, we find that adding
a sequential layer improves precision for all target classes, whereas adding a non-sequential
layer with manually engineered features leads to a higher recall for two out of three target
classes. Thus, depending on the end goal, conversation-aware modeling may be beneficial
for identifying relevant messages. We hope our findings encourage other researchers in this
domain to move beyond studying messages in isolation towards more discourse-based data
collection and classification.
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4.1. INTRODUCTION
In the past decade, social media has emerged as a source of valuable knowledge in
the health domain [116], for instance during the COVID-19 pandemic [159, 269]. In
order to use social media to answer a medical question, it is necessary to identify posts
on the forum that are relevant to the question at hand e.g., posts mentioning adverse
drug events (ADEs) [183], personal experiences [87], medication abuse [267] or medical
misinformation [158]. This filtering step is often the first step of the analysis pipeline. In
this chapter, we will refer to this specific type of filtering as relevance classification.

Previous automatic methods for medical relevance classification generally consider
posts as units without context, thereby ignoring any information that can be gained from
the conversational context. One example of such an approach is the recent shared task on
ADE relevance classification [337]. Yet, including the conversational context may prove
beneficial to relevance classification, as responses in a thread often relate to previous
responses. For example, responses to a question or comment about a specific side effect
are likely to also concern this side effect. To test this hypothesis, we investigate how
positive labels are distributed across and within conversational threads.

At present, only one study into medical relevance classification has included some
engineered features to capture aspects of the conversational structure [158]. However, as
this study includes only two discourse-based features, the effect of including manually
engineered features that capture conversational structure is still largely unknown for
relevance classification tasks.

Furthermore, including the relation between posts on a discourse level may also be
able to improve classifier performance. Each post serves a conversational function in
a dialogue, e.g., a question, explanation or statement [14]. These functions are called
dialogue acts [288]. We have not found any study that included dialogue acts as features
for medical relevance classification.

As an alternative to using manually engineered features, conversational threads can
also be modeled with a sequential model. This has proven beneficial in other fields such
as rumor classification in social media discussions [354]. As of yet, the use of sequential
models for medical relevance classification has also not been explored.

We address the following research questions in this chapter:

RQ1 To what extent can the addition of a sequential model on top of state-of-the-art non-
sequential models improve medical relevance classification of social media data?

RQ2 To what extent can the addition of manually engineered features for conversational
structure and discourse improve medical relevance classification?

We use two different data sets for answering our questions. In our current research, we
are particularly interested in discovering ADEs in online discussions. We have collected
and annotated a data set about this topic. Since this data set is new, no other results have
been published for it. We therefore use one other data set for evaluating our methods:
the medical misinformation data set by Kinsora et al. [158]. We use a BERT-based model
as baseline. BERT models constitute the current state of the art for most NLP tasks [84]
including ADE relevance classification [337].
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In the following section, we will elaborate on related work. Hereafter, we describe our
methodology and data in Section 4.3 and 4.4 respectively. Finally, we present and discuss
our results in Section 4.5 and 4.6.

4.2. RELATED WORK
The use of conversational structure for improving the performance of classifiers of social
media posts is prevalent in the field of rumor classification [354] and related fields like
disagreement detection [254]. Conversational structure has previously been exploited
through (a) manually engineered features or (b) sequential classifiers.

The most commonly employed engineered features to model the conversational
structure are the similarity to the previous message and to the thread in general [354].
In addition to these features, the current state-of-the-art model on a leading shared task
for rumor stance classification (RumourEval-2019) uses the label of the previous message
and the distance to the start of the thread [181]. In the health domain, the only study that
employs manually engineered features for conversational structure is Kinsora et al. [158].
Specifically, they use the running count of positive labels and the distance to the previous
positive label. In this study, we will employ the above features as well as expand upon
them with additional discourse-related features.

Other studies have used sequential classifiers to model the discursive nature of
social media, although according to Zubiaga et al. [354] this is “still in its infancy” (p.
276). Their comparison of various classifiers for rumor stance classification revealed
that sequential classifiers outperform non-sequential classifiers overall. This is probably
due to their ability to leverage information about sequential structure and preceding
labels. Furthermore, Zubiaga et al. [354] found that sequential classifiers did not benefit
from contextual features representing thread context (e.g., similarity to the source tweet)
whereas non-sequential classifiers did. They speculate that sequential classifiers take the
surrounding context into account implicitly. To see if this also holds true for relevance
classification in medical social media, we will compare the addition of conversation-
aware features to both sequential and non-sequential models.

4.3. METHODS

4.3.1. MODELS
CRF As a sequential model we use Conditional Random Fields (CRF). We train the
models using the implementation in sklearn-crfsuite. L1 and L2 regularization parameters
were tuned for each fold.

Linear SVM As a non-sequential counterpart, we use the sklearn implementation of
Linear Support Vector Machines. The hyper-parameter C is tuned per fold with a grid
of 10-3 to 103 in steps of ×10.

DistilBERT As BERT model, we opt for DistilBERT (distilbert-base-uncased), which is
a lighter, more computationally efficient variant of BERT [260]. We use the Huggingface
implementation [339] with the wrapper ktrain [195] to train our models. The initialization
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seed is set to 1. We use the default learning rate of 5×10−5 and tune the number of epochs
(3 or 4) per fold.

Ensemble models To investigate the benefit of adding a sequential model on top of the
DistilBERT model, we experiment with a blending-based ensemble method: we input the
raw confidence scores from DistilBERT for each label as features in a CRF model (i.e.,
CRF + BERTpred). We create an equivalent non-sequential baseline by using the same
approach with an SVM (i.e., SVM + BERTpred).

4.3.2. FEATURE ANALYSIS
To explore the benefit of manually engineered features that capture thread context, we
use step-wise greedy forward feature selection using the features in Table 4.1. For each
step-wise iteration, we select the best feature to add to the model until the F1 score
no longer improves. We use 10-fold cross-validation in which for each fold features are
selected on the development data (10%) and tested on a held-out test set (10%). For a
fair comparison, we keep the folds and hyper-parameters the same as for the respective
base model. Since the label distribution features could leak information, we omit these
gold annotated features for evaluation. Instead, we perform an initial run without these
features and use the resulting predictions to calculate them for the final evaluation.

4.3.3. MODEL COMPARISON
We used 10-fold cross-validation in all experiments. Instead of splitting per message, we
split on whole discussion threads to ensure possible dependencies between posts do not
bias the outcome. Statistical comparisons of model performance are done using Wilcoxon
signed rank tests across the 10 folds. To avoid the multiple testing problem, we only
compare the three best models, namely those with the highest F1 score, precision, and
recall, with the BERT baseline.

4.4. DATA
Data collection At present, there is only one publicly available medical relevance clas-
sification data set that includes the conversational structure: the Medical Misinformation
Data set [158]. It is based on MedHelp data and annotated for the presence of misinfor-
mation. We collected a second data set from a Facebook group of Gastrointestinal Stromal
Tumor (GIST) patients. We selected 527 discussions based on their likelihood to contain
an ADE: We selected the threads that contained (1) at least one drug name according to
a match with RxNorm [314] and (2) a high percentage of posts in which authors shared
experiences. The latter criterion was included since sharing that you had an ADE is an
example of experience sharing. To estimate this, we used the classifier described in Chap-
ter 3. According to our classifier, at least 80% of the posts within each selected thread is a
personal experience. Due to privacy issues and ownership of the data by the GIST Inter-
national patient organization, we are not able to share this data set at present. See Table
4.2 for more details on the data sets.

1We opt for USE instead of BERT embeddings, as cosine similarity cannot be applied directly to BERT
embeddings
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Feature
type

Name Description Explanation (if applicable)

Local
+Emb Sentence Vectors We use Universal Sentence

Encoder (USE) [57] to en-
code sentences into 512
dimensional vectors based on
pre-trained embeddings so
their cosine similarity (nor-
malized between 0 and 1)
approximates their semantic
similarity.1

+BERTpred distilBERT predictions The raw confidence scores for
each label

Relational
+PrevSim Similarity to previous message Similarity is calculated using

the USE sentence vectors
+ThreadSim Thread similarity Similarity to USE sentence

vector of all other posts in
the thread combined into one
vector

Positional +Dist Absolute distance from start of thread
+PrevLbl Label of previous post We use the true labels for

training and the predicted la-
bels for testing for all label dis-
tribution features.

+CountPos Absolute running count of preceding
positive labels in thread

Label dis-
tribution

+CountNeg Absolute running count of preceding
negative labels in thread

+RelPos Percentage of preceding positive la-
bels

+DistPos Distance from previous positive label
+DistNeg Distance from previous negative label

Discourse
+DA Dialogue act of post Dialogue acts are calculated

using the Dialogue Act
+PrevDA Dialogue act of previous post tagger as trained by Tortoreto

et al. [299]

Table 4.1: Manually engineered features to model conversational structure

Data annotation Following a pilot annotation round, the data was annotated by the
first author and three patients for the presence of ADEs and coping strategies for dealing
with ADEs (hereafter also called: Strategies) using an annotation guideline.2 The pair-
wise inter-annotator agreement was substantial for ADEs (mean κ =0.71) and moderate
for Coping Strategies (mean κ =0.54).

2Available at: https://github.com/AnneDirkson/ConversationAwareFiltering

https://github.com/AnneDirkson/ConversationAwareFiltering
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Data set Target #Posts #Discussions Median
length

% Positive

Medical Misinformation Misinformation 1,566 78 8.0 15.0 %
Dataset [158]

Adverse Drug
4,195 527 6ADE Discussions Event (ADE) 22.9 %

(In-house) & &
Coping Strategies 12.3%

Table 4.2: Statistics on the data sets. The ADE Discussions data set has two target classes.
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Figure 4.1: Distribution of the target class (i.e., positively labeled posts)

4.5. RESULTS

4.5.1. DISTRIBUTION OF THE TARGET CLASS IN THE DISCUSSION THREADS

As visualized in Figure 4.1a, the target class is not distributed equally across the discussion
threads for any of the data sets; There appear to be many threads with few or no target
posts. According to z-tests, the distribution is significantly different from normal. An
inspection of the relative position of target posts within discussion threads reveals that
the target posts also cluster together (see Figure 4.1b). The probability that the post after a
target post is also a target post is 27% for Misinformation and 40% and 34% for ADEs and
Coping Strategies respectively. These probabilities are higher than is to be expected based
on the percentage of positively labeled posts (see Table 4.2). Thus, it appears that the
conversational structure is indeed related to the probability of a post being relevant and
consequently incorporating conversational structure or discourse may be able to improve
the performance of relevance classifiers.

4.5.2. MODEL COMPARISON

The results of model evaluation are presented in Table 4.3. It appears that neither the
addition of a sequential layer nor manual features can improve upon the F1 score of the
BERT model. Misinformation detection appears to be the exception, as any additional
layer, sequential or not, outperforms the BERT baseline model. The highest overall
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Misinformation

F1 P R
BERT 0.366 ± 0.155 0.386 ± 0.154 0.396 ± 0.235

SVM+Emb 0.478 ± 0.083 0.492 ± 0.109 0.482 ± 0.111
+ Features 0.392 ± 0.089 0.457 ± 0.169 0.405 ± 0.156

CRF+Emb 0.424 ± 0.155 0.565 ± 0.148 0.352 ± 0.162
+Features 0.457 ± 0.137 0.557 ± 0.155 0.420 ± 0.167

SVM + BERTpred 0.443 ± 0.078 0.449 ± 0.082 0.479 ± 0.151
+Features 0.454 ± 0.070 0.449 ± 0.081 0.492 ± 0.140

CRF + BERTpred 0.434 ± 0.079 0.453 ± 0.100 0.447 ± 0.138
+Features 0.428 ± 0.078 0.435 ± 0.092 0.446 ± 0.126

ADEs

F1 P R
BERT 0.714 ± 0.034 0.715 ± 0.038 0.718 ± 0.062

SVM+Emb 0.640 ± 0.054 0.673 ± 0.055 0.613 ± 0.069
+Features 0.610 ± 0.068 0.621 ± 0.087 0.624 ± 0.128

CRF+Emb 0.654 ± 0.059 0.710 ± 0.036 0.611 ± 0.086
+Features 0.638 ± 0.067 0.695 ± 0.037 0.601 ± 0.110

SVM + BERTpred 0.714 ± 0.035 0.724 ± 0.043 0.707 ± 0.056
+Features 0.677 ± 0.121 0.673 ± 0.164 0.738 ± 0.103

CRF+ BERTpred 0.714 ± 0.038 0.728* ± 0.040 0.704 ± 0.062
+Features 0.713 ± 0.039 0.726 ± 0.040 0.705 ± 0.060

Strategies

F1 P R
BERT 0.581 ± 0.060 0.622 ± 0.087 0.563± 0.111

SVM+Emb 0.517 ± 0.101 0.660 ± 0.111 0.434 ± 0.111
+Features 0.502 ± 0.108 0.603 ± 0.137 0.453 ± 0.128

CRF+Emb 0.441 ± 0.134 0.597 ± 0.120 0.373 ± 0.151
+Features 0.512 ± 0.106 0.609 ± 0.110 0.462 ± 0.143

SVM+Bertpred 0.578 ± 0.059 0.632 ± 0.091 0.545 ± 0.089
+Features 0.561 ± 0.095 0.601 ± 0.146 0.552 ± 0.087

CRF + BERTpred 0.581 ± 0.065 0.629 ± 0.087 0.558 ± 0.115
+Features 0.573 ± 0.058 0.635 ± 0.090 0.539 ± 0.100

Table 4.3: Evaluation results of mean model performance over 10 folds. Features are selected through step-wise
greedy feature selection. **<0.01 *<0.05



4

68 4. CONVERSATION-AWARE FILTERING OF RELEVANT MESSAGES

performance is attained by an SVM model based on USE sentence vectors (+Emb), which
were specifically designed for representing whole sentences. Perhaps sentence vectors
perform better than BERT embeddings when the BERT model performs poorly (F1= 0.366).
Additional research will be necessary to substantiate this.

Despite a lack of improvement in the F1 score for the detection of ADEs and Strategies,
an additional layer does seem to offer flexibility in tailoring the model towards a higher
recall or precision. On the one hand, recall can be improved for two target classes by
adding a non-sequential SVM layer with manual features to the BERT model. On the other
hand, precision can be improved through the addition of a sequential CRF layer on top of
BERT predictions for all target classes. Adding manually engineered features in addition
to the sequential layer only improves the precision further for the detection of coping
strategies. Our findings are thereby in line with Zubiaga et al. [354]. They speculated
that sequential classifiers may take the surrounding context into account implicitly and
therefore do not benefit from features representing thread context.

The only significant increase according to Wilcoxon signed rank tests is the precision
for ADE detection. This may be related to the high variance between folds. Further
research is necessary to validate these results and advance our understanding of how
conversation-aware modeling can be best be used for relevance classification. We believe
that this first study shows that this is a promising direction.

4.5.3. ANALYSIS OF SELECTED FEATURES

The variation in which features are selected per fold is large. Manual inspection of the
selected features shows that features relating to the distribution of labels in the thread
are chosen most often, especially the running count of negative and positive labels in the
thread (CountNeg, CountPos), and the label of the previous post (PrevLbl) (see Table 4.1).
Features of this type may therefore be the most promising for future work. The number of
features that is chosen is more consistent; On average, 1 or 2 of the 11 features are chosen.

To further explore why certain features are chosen, we compute the correlations
between the target label and the manually engineered features and between the BERT
predictions and the manually engineered features (see Figure 4.2). We find, firstly, that
features relating to the label distribution indeed appear to correlate most strongly with
the ground truth labels. Secondly, the correlation between these features and the BERT
predictions is often equal to or stronger than the respective correlation to the ground
truth. This might indicate that this variance is already captured by the BERT model and
therefore manually engineered features have little to add to the baseline model.

4.6. DISCUSSION
We find that the distribution of target posts across discussion threads is skewed and
that within a conversational thread posts cluster together. Thus, our hypothesis that the
probability of a target post occurring is related to the conversational structure appears
valid.

In answer to RQ1, we find that adding a sequential CRF layer on top of a BERT
model improves precision slightly, although only significantly so for ADE detection. In
answer to RQ2, we find that the addition of manually engineered features representing
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Figure 4.2: Correlation matrix of ground truth labels and BERT predictions with the manually engineered
features. The size and colour of the squares corresponds to the strength of the correlation

thread context often does not aid performance. One consistent exception is when
manually engineered features are combined with a non-sequential SVM layer on top of
a BERT model. This combination can improve recall for all target classes, although not
significantly so. An additional layer on top of a BERT model that is able to capture the
thread context appears to offer flexibility in tailoring the model towards a higher recall or
precision. In future work, we plan to investigate the benefit of including conversational
context for other tasks such as concept normalization of ADEs.

For all data sets included in this study, a preselection of discussion threads was made
prior to annotation to ensure a higher proportion of target posts. We expect that both
sequential models and manually engineered features of thread context may prove more
beneficial when such a preselection does not occur and the target class is even more
imbalanced. Thus, our results may be an underestimation of the benefit of conversational
context for finding ‘needles in the haystack’.

Finally, our findings call into question the practice of splitting data into folds without
taking the discussion context into account. In this study, we split the folds per discussion
thread and we recommend others to consider doing so when dealing with multiple posts
from the same thread, as neglecting to do so when there are dependencies between
posts may bias model performance. This is especially important when threads contain
duplicate posts.





For some minutes it puffed away without speaking, but at
last it unfolded its arms, took the hookah out of its mouth
again, and said, “So you think you’re changed, do you?”
...
“I’m afraid I am, sir,” said Alice; “I can’t remember things as
I used—and I don’t keep the same size for ten minutes
together!"

Lewis Caroll, Alice in Wonderland
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TRANSFER LEARNING FOR ADE

EXTRACTION FROM TWITTER

Edited from: Anne Dirkson & Suzan Verberne (2019), Transfer Learning for Health-related
Twitter Data. Proceedings of the Fourth Social Media Mining for Health Applications
(SMM4H) Workshop & Task. Association for Computational Linguistics. 89-92.

In this chapter, we introduce the use of transfer learning methods for extracting and
normalizing adverse drug events from Twitter data. We also apply transfer learning to the
task of identifying personal health mentions in health-related tweets.

Transfer learning is an umbrella term for methods that re-use a model trained on one
(usually larger) set of data as a starting point for training a model for another task. These
methods are especially promising for domains that suffer from a shortage of annotated data
or resources, such as health-related social media.

This work was done as part of the 2019 Social Media Mining for Health Applications
(SMM4H) Shared Task.
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5.1. INTRODUCTION
Transfer learning is promising for NLP applications, as it enables the use of universal
pre-trained language models (LMs) for domains that suffer from a shortage of annotated
data or resources, such as health-related social media. Universal LMs have recently
achieved state-of-the-art results on a range of NLP tasks, such as classification [137] and
named entity recognition (NER) [3]. For the Shared Task of the 2019 Social Media Mining
for Health Applications (SMM4H) workshop we focused on employing state-of-the-art
transfer learning with universal LMs to investigate its potential in this domain.

5.2. TASK DESCRIPTIONS
The SMM4H shared task consisted of four subtasks:

ADE extraction The purpose of Subtask 1 (S1) is to classify tweets as containing an
adverse drug event (ADE) or not. Subsequently, these ADE mentions are extracted in
Subtask 2 (S2) and normalized to MedDRA concept IDs in Subtask 3 (S3). MedDRA
(Medical Dictionary for Regulatory Activities) is an international, standardized medical
terminology.1

Personal Health Mention Extraction The goal of Subtask 4 (S4) is to identify tweets that
are personal health mentions, i.e., posts that mention a person who is affected as well
as their specific condition [152], as opposed to posts discussing health issues in general.
Generalisability to both future data and different health domains is evaluated by including
data from the same domain collected years after the training data, as well as data from an
entirely different disease domain.

5.3. OUR APPROACH

5.3.1. PREPROCESSING
We preprocessed all Twitter data using the lexical normalization pipeline by Sarker [261].
We also employed an in-house spelling correction method (see Chapter 2). Additionally,
punctuation and non-UTF-8 characters were removed using regular expressions.

5.3.2. ADDITIONAL DATA
Personal Health Mentions For S4, the training data consists of data from one disease
domain, namely influenza, in two contexts: having a flu infection and getting a flu
vaccination. To improve generalisability, we supplemented this data with six labeled data
sets from different disease domains [152]. We refer to this combined data set as S4+. For
each subset, 10% was used for a combined validation set. For fine-tuning the ULMfit
universal language model based on 28,595 Wikipedia articles (Wikitext-103) [200], the
DIEGO Drug Chatter corpus [263] was combined with the data from S1 and S4+ to form
a larger unsupervised corpus of health-related Twitter data (‘TwitterHealth’). For S4, fine-
tuning was also attempted with only the S4+ data.

1https://www.meddra.org/

https://www.meddra.org/
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S1 S2* S3 S4 S4+
Dev - 130 76 - -
Train 14,634 910 1,756 6,996 11,832
Validation 1,626 130 76 777 1,314
Test 5000 1000 1000 ND ND

Table 5.1: Data sets. *Only tweets containing an ADE were used for developing the system. ND: Not disclosed

Concept Normalization The MedDRA concept names and their aliases in both MedDRA
and the Consumer Health Vocabulary2 were used to supplement the data from S3. This
data set is hereafter called S3+.

5.3.3. TEXT CLASSIFICATION (S1 AND S4)
Text classification was performed with fast.ai ULMfit [137]. As recommended, the initial
learning rate (LR) of 0.01 was determined manually by inspecting the log LR compared to
the loss. Default language models were fine-tuned using AWD_LSTM [201] with (1) 1 cycle
(LR = 0.01) for the last layer and then (2) 10 cycles (LR = 0.001) for all layers.

Subsequently, this model is used to train a classifier with F1 as the metric, a dropout
of 0.5 and a momentum of (0.8,0.7), in line with the recommendations. Training is done
with (1) 1 cycle (LR = 0.02) on the last layer; (2) unfreezing of the second-to-last layer; (3)
another cycle running from a 10-fold decrease of the previous LR to this LR divided by 2.64

(as recommended in the fast.ai MOOC).3 This is repeated for the next layer and then for
all layers. The last step consists of multiple cycles until F1 starts to drop.

As an alternative classifier for S1, we used the absence of ADEs (noADE) according to
the Bert embeddings NER method (see below) which was developed for the subsequent
sub-task (S2) and aims to extract these ADE mentions. As a baseline for text classification,
we used a Linear SVC with unigrams as features. The C parameter was tuned with a grid
of 0.0001 to 1000 (steps of x10).

5.3.4. NAMED ENTITY RECOGNITION (S2)
We experimented with different combinations of state-of-the-art Flair embeddings [3],
classical Glove embeddings and Bert embeddings [84] using the Flair package. We used
pretrained Flair embeddings based on a mix of Web data, Wikipedia and subtitles; and
the ‘bert-base-uncased’ variant of Bert embeddings. We also experimented with Flair
embeddings combined with Glove embeddings (dimensionality of 100) based on FastText
embeddings trained on Wikipedia (GloveWiki) or on Twitter data (GloveTwitter). Training
for all embeddings was done with an initial LR of 0.1, batch size of 32, and max epochs set
to 150.

As a baseline for NER, we used a CRF with the default L-BFGS training algorithm with
Elastic Net regularization. As features for the CRF, we used the lower-cased word, its suffix,
the word shape and its POS tag.4

2https://www.nlm.nih.gov/research/umls/sourcereleasedocs/current/CHV/
3https://course.fast.ai/
4https://sklearn-crfsuite.readthedocs.io/en/latest/tutorial.html

https://www.nlm.nih.gov/research/umls/sourcereleasedocs/current/CHV/
https://course.fast.ai/
https://sklearn-crfsuite.readthedocs.io/en/latest/tutorial.html


5

76 5. TRANSFER LEARNING FOR ADE EXTRACTION FROM TWITTER

5.3.5. CONCEPT NORMALIZATION (S3)
Pretrained Glove embeddings were used to train document embeddings on the extracted
ADE entities in the S3 data including or excluding the aliases from CHV (S3+) with
concept IDs as labels. We used the default RNN in Flair with a hidden size of 512. Glove
embeddings (dim = 100) were based on FastText embeddings trained on Wikipedia. Token
embeddings were re-projected (dim = 256) before inputting to the RNN.

5.4. RESULTS

For all four subtasks, our best transfer learning system consistently performs better than
the average over all runs submitted to SMM4H. For classifying ADE mentions, our overall
best performing system is a ULMfit model trained on the TwitterHealth corpus (see Table
5.2). Yet, the highest recall is attained by using the absence of named entities (noADE)
as a classifier. This is in line with our validation results (see Table 5.3). For extracting
ADEs, our best system combines Bert with Flair embeddings without a separate classifier
for sentences containing ADE mentions (see Table 5.4). However, using Bert embeddings
alone with the ULMfit classifier from S1 appears to be more precise. During validation,
we found that a combination of Glove embeddings (based on Twitter or Wikipedia) and
Flair embeddings performed poorly compared to the submitted systems (see Table 5.5).
For mapping the ADEs to MedDRA concepts, we only submitted one system with different
preceding NER models (see Table 5.6), since adding the alias information (S3+) decreased
both precision and recall (see Table 5.7). Our RNN document embeddings with only the
S3 data, however, performed better than average. Lastly, for the classification of personal
health mentions, our best classifier was a ULMfit model fine-tuned on the S4+ data (see
Table 5.8), which outperformed the average result and the ULMfit model trained on the
larger TwitterHealth corpus on all metrics. This system similarly outperformed the other
ULMfit model on the validation data (see Table 5.9).

Method F1 (range) P R
Average* 0.502 (0.331) 0.535 0.505
Run1 ULMfit1 0.533 0.642 0.455
Run2 noADE 0.418 0.284 0.792

Table 5.2: Results for ADE Classification (S1). *over all runs submitted 1TwitterHealth data

Method F1 P R
Baseline: Linear SVC (C=1.0) 0.475 0.526 0.433
ULMfit1 0.574 0.574 0.574
noADE 0.330 0.207 0.823

Table 5.3: Validation results for ADE classification (S1) 1TwitterHealth data
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Relaxed Strict
Method F1 (range) P R F1 (range) P R

Average* 0.538 (0.486) 0.513 0.615 0.317 (0.422) 0.303 0.358
Run1 Bert+Flair+ 0.625 0.555 0.715 0.431 0.381 0.495
Run2 Bert+ 0.622 0.560 0.701 0.427 0.382 0.484
Run3 Bert+ADEClassifier 0.604 0.718 0.521 0.417 0.494 0.360

Table 5.4: Results for ADE Extraction(S2). *over all runs submitted +No separate classifier for sentences
containing ADE

Method Micro-F1 P R
Baseline: CRF 0.235 0.560 0.149
Flair+ GloveWiki 0.596 0.666 0.540
Flair+ GloveTwitter 0.577 0.655 0.515
Bert 0.640 0.699 0.590
Bert+Flair 0.649 0.699 0.606

Table 5.5: Validation results for ADE extraction (S2)

Relaxed Strict
Method F1 (range) P R F1 (range) P R

Average* 0.297 (0.242) 0.291 0.312 0.212 (0.247) 0.205 0.224
Run1+ RNN Docemb. 0.312 0.370 0.270 0.250 0.296 0.216
Run2+ RNN Docemb. 0.303 0.272 0.343 0.244 0.218 0.277
Run3+ RNN Docemb. 0.302 0.267 0.347 0.246 0.218 0.283

Table 5.6: Results for concept normalization (S3). *over all runs submitted +Runs same as S2 prior to concept
normalization

Method F1 P R
RNNDocembeddings with S3 0.623 0.566 0.694
RNNDocembeddings with S3+ 0.253 0.171 0.482

Table 5.7: Validation results for concept normalization (S3)

Method Acc. (range) F1 (range) P R
Average* 0.781 (0.263) 0.701 (0.464) 0.902 0.585

Run1

Domain1 0.869 0.859 0.952 0.781
ULMfit Domain2 0.638 0.419 0.750 0.290
S4+ data Domain3 0.786 0.539 1.000 0.368

Mean 0.793 0.726 0.940 0.591

Run2

Domain1 0.863 0.849 0.969 0.756
ULMfit Domain2 0.609 0.342 0.700 0.226
TwitterHealth data Domain3 0.768 0.480 1.000 0.316

Mean 0.786 0.716 0.928 0.583

Table 5.8: Results for personal health mention classification (S4). *over all runs submitted
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Method F1 P R
Baseline: Linear SVC (C=0.1) 0.615 0.678 0.572
ULMfit with S4+ data 0.712 0.743 0.701
ULMfit with TwitterHealth
data

0.692 0.738 0.676

Table 5.9: Mean validation results for personal health mention classification (S4) averaged over eight data sets of
S4+

5.5. CONCLUSIONS
Transfer learning using default settings offers above average results for various NLP tasks
using health-related Twitter data. More research is necessary to investigate whether state-
of-the-art performance may be possible with further domain-specific adaptation, for
instance by tuning hyper-parameters, training embeddings on medical data or by dealing
with domain-specific vocabulary absent in the language model.
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VULNERABILITIES OF BERT FOR

NAMED ENTITY RECOGNITION

Edited from: Anne Dirkson, Suzan Verberne & Wessel Kraaij (2021). Breaking BERT:
Understanding its Vulnerabilities for Named Entity Recognition through Adversarial
Attack. ArXiv. https://arxiv.org/abs/2109.11308

Both generic and domain-specific BERT models, like BioBERT and SciBERT, are widely used
for natural language processing tasks including Named Entity Recognition (NER). In this
chapter we investigate the vulnerability of BERT models to variation in the input data for
NER using adversarial attack. Adversarial attack is the crafting of changes to the input data
to deliberately try to fool the model.

We found that under these conditions BERT models are vulnerable to words in the local
context of the entity being replaced with synonyms rarely seen during training. This type
of variation resulted in 20.2 to 45.0% of entities being predicted completely wrong and
another 29.3 to 53.3% of entities being predicted wrong partially. Often a single synonym
replacement was sufficient to fool the model. The domain-specific BERT model trained
from scratch (SciBERT) was more vulnerable than the original BERT model or the domain-
specific model that retains the BERT vocabulary (BioBERT). We also found that BERT
models are particularly vulnerable to entities that occur infrequently; BERT models could be
fooled to predict 89.5% to 99.4% of entities wrongly when entities were replaced with more
rare entities of the same type.

Our results chart the vulnerabilities of BERT models for NER and emphasize the importance
of further research into uncovering and reducing these weaknesses.
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6.1. INTRODUCTION
Self-attentive neural models, such as BERT [84], attain a high performance on a wide
range of natural language processing (NLP) tasks. Despite their excellent performance, the
robustness of BERT-based models is contested: Various studies [139, 143, 180, 290, 347]
recently showed that BERT is vulnerable to adversarial attacks. Adversarial attacks are
deliberate attempts to fool the model into giving the incorrect output by providing it with
carefully crafted input samples, also called adversarial examples.

At present, the work on adversarial attack of Named Entity Recognition (NER) models
is limited to a single study: Araujo et al. [11] attack biomedical BERT models by simulating
spelling errors and replacing entities with their synonyms. They find that both attacks
drastically reduce performance of these domain-specific BERT models on medical NER
tasks.

Here, we aim to systematically test the robustness of BERT models for NER under
severe stress conditions in order to investigate which variation in entities and entity
contexts BERT models are most vulnerable to. This will, in turn, further our understanding
of what these models do and do not learn. To do so, we propose two adversarial attack
methods: replacing words in the context of entities with synonyms, and replacing the
entities themselves with others of the same type. In contrast to previous work, the
methods we propose are adaptive and specifically target BERT’s weaknesses: We create
adversarial examples by making the changes to the input that either manage to fool the
model or bring it closest to making a mistake (i.e., lower the prediction score for the correct
output) instead of randomly introducing noise or variation.

We address the following research questions:

1. How vulnerable are BERT models to adversarial attack on general and domain-
specific NER?

2. To what extent is the vulnerability impacted by domain-specific training?

3. To which types of variation are BERT models for NER the most vulnerable?

Designing methods for direct adversarial attack of NER models poses additional
challenges compared to the attack of text classification models as labels are predicted
per word, sentences can contain multiple entities, and entities can contain multiple
words. To ensure that labels remain accurate in our adversarial sentences, we constrain
synonym replacements to non-entity words when altering the context of the entity (i.e.,
an entity context attack) and substitute entities only by entities of the same type when
attacking the entity itself (i.e., an entity attack). In line with previous work [143, 180], we
include a minimal semantic similarity threshold based on the Universal Sentence Encoder
[57] to safeguard semantic consistency. Nonetheless, we acknowledge that for entity
replacement adversarial examples may not be semantically consistent (e.g., if “Japan” is
replaced with “China” in the sentence “Tokyo is the capital of Japan”). Although factually
incorrect, the resulting sentences can be considered utility-preserving i.e., they retain their
usefulness as valid input to the model [293], because BERT models should be able to
identify that the final word in the sentence is a country even if it is not the correct country.
In real-world data, sentences are not necessarily factually correct.
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We assume a black-box setting, which means that the adversarial method has no
knowledge of the data, parameters or model architecture [8]. This allows our methods to
also be used for other neural architectures. Although we use English data, our methods
are largely language-independent. Only an appropriate language model for synonym
selection would be required.

The contributions of this chapter are twofold: We adapt existing adversarial attack
methods to sequence labeling tasks and evaluate the vulnerability of general and domain-
specific BERT models for NER. We make our code available for follow up research.1

6.2. RELATED WORK

In prior work, token-level black-box methods for adversarial attack have mainly been
developed for classification and textual entailment [7]. Substituting tokens with their
synonyms is the most popular choice for perturbing at the token level. Synonyms are often
found using nearest neighbors in a word embeddings model. One major challenge when
selecting synonyms based on word embeddings is that antonyms will also be close in the
embedding space. To solve this issue, recent studies [139, 143, 181] require a minimal
semantic similarity between the generated and original sentence. Additionally, some
methods [8, 143] use word embeddings with additional synonymy constraints [211]. We
will employ both techniques.

Approaches also differ in how they select the word that is perturbed: while some select
words randomly, it is more common to use the importance of the word for the output
[7]. The importance is often operationalized as the difference in output before and after
removing the word. We follow this approach in our method.

Most adversarial attack methods were developed for attacking recurrent neural
models. However, there has been a growing interest in attacking self-attentive models
in the last year [11, 18, 139, 143, 180, 209, 290, 347]. Nonetheless, the only study that
has attacked BERT models for NER is the study by Araujo et al. [11]. They perform two
types of character-level (i.e., swapping letters and replacing letters with adjacent keys on
the keyboard) and one type of token-level perturbation (i.e., replacing entities with their
synonyms). The authors find that biomedical BERT models perform far worse on NER
tasks when spelling mistakes are included or synonyms of entities are used.

Our work differs from Araujo et al. [11] in three ways. First, our adversarial examples
are generated based on the importance of words for the correct output instead of through
random changes. Thereby, we are able to test the robustness of BERT under the most
severe stress conditions, while Araujo et al. [11] evaluate the scenario where the input data
is noisy due to spelling mistakes and the use of synonyms. Second, we analyze the impact
of replacing entities with others of the same type (e.g., ‘France’ with ‘Britain’) and replacing
words in the context of entities (see Table 6.1 for an example) instead of replacing entities
with their synonyms. Third, we will test our method on the original BERT model as well as
biomedical BERT models and on both generic and biomedical NER.

1Our code (BSD-3 Clause license), URLs to the benchmark data and the annotation guideline are available at:
https://github.com/AnneDirkson/breakingBERT

https://github.com/AnneDirkson/breakingBERT
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The Republic of China bought flowers

<O> <B-LOC> <I-LOC> <I-LOC> <O> <O>
The Republic of China purchased flowers

<O> <O> <O> <B-LOC> <O> <O>

Table 6.1: Example of a partial success. The bold word has been changed to attack the entity ‘Republic of China’.

6.3. METHODS
In this section, we describe two methods for generating adversarial examples designed
to fool NER models, namely through (1) synonym replacements in the entity context
(entity context attack) and (2) entity replacement (entity attack). These are described in
Sections 6.3.1 and 6.3.1, respectively.

6.3.1. AIM OF THE ATTACKS
We aim to generate adversarial examples in which a target entity is no longer recognized
correctly. This can be either because it has become a false negative or it has been assigned
a different entity type. The attack is considered a success when the correct label has been
changed, unless it has changed from the I-tag to the B-tag of the same entity type under
the IOB schema. An example of this can be seen in Table 6.1: Here, the start of the entity
is mislabeled, but the last part of the entity is still recognized. We consider this a partial
success.

METRICS FOR EVALUATION

The success of the attack and thus the vulnerability of the model is evaluated by the
percentage of entities that were originally correctly labeled but are mislabeled after attack.
For entity context attacks entities can also be partially mislabeled i.e., only some words in
the entity are mislabeled. This is captured by the partial success rate: the percentage of
entities for which not the whole entity but at least half of the entity is mislabeled. For
context attacks we also include a metric (‘Words perturbed’) to measure how much the
sentence needed to be changed before the attack was successful: the average percentage
of words that were perturbed out of the total amount of out-of-mention words in the
sentences. This metric functions as a proxy for how difficult it is to fool the model [143].

ENTITY CONTEXT ATTACK

To investigate the impact of the context on the correct labeling of the entity, we adapt the
method of Jin et al. [143], which was designed for text classification, to sequence labeling
tasks. For each entity in the sentence, a separate adversarial example is created, as models
may rely on different contextual words for different entities.

Step 1: Choosing the word to perturb We use the importance ranking function shown
in Equation 6.1 to rank words based on their importance for assigning the correct label to
the entity. The importance (Iw ) of a word w for a token in the entity is calculated as the
change in the predictions (logits2) of the correct label before and after deleting the word

2Here logits refers to the vector of raw (non-normalized) predictions that the BERT model generates
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Domain Dataset Entity types Dev. Train Test Eval. subset*
(# Entities)

General CoNLL-2003 Person, Location,
Organization,
Miscellaneous

3,466 14,987 3,684 500 (1,343)

General W-NUT 2017 Person, Location,
Corporation, Prod-
uct, Creative-work,
Group

1,008 1,000 1,287 500 (787)

Biomedical BC5CDR Disease, Chemical 4,580 4,559 4,796 500 (1,221)

Biomedical NCBI disease Disease 922 5,432 939 487 (897)

Table 6.2: Size of the data sets (number of sentences). *This subset is used for automatic evaluation

from the sentence [143]. If the deletion of the word leads to an incorrect label for the entity
token, the importance of the word is increased by adding the raw prediction score (logits)
attributed to the incorrect label.

If the entity consists of multiple words, we rank words based on their summed
importance for correctly labeling each of the individual words in the entity. Besides stop
words, we also exclude other entities from being perturbed. We adapt the function so that
for any word with an I-tag, both the I and B label of the entity type (e.g., B-PER and I-PER)
are considered correct.

Given a sentence of n words X = w1, w2, ..., wn , the importance (Iw ) of a word w for a
token in the entity is formally defined as:

Iw =FY (X )−FY (X−w )

ifF (X−w ) = Y ∨ (F (X ) = YI ∧F (X−w ) = YB )

FY (X )−FY (X−w )+F _Ȳ (X−w )−FY (X )

ifF (X−w ) 6= Y

(6.1)

where FY is the prediction score for the correct label, FȲ is the prediction score of the
predicted label, F is the predicted label, Y is the correct label, YI is the I-tag version of the
correct label, YB is the B-tag version of the correct label and X−w is the sentence X after
deleting the word w .

Step 2: Gathering synonyms For each word, we select synonyms from the Paragram-
SL999 word vectors [211] with a similarity to the original word above the threshold δ.
Mrkšić et al. [211] injected antonymy and synonymy constraints into the vector space
representation to specifically gear the embeddings space towards synonymy. These
embeddings achieved state-of-the-art performance on SimLex-999 [134] and were also
used by Jin et al. [143] and Alzantot et al. [8]. We chose 0.5 as the minimal similarity
threshold δ for synonym selection in contrast to the threshold of 0 used by previous work
to better guarantee semantic similarity. Regardless of δ, a maximum of 50 synonyms are
selected. Examples of word pairs with a δ above 0.5 are ‘bought’ and ‘obtained’; and
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‘cat’ and ‘puss’. Below this threshold but within the first 50 synonyms fall ‘bought’ and
‘forfeited’; and ‘cat’ and ‘dustpan’.

Step 3: Filtering synonyms To preserve syntax, synonyms must have the same POS tag
as the original word. If the data did not include POS tags, we added POS tags using NLTK.
We filter the generated sentences for a sufficiently high semantic similarity to the original
sentence. Semantic similarity is calculated with the Universal Sentence Encoder (USE)
[57]. We exclude synonyms that result in sentences falling below the similarity threshold
ε.

Step 4: Selecting the final synonym After filtering, we check whether any of the
synonyms can change the entity label(s) fully. If there are multiple options, we select the
one that leads to the highest sentence similarity (ε) to the original sentence. If there are
none, we select the synonym which can reduce the (summed) prediction scores of the
correct label(s) the most. If no synonyms are left after filtering or none manage to reduce
the prediction scores, we do not replace the original word.

For multi-word entities, it is possible that a synonym changes some, but not all, labels.
From the synonyms that change the most labels, we select the one that leads to the largest
reduction in the (summed) prediction scores for the unchanged labels (i.e., the labels that
are still predicted correctly by the model) (see Equation 6.1). Which labels are still correct
can differ per synonym.

Finalizing the adversarial examples For each word in this ranking, we go through step
2-4 until either the label(s) of the entity have been changed fully or there are no words
left to perturb. Once the attack is partially successful, only the predictions of the not yet
incorrectly labeled words in the entity are considered for subsequent iterations.

ENTITY ATTACK

To explore to what extent the models rely on the words of the entity itself, we replace
the entity with one of the same type, e.g., we change ‘Japan’ to another location. If a
sentence contains multiple entities, an adversarial sentence is generated for each entity.
The replacement entity is selected from a list of all entities in the data that are of the same
type. We randomly select 50 candidate replacements from the entity list. We exclude
candidates that result in a sentence that is too semantically dissimilar from the original
(i.e., falling below the semantic similarity threshold ε). For the remaining candidate
entities, we check if the predicted label is incorrect. If so, we select the successful attack
replacement with the highest semantic similarity at the sentence level. If not, the attack
was unsuccessful.

6.4. EXPERIMENTS

6.4.1. DATA
We use two general-domain English NER data sets for evaluating our method: the CoNLL-
2003 data [298] and the W-NUT 2017 data [83]. The goal of the latter was to investigate
recognition of unusual, previously-unseen entities in the context of online discussions.



6.4. EXPERIMENTS

6

85

CoNLL-2003 W-NUT 2017 NCBI-disease BC5CDR

BERT BERT BERT BERT

Success rate (%) 36.3 ± 0.612 42.2 ± 0.677 20.2 ± 0.443 38.8 ± 0.862
Of which:
– Missed entity (%) 47.4 ± 2.9 61.3 ± 5.1 100 90.4 ± 4.2
– Entity type error (%) 52.6 ± 2.9 38.7 ± 5.1 0 9.6 ± 4.2
Partial success rate (%) 51.0 ± 0.465 51.6 ± 1.6 29.3 ± 0.841 45.9 ± 1.1
Median semantic similarity 0.928 ± 0.009 0.926 ± 0.017 0.920 ± 0.040 0.946 ± 0.002
Words perturbed (%) 15.6 ± 0.306 13.2 ± 1.2 12.4 ± 1.0 12.3 ± 0.04

Table 6.3: Automatic evaluation results for context attacks on BERT models. Results are the mean of the three
models

NCBI-disease BC5CDR

BioBERT SciBERT BioBERT SciBERT

Success rate (%) 20.9 ± 0.762 26.4 ± 0.875 37.9 ± 0.388 45.0 ± 0.665
Of which:
– Missed entity (%) 100 100 86.5 ± 2.3 87.1 ± 2.3
– Entity type error (%) 0 0 13.5 ± 2.3 12.9 ± 2.3
Partial success rate (%) 30.1 ± 1.032 39.0 ± 0.954 44.8 ± 0.331 53.3 ± 0.821
Median semantic similarity 0.921 ± 0.031 0.936 ± 0.030 0.921 ± 0.003 0.936 ± 0.008
Words perturbed (%) 9.1 ± 2.5 8.7 ± 2.9 9.8 ± 0.3 8.5 ± 0.8

Table 6.4: Automatic evaluation results for context attacks on biomedical BERT models. Results are the mean of
the three models

Additionally, we use two English data sets from the biomedical domain: BC5CDR [179]
and the NCBI disease corpus [90]. Both data sets have been used to evaluate domain-
specific BERT models for NER in the biomedical domain [28, 174, 232]. See Table 6.2 for
more details on the data sets.

6.4.2. TARGET MODELS

We fine-tune three BERT models (base-cased) for each data set with different initialization
seeds (1, 2 & 4) using the Huggingface implementation [339]. We set the learning rate at
5×10−5 and optimized the number of epochs (3 or 4) as recommended in Devlin et al. [84]
for NER. We select the number of epochs based on the first BERT model (seed=1). We find
that for all data sets except W-NUT 2017, 4 epochs is optimal.

For the biomedical data sets, we additionally fine-tune two domain-specific BERT
models, BioBERT (base-cased) [174] and SciBERT (scivocab-cased) [28]. Each model is
trained in three-fold (seeds are 1, 2 & 4).
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6.4.3. EVALUATION OF ADVERSARIAL ATTACKS

Automatic evaluation We randomly select 500 eligible sentences from each test set.
Table 6.2 shows the number of entities in each subset. We considered sentences to be
eligible if they contain at least one entity and one verb. For the NCBI-disease data, only
487 sentences fulfill these criteria.

We use models trained on the original training and development data to perform NER
on the selected subset of the test data. We then generate one adversarial example for each
entity in the sentence that was initially predicted correctly. We evaluate to what degree
models are fooled only for entities that were predicted correctly in the original sentences.
We set the semantic similarity threshold at ε= 0.8 following Li et al. [181]. Experiments are
run on a GPU machine (NVIDIA Tesla K80). An experiment of three runs (one model on
one data set) on one GPU will take roughly 20-24hrs. The models have 110 M parameters.

Human evaluation To evaluate the quality of our adversarial examples from the CoNLL-
2003 and BC5CDR data, 100 original sentences and 100 adversarial sentences from each
type of attack are scored for grammaticality by human judges. Grammaticality is evaluated
on a five-point scale following the reading comprehension benchmark DUC2006 [74]. Our
annotators are four volunteering PhD students from our lab who have a background in
linguistics3: two for each data set with 20% overlap. We choose to present annotators
with different original sentences than the ones on which the adversarial sentences they
evaluate are based to prevent bias.

6.5. RESULTS

6.5.1. ENTITY CONTEXT ATTACK
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Figure 6.1: Distance of successful synonym replacements relative to the entity (at 0)

With an adversarial context attack, BERT models can be fooled into predicting entities
partially or fully wrong (Partial + full success rate) for 87.3% and 93.8% of entities for
CoNLL and W-NUT respectively. Moreover, for over 75% of the cases the BERT models
were fooled by a single change.

3We opted for linguists as they are more acquainted with assessing grammaticality than biomedical domain
experts
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SciBERT appears more vulnerable than BERT, both to completely being fooled (+6.2
and +6.2% point) and being fooled partially (+9.7 and +7.4 % point) by context attacks. The
domain-specific models were also often fooled by only one word being replaced with its
synonym; BioBERT was fooled by a single change 65 and 75% of the time whereas SciBERT
was fooled by a single change 68 and 76% of the time.

We analyzed the sentence statistics for successful and failed attacks. Specifically
for BERT models, we see that the following cases are more vulnerable to attacks:
longer sentences; sentences with more words that could be replaced by synonyms; and
shorter entities. Manual analysis of successful attacks reveals that BERT models are
vulnerable when common words are replaced by rare synonyms (e.g., replacing ‘healthy’
by ‘salubrious’).

Figure 6.1a shows where in the sentence changes have occurred in order to fool BERT.
BERT models seem most vulnerable to changes in the local context of entities: only 1-2
words left or right of the entity. Manual analysis revealed that these words are often verbs.
Although less influential, long distance context does appear to be used for predicting
entities in some cases. We manually inspected sentences with long distance changes (>20
words). Lists stood out as a prime example of a sentence type for which long distance
context is important (e.g., “The ministry said the group consisted of 13 nuns, seven
Italians, and six Zaireans, and four priests, two from Belgium, one from Spain and one
from Zambia.”).

For the BioBERT model, the distribution is strikingly similar to that of the original
BERT model (see Figure 6.1b). This is likely due to either the vocabulary or the training
data4 that these models share. SciBERT models which share neither training data nor
vocabulary with the original BERT model are even more vulnerable to changes in the local
context of the entity (see Figure 6.1b).

6.5.2. EVALUATING THE NECESSITY OF IMPORTANCE RANKING

To investigate the effect of adding the word importance ranking to the entity context
attack, we perform an ablation study on the CoNLL-2003 test set. As can be seen in Table
6.5, removing the word importance ranking leads to a stark drop in both the average full
success of adversarial attacks (from 37.3% to 9.5%) and the average partial success rate
(from 52.8% to 20.1%). The number of words that need to be perturbed also drops, by
6.9% point, meaning that attacks require fewer synonym replacements on average to be
successful. Thus, it appears that the word importance ranking is crucial to the success of
the adversarial attack algorithm.

6.5.3. ENTITY ATTACK

The main results of adversarial entity attack on BERT models are presented in Table 6.6.
BERT models appear highly vulnerable to adversarial attacks on the entities themselves
despite the high similarity between adversarial and original sentences. On average, BERT
models are fooled for 97.5% of entities that were initially predicted correctly on the CoNLL
data and 89.2% on W-NUT data. BERT models appear even more vulnerable to entity
attacks on domain-specific data with success rates above 99%.

4BioBERT includes all the original BERT training data as well as additional domain-specific data
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Importance ranking
Yes No

Success rate (%) 37.3 ± 0.515 9.5 ± 4.3
Partial success rate (%) 52.8 ± 0.356 20.1 ± 9.2
Semantic similarity 0.922 ± 0.006 0.983 ± 0.006
Words perturbed (%) 13.8 ± 0.238 6.9 ± 2.2

Table 6.5: Comparison of context attacks with and without importance ranking on CoNLL-2003 data

CoNLL-2003 W-NUT 2017 NCBI-disease BC5CDR

BERT BERT BERT BERT

Success rate (%) 97.5 ± 0.037 89.5 ± 0.886 99.2 ± 0.114 99.4 ± 0.073
Of which:
– Missed entity(%) 21.3 ± 12.3 71.4 ± 1.9 100 86.1 ± 0.5
– Entity type error(%) 78.8 ± 12.3 28.6 ± 1.9 0 13.9 ± 0.5
Median semantic similarity 0.959 ± 0.001 0.928 ± 0.003 0.952 ± 0.001 0.962 ± 0.000

Table 6.6: Automatic evaluation results for entity attacks on BERT models. Results are the mean of three models.

Table 6.7 shows that domain-specific BERT models do not resolve this issue. They
are also highly vulnerable with over 99% of all initially correctly predicted entities now
predicted incorrectly. The high success rates of entity attacks both on general domain and
domain-specific data suggest that BERT models, similar to traditional models, are unable
to predict entities correctly based solely on the context of the entity. Replacing the entity
word itself with another of the same entity type, with the context unchanged, can easily
fool the model. This suggests a strong dependency on the entities that the model has seen
previously, making these models vulnerable to new or emergent entities.

This is corroborated by an analysis of which entities were chosen in successful attacks.
For all BERT models and all data sets, except for the CoNLL data, these entities are
significantly less frequent in training and development data than the original entities
according to Wilcoxon signed rank tests (p < 0.001).

A possible explanation for why BERT models for CoNLL are the exception is that there
is a stronger match between the pretraining data and the data at hand than for the other
data sets. This may make the model less vulnerable to infrequent entities, despite not
being less vulnerable to entity replacement overall. Manual inspection further revealed
that BERT models appear to be sensitive to the capitalization of entities (e.g., BERT models
trained on CoNLL were fooled by transforming ‘New York’ to ‘NEW YORK’).

6.5.4. RESULTS OF HUMAN EVALUATION
On CoNLL-2003, the annotators have a fair inter-annotator agreement (weighted κ =
0.353). On BC5CDR, the inter-annotator agreement is slight (weighted κ = 0.177).
Investigation of the annotations reveals that this is most likely because biomedical
sentences are more difficult to assess for laymen. Because of the limited agreement, we
report grammaticality assessments per annotator.
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NCBI-disease BC5CDR

BioBERT SciBERT BioBERT SciBERT

Success rate (%) 99.2 ± 0.259 99.4 ± 0.054 99.4 ± 0.070 99.3 ± 0.089
Of which:
– Missed entity(%) 100 100 94.0 ± 0.7 91.7 ± 1.5
– Entity type error(%) 0 0 6.0 ± 0.7 8.3 ± 1.5
Median semantic similarity 0.955 ± 0.001 0.953 ± 0.002 0.961 ± 0.001 0.962 ± 0.001

Table 6.7: Automatic evaluation results for entity attacks on biomedical BERT models. Results are the mean of
three models.

CoNLL BC5CDR
Annotator 1 2 3 4

Original 3.51 4.34 4.43 4.78
After context attack 3.05* 3.68** 3.86** 4.35**
After entity attack 3.30 4.37 3.85 4.67

Table 6.8: Mean grammaticality of the original and adversarial sentences. *p < 0.05 **p < 0.01 compared to the
original sentences according to Mann-Whitney U tests.

Table 6.8 shows that although entity attacks do not significantly alter the grammati-
cality of the sentences, attacks on the context of the entity do. Although this reduction is
consistent across data sets, the mean grammaticality of the adversarial sentences remains
above 3 (acceptable) and the mean absolute reduction is less than a full point.

6.6. DISCUSSION AND LIMITATIONS
We manually analyzed the generated adversarial examples and found that our adversarial
examples are susceptible to word sense ambiguity. For example, the top 50 synonyms for
‘surfed’ in ‘surfed the Internet’ includes both correct synonyms like ‘googled’ and incorrect
ones like ‘paddled’. There are also some cases where adversarial examples suffer from
foreign words in the Paragram-SL999 word vectors [211]. Occasionally synonyms are not
English words (e.g., ‘number’ to ‘nombre’), or synonym choice is influenced by words that
occur in multiple languages e.g., ‘vie’ in ‘to vie for top UN post’ is replaced with ‘existence’
which is a synonym of the French ‘vie’ (i.e., life).

Furthermore, our adversarial examples are susceptible to grammatical errors.
Grammatically poor adversarial sentences often suffer from changes from verbs to nouns
or vice versa that are not caught by the POS-filter (e.g., ‘open’ to ‘openness’ and ‘influence’
to ‘implication’). These cases may be particularly difficult as ‘open’ and ‘influence’ can
be both a verb and an adjective or noun. Another common error is singular-plural
inconsistencies (e.g., ‘one dossiers’). To mitigate these issues, future work could focus on
removing non-English words from the embedding space, and altering how the POS-tag of
the synonym is determined.

We find that semantic consistency can be an issue with broad entity types like location
when attacking the entity itself. For example, in one case the country “U.S.” is replaced by
the village “Tavildara” (in Tajikistan). For more specific entity types like Disease, Chemical
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or Person we do not encounter inconsistencies with subtypes of an entity category. On
the contrary, often replacements are semantically close to the original. For instance, the
anti-epileptic drug “clonazepam” was replaced by the anti-epileptic drug “lorazepam” and
“Washington” in “Washington administration” was replaced by “Clinton”.

Moreover, there are some caveats to keep in mind when interpreting weaknesses based
on successful attacks. The architecture of self-attentive models means that the attention
weight of a word is context-dependent. Thus, if changing that word fools the model, this
might only be true in that context. Additionally, if multiple words were changed for a
successful attack, their interaction may contribute to the success and it cannot simply be
interpreted as caused by this combination of words.

6.7. CONCLUSIONS
We studied the vulnerability of BERT models in NER tasks under a black-box setting.
Our experiments show that BERT models can be fooled by changes in single context
words being replaced by their synonyms. They are even more vulnerable to entities being
replaced by less frequent entities of the same type.

Our analysis of BERT’s vulnerabilities can inform fruitful directions for future research.
Firstly, our results reveal that rare or emergent entities remain a problem for both generic
and domain-specific NER models. Consequently, we recommend further research into
zero or few-shot learning. Moreover, the masking of entities during fine-tuning may be
an interesting avenue for research. Secondly, BERT models also appear vulnerable to
words it has not seen or rarely seen during training in the entity context. To combat
this vulnerability, the use of adversarial examples designed specifically to include more
infrequently used words could be explored. Another possible avenue for research could
be alternative pre-training schemes for BERT such as curriculum learning [99]. Thirdly,
we find that SciBERT is more vulnerable to changes in the entity context than BioBERT
or BERT. This may be due to the domain-specific biomedical vocabulary that SciBERT
employs, which could make it more vulnerable to out-of-entity words being replaced by
more common English terms. This trade-off between robustness and domain-specificity
of BERT models may be another worthwhile research direction.

We consider our work to be a step towards understanding to what extent BERT models
for NER are vulnerable to token-level changes and to which changes they are most
vulnerable. We hope others will build on our work to further our insight into self-attentive
models and to mitigate these vulnerabilities.
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proposal for Fuzzy Representation of Discontinuous Entities, Proceedings of the 12th
Health Text Mining and Information Analysis at EACL 2021.

For the task of extracting entities (Named Entity Recognition) such as side effects, words
in the data are generally represented using the BIO scheme (B-beginning, I-inside, and O-
outside) to indicate whether a word is the beginning of an entity, inside an entity or not in an
entity. However, this representation does not provide a way of dealing with discontinuous
entities.

As discontinuous entities occur commonly in the biomedical domain, expansions of the BIO
scheme that can handle these entity types are often used (i.e., BIOHD). However, the extra
tag types make the NER task more difficult to learn. Therefore, in this chapter, we present
FuzzyBIO as an alternative simpler representation scheme in which discontinuous entities
are transformed into continuous sequences by annotating the non-entity words in between.

We focus on the task of Adverse Drug Event extraction and normalization to compare
FuzzyBIO with BIOHD. We find that FuzzyBIO improves the recall of NER for two of
the three data sets and results in a higher percentage of correctly identified disjoint and
composite entities for all data sets. Using FuzzyBIO also improves end-to-end performance
for continuous and composite entities in two of the three data sets. Since FuzzyBIO
improves performance for some data sets and the conversion from BIOHD to FuzzyBIO
is straightforward, we recommend investigating which is more effective for any data set
containing discontinuous entities.
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7.1. INTRODUCTION
Adverse Drug Events (ADEs), harmful reactions that result from the intake of medication,
pose a major health concern [340]. Due to the limitations of clinical trials on the one hand
[274] and reporting systems after release on the market on the other hand [130], many
ADEs remain undiscovered. Therefore, both social media and clinical reports are being
explored by the research community as alternative information sources for the semi-
automatic discovery of ADEs [171, 262].

One particular challenge for the extraction of ADEs from text is the presence of
discontinuous entities. These can be either composite entities (i.e., some words belong to
multiple entities), such as ‘lack of sleep and appetite’, or disjoint entities (i.e., split entities),
such as ‘eyes are feeling dry’. These phenomena occur more commonly in the clinical than
general domain. In fact, Tang et al. [295] reported that discontinuous mentions in clinical
text account for about 10% of all ADE mentions. None of the traditional versions of the
BIO representation scheme (B: beginning of entity, I: inside entity and O: outside entity)
or common extensions such as IOBES (E: end of entity, S: singleton entity)1 were designed
to handle such mentions [241]. Therefore, Tang et al. [295] proposed extending the BIO
scheme with two additional tags: the ‘H’ for words shared by multiple mentions and ‘D’
for parts of discontinuous mentions not shared by other mentions. This resulted in four
new tag types (HB-, HI-, DB- and DI-). Their BIOHD representation was broadly adopted
by the community [151, 275, 353]. Table 7.1 shows examples of concepts represented with
the BIOHD scheme.

Sentence 1 Muscles are constantly quivering !
BIOHD DB O O DI O
FuzzyBIO B I I I O
Sentence 2 I have pain in my hands and upper arms
BIOHD O O HB HI HI DB O DB DI
FuzzyBIO O O B I I I I I I

Table 7.1: Examples of discontinuous disjoint (sentence 1) and composite (sentence 2) ADE mentions
represented by the BIOHD and FuzzyBIO schemes.

Although the BIOHD scheme allows for precise representation of entities, the extra
tag types make the task more difficult for models to learn. Straightforward BIO rules
such as ‘an entity always starts with a B’ are no longer valid under the BIOHD scheme.
In this chapter we argue that a more simple BIO representation in which discontinuous
entities are transformed into continuous sequences by including all non-entity tokens in
between would improve ADE extraction by being easier to learn and reintroducing these
straightforward rules. We coin this representation FuzzyBIO. Some examples of entities
represented with BIOHD and FuzzyBIO can be seen in Table 7.1.

Aside from improving extraction, using FuzzyBIO instead of BIOHD may also improve
subsequent concept normalization, in which ADEs are linked to standardized medical
concepts (e.g., ‘can’t fall asleep’ to the concept ‘insomnia’ with concept identifier
193462001 in the medical ontology SNOMED-CT). This step is essential for aggregating
and thus quantifying the prevalence of ADEs. As current normalization methods are

1This scheme is also called BIOES, BILOU or BMEWO
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mostly hampered by errors made during extraction [335], this step may also benefit from
simplification of the representation scheme.

Thus, we address two research questions:

RQ1 To what extent can a fuzzy continuous representation of discontinuous entities
improve NER of ADEs? (intrinsic evaluation)

RQ2 To what extent can this fuzzy representation benefit end-to-end ADE extraction?
(extrinsic evaluation)

In this chapter, we present FuzzyBIO, a fuzzy continuous BIO representation of
discontinuous entities. Moreover, we show it is beneficial for end-to-end ADE discovery.
Our representation is applicable to other domains as well. We release our code for the
purpose of follow-up research.2

7.2. RELATED WORK
The first shared task to deal with discontinuous medical entities was SemEval 2014 Task
7 [241]. Prior to this task, discontinuous entities were often excluded (e.g., Uzuner et al.
[315]) or each part was represented as a separate continuous entity and later reassembled
[203]. Various representations were proposed but the only one able to distinguish between
those that share a head word (i.e composite entities) and those that do not (e.g., disjoint
entities) was the BIOHD scheme [351].

This scheme was later analyzed in more detail and compared to two baseline
approaches: (1) ignoring all discontinuous entities and (2) representing separate parts
of discontinuous entities as individual entities [295]. In comparison to the baseline
approaches, the BIOHD scheme could improve recognition of both discontinuous but also
continuous entities, likely due to its ability to distinguish between the two.

Tang et al. [295] also proposed a further extension (BIOHD1234) in which numbers
were added to refer to which entity a non-head (‘D’) entity should be combined with3,
effectively expanding the scheme from 7 to 13 tags. This representation was able to
outperform BIOHD due to its ability to correctly represent multiple discontinuous entities
and discontinuous entities with more than one non-head part. However, as neither
BIOHD nor BIOHD1234 could handle multiple head entities in one sentence, Tang et al.
[296] proposed a multi-label BIO representation in which tokens can be labeled with more
than one tag, and each tag corresponds to one entity. For NER of adverse drug events, this
novel representation managed to outperform BIOHD. Similarly, Shang et al. [272] allowed
for multiple labels per token for extracting disorders from scientific articles.

Despite its limitations [296], the BIOHD scheme is commonly adopted [151, 275, 353].
We propose an alternative, simpler representation scheme that could improve extraction
by being easier to learn.

2Code is available at: https://github.com/AnneDirkson/FuzzyBIO
31 and 2 denote nearest head and non-head entity on the left, and 3 and 4 denote nearest head and non-head

entity on the right

https://github.com/AnneDirkson/FuzzyBIO
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7.3. METHODS

7.3.1. THE FUZZYBIO REPRESENTATION SCHEME

As displayed in Table 7.1, FuzzyBIO transforms discontinuous into continuous entities
by annotating all tokens in between.4 Composite entities are combined if they share an
entity head. We realize this compresses two separate entities into one (e.g., the entities
‘pain in my hands’ and ‘pain in my upper arms’ in Table 7.1). However, this does not pose
a problem to normalization, as the state-of-the-art normalization method [291] includes
heuristic rules to split composite entities prior to normalization.

7.3.2. NAMED ENTITY RECOGNITION OF ADES

For the NER task itself, we opt for distilBERT (base-cased), a lighter, more computationally
efficient version of BERT [260]. We use a one-cycle learning rate (LR) policy [281] with a
maximum LR of 0.01. For each fold in the 10-fold cross-validation (CV), we select either 3
or 4 epochs based on the validation data. We use the Huggingface implementation [339]
with the wrapper ktrain [195] to train our models with the initialization seed set to 1.

7.3.3. CONCEPT NORMALIZATION OF ADES

For normalization, we use the state-of-the-art BioSyn method with default parameters
[291, 304]. It is possible to provide composite entities as input, as this method splits
composite entities prior to normalization using the heuristics by D’ Souza and Ng [70].

Our target ontology is SNOMED-CT5. As SNOMED-CT is too extensive for our purpose,
we aim to map SNOMED concepts in our training data to a curated subset of SNOMED,
the CORE Problem List Subset6, before training the normalization model. If there is a
direct mapping in the community based mappings in BioPortal [220] between the original
concept and a CORE concept or the parent of the concept is in the CORE (e.g., ‘moderate
anxiety’ to ‘anxiety’), we map the mention to the respective CORE concept. We include
all concepts of the CORE subset and all concepts that could not be mapped to a CORE
concept in the data as candidates. Synonyms for each concept are retrieved from the
community based mappings in BioPortal [220] using the REST API and from the UMLS
using pymedtermino [170].

7.3.4. EVALUATION

For evaluating the NER models on a token level, our metrics are lenient and ignore the
prefixes (B- I- H- D-). Additionally, we evaluate performance on an entity level. Following
Magge et al. [194], an entity is considered a true positive if any part of the annotated
adverse drug event is correctly identified (i.e., overlaps with the predicted ADE text).
We evaluate the end-to-end performance by calculating how many entities were both
extracted during NER and normalized to the correct SNOMED-CT concept.

4In our data, we did not find any cases where an entity was lost because it was in between two parts of another
discontinuous entity. Nonetheless, this is theoretically possible and poses a potential limitation.

5https://www.nlm.nih.gov/healthit/snomedct/index.html
6https://www.nlm.nih.gov/research/umls/Snomed/core_subset.html

https://www.nlm.nih.gov/healthit/snomedct/index.html
https://www.nlm.nih.gov/research/umls/Snomed/core_subset.html
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Entities CADEC PsyTAR CLEF

Continuous 5.360 4.508 16.261
Discontinuous
– Disjoint 100 225 909
– Composite 828 70 286

Table 7.2: Size of data sets.

7.4. DATA
We use two data sets of social media posts annotated for ADEs: CADEC [151] and PsyTAR
[353]. The former was also used by Tang et al. [296]. Both contain posts from medical
fora on AskaPatient.com. Additionally, we used a data set of clinical records annotated
for disorder mentions, namely the SemEval 2014 Task 7 data [241] that builds on the CLEF
eHealth 2013 corpus used by Tang et al. [295]. See Table 7.2 for more details. Data sets were
split into 10 folds stratified on the presence of an ADE. For PsyTAR, we chose sentences as
units as they were annotated separately. For the CLEF data set, each document was split
into sequences of 5 sentences for the NER task, because of memory restrictions on the
input length for BERT models.

7.5. RESULTS

Token level Entity level recall
Data Scheme Micro F1 P R Continuous Disjoint Composite

CADEC
BIOHD 0.586 0.636 0.555 42.0% 55.4% 64.6%
FuzzyBIO 0.596 0.612 0.584 43.1% 58.9% 65.2%

PsyTAR
BIOHD 0.771 0.751 0.797 87.4% 83.8% 79.5%
FuzzyBIO 0.762 0.747 0.780 84.9% 84.4% 87.5%

CLEF
BIOHD 0.312 0.286 0.345 35.6% 52.8% 69.1%
FuzzyBIO 0.309 0.276 0.352 36.2% 55.2% 76.6%

Table 7.3: Intrinsic evaluation of NER. Results are the average of a 10 fold CV.

7.5.1. INTRINSIC EVALUATION
As can be seen in Table 7.3, the FuzzyBIO scheme improves recall for two of three data
sets, namely for CADEC (+0.29) and CLEF (+0.07), at a cost to precision (-0.24 and -0.1).
For these data sets, using FuzzyBIO also leads to a higher percentage of correctly identified
entities for both continuous (+1.1 and +0.6) and discontinuous entities (+3.5 and +3.6 for
disjoint and +0.6 and +0.7 for composite entities). For the remaining data set (PsyTAR), the
overall NER performance is negatively affected by using FuzzyBIO (-0.09) and continuous
entities are missed more often (-2.5). Nonetheless, also for this data set discontinuous
entities are extracted correctly more often (+0.8 and +8.0) when using FuzzyBIO instead of
the BIOHD scheme.
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7.5.2. EXTRINSIC EVALUATION
As can be seen in Table 7.4, using the FuzzyBIO scheme improves end-to-end
performance for continuous and composite entities in two of three data sets, namely
the CADEC (+0.4 and +1.3) and CLEF data (+0.4 and +5.7). In contrast, the end-to-end
performance for disjoint entities is decreased (-15.5 and -21.0) for these data sets despite
initial gains during NER. In the remaining data set (PsyTAR), the percentage of correctly
identified entities after normalization is lower for all entity types when using the FuzzyBIO
instead of the BIOHD scheme.

Entity level recall
Data Scheme Continuous Disjoint Composite

CADEC
BIOHD 23.9% 35.9% 21.2%
FuzzyBIO 24.3% 20.4% 22.5%

PsyTAR
BIOHD 43.6% 26.1% 10.6%
FuzzyBIO 42.8% 25.0% 7.5%

CLEF
BIOHD 21.7% 25.8% 26.5%
FuzzyBIO 22.1% 4.8% 32.2%

Table 7.4: Extrinsic evaluation of ADE extraction. Results are the average of a 10 fold CV.

7.6. DISCUSSION
In answer to RQ1, we find that the FuzzyBIO scheme benefits overall recall during NER
for two of the three data sets. For these data sets, it also leads to a higher percentage
of correctly identified entities, both continuous and discontinuous. For the third data
set (PsyTAR), more discontinuous entities are extracted correctly when using FuzzyBIO
instead of the BIOHD scheme. However, more continuous entities are missed. In answer
to RQ2, we find that for the same two data sets (CADEC and CLEF) the end-to-end ADE
extraction is improved for continuous and composite entities. However, for the remaining
data set (PsyTAR) the end-to-end performance is lower for all entity types.

We believe that the difference between PsyTAR and the other data sets may be related
to either the low number of discontinuous entities or the low number of composite entities
in the PsyTAR data, which may have hindered the training of an NER model for these entity
types. An alternative explanation is that FuzzyBIO is less beneficial for easier NER tasks:
The initial NER performance with BIOHD is far higher for PsyTAR (F1 of 0.771) than for the
other data sets (F1 of 0.586 and 0.312). The difference between PsyTAR and the other data
sets is unlikely to be related to the relative percentage of discontinuous entities, as this is
similar to that of the CLEF data (5.8 vs 6.2%), or the nature of the data, as CADEC contains
forum posts from the same website.

Another result that stands out is the lower end-to-end performance for disjoint entities
when using the FuzzyBIO scheme despite initial gains in the extraction of disjoint entities
for all data sets. We suspect that the normalization of these entities is made more
challenging by the words in between the disjoint parts of the entity that are now included
in the extracted entity. Therefore, in future work, we plan to investigate post-processing
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steps such as the removal of stop words, which may improve the normalization of the more
noisy disjoint entities represented with FuzzyBIO. As our representation is applicable
for representing any type of discontinuous entity, future work may also include testing
FuzzyBIO in other domains.

Although the improvement in NER is comparable for disjoint entities in medical
records and user-generated content, the negative impact on normalization of disjoint
entities is far stronger for the medical records. One might expect the normalization
to decrease more strongly if more non-entity words (i.e., more noise) were included,
but the median amount of non-entity words included in the disjoint entities is equal
for all data sets (on average 1 word is added). Manual analysis also does not reveal
a difference between the type of non-entity word included; They appear to mostly be
stopwords. Thus, the most likely explanation for this difference is that the training
examples for normalization from the user-generated data are already more noisy than
their counterparts from the medical records. Consequently, the normalization algorithm
for user-generated data might be better at dealing with noise. Future work could
investigate whether training with the noisy examples instead of the original entities would
be beneficial.

FuzzyBIO appears to be more beneficial for end-to-end extraction of composite
entities in the medical records (+5.7) than in the user-generated data (+1.3 and -3.1).
However, the number of non-entity words that is included is not lower for the medical
records (median of 2 words added) compared to the user-generated data (median of 1 for
CADEC and 3 for PsyTAR). Thus, this difference does not appear to be due to an increase
in the fuzziness of the entities.

We also find some support for our hypothesis that the BIOHD representation makes
the NER task more difficult for BERT models to learn than the FuzzyBIO representation.
Overall the BERT models have difficulty learning the additional tag types; The precision for
H- and D-tags is consistently lower than the precision for B-tags. In fact, on the PsyTAR
data which contains few overlapping entities (1.7%), the H-tag was never predicted. It
seems that FuzzyBIO makes the task easier in two ways, namely by standardizing entities
into continuous sequences that always start with a B-tag and by excluding rare tags such
as the H-tag. Standardizing entities makes it easier for the model to learn the underlying
rules and excluding rare tags removes a goal for which there are only few examples
available.

7.7. CONCLUSION
We expect FuzzyBIO to be most beneficial for NER for difficult tasks with a fair amount
of discontinuous entities. However, since the conversion from BIOHD to FuzzyBIO is
straightforward and deterministic, we recommend experimentally comparing which of
the two is more effective for any data set that includes discontinuous entities.





When the dog bites, when the bee stings
When I’m feeling sad
I simply remember my favorite things
And then I don’t feel so bad

Rodgers, Hammerstein & Nevin (1981), The Sound of Music
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99





8
THE DISCOVERY OF RECOMMENDED

COPING MECHANISMS

Edited from: Anne Dirkson, Suzan Verberne, Gerard van Oortmerssen, Hans Gelderblom
and Wessel Kraaij. How do others cope? Extracting coping strategies for adverse drug
events from social media. Submitted.

Patients advise their peers on how to cope with their illness in daily life on online support
groups. To date, no efforts have been made to automatically extract recommended coping
strategies from online patient discussion groups. We introduce this new task, which poses
a number of challenges including complex, long entities, a large long-tailed label space,
and cross-document relations. We present the first initial ontology for coping strategies
as a starting point for future research on coping strategies, and the first pipeline for
extracting coping strategies for side effects. We also compared two possible computational
solutions for this novel and highly challenging task; multi-label classification and named
entity recognition (NER) with entity linking (EL). We found that coping strategy extraction
is difficult and both methods reach limited quality on held out test sets; multi-label
classification outperforms NER+EL (F 1 = 0.220 vs F 1 = 0.155). An inspection of the multi-
label classification output revealed that for some of the incorrect predictions, the reference
label is close to the predicted label in the ontology (e.g. the predicted label ‘juice’ instead of
the more specific reference label ‘grapefruit juice’). Performance increased to F 1 = 0.498
when we evaluated at a coarser level of the ontology. We conclude that our pipeline
can be used in a semi-automatic setting, in interaction with domain experts to discover
coping strategies for side effects from a patient forum. For example, we found that patients
recommend ginger tea for nausea and magnesium and potassium supplements for cramps.
This can be used as input for patient surveys or clinical studies.
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Patients rely heavily on the experiences of other patients for advice on how to cope
with their illness in daily life [277]. Specifically, it has been found that patients use online
disease-specific forums to gain information from peers [45, 129, 157]. While professionals
often approach patients from a primarily medical point of view, patients need to weigh
different life values of which ‘taking good care of one’s body’ is but one [49, 56, 238]. Fellow
patients are therefore often able to provide more pragmatic and holistic advice to their
peers [38].

Adverse Drug Events (ADEs), harmful reactions that result from the intake of
medication, are one aspect of their illness that patients need to cope with. ADEs can
severely impact the quality of life of patients as well as form a barrier to medication
adherence [167]. Although pharmacological management of side effects is sometimes
possible, qualitative work indicates that lifestyle and diet can also impact the extent of
ADEs, especially for chronic disorders [5].

Previously, qualitative studies have investigated how patients cope with side effects
using questionnaires or structured interviews. The most used measurement instrument
is the Side Effects Coping Questionnaire (SECope) [148] and the revised version developed
by Smedt et al. [279]. It has been employed for the general population [225], patients with
HIV [148], and patients with chronic heart failure [279]. The SECope measures general
strategies for managing ADE, namely non-adherence, information seeking, social support
seeking, and taking medication. The revised version contains two additional strategies:
accepting the ADE and requesting other medication from the treating physician.

To date, the only large-scale study into which specific coping strategies patients em-
ploy for side effects is an internet survey [156] amongst patients receiving antidepressants.
They found that patients employ a variety of methods including changes in lifestyle, diet,
and social situations, next to pharmacological management.

Automatic extraction of coping strategies from peer-to-peer resources where patients
themselves obtain advice has not been explored. Harvesting coping strategies
recommended by patients could provide researchers with new hypotheses and facilitate
medical research into which strategies work and why. Some strategies may work to the
detriment of medication efficacy. A classic example is the consumption of grapefruit juice
which can influence drug metabolism [312]. Our goal is not a fully automated method but
a method that produces output that can be assessed and later used by a domain expert.

We focus on coping strategies for adverse drug events specifically. For example1, in the
sentence ‘Pickle juice reduces my cramps within just a few minutes’ the ADE is cramps and
the coping strategy is drinking pickle juice, and in the sentence ‘If you feel nauseous, eat
ginger’ the ADE is nausea and the coping strategy is eating ginger.

The automatic extraction of coping strategies from online patient forums poses four
major challenges:

Complex entities The narrative description of coping strategies (e.g. ‘take 400mg with
breakfast and 400mg with dinner and a big glass of water’) results in complex
and long entities, which are often not proper nouns. Classic methods for entity
extraction are generally not equipped to deal with.

1These examples are artificial variants of real sentences in the data to protect patient privacy
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No ontology There is at present no ontology to normalize or link the coping strategies
to, while aggregation and normalization of coping strategies is vital to be able to
provide insight into overall prevalence.

Large and long-tailed label space The large variety of possible coping strategies means
that extraction or classification methods will need to be able to deal with a large
number of zero-shot cases (i.e. target classes for which there are no examples in the
training data) as it is not feasible to collect sufficient data for all target classes.

Cross-document relations Coping strategies are only relevant in relation to a specific
ADE and in online discussions these relations may span multiple messages.

An additional complicating factor is that ADE extraction is not trivial. For instance, it is
challenging for models to distinguish ADEs from symptoms of the disorder or symptoms
resulting from withdrawal (of a medication). The ADE extraction that we employ2 attains
an end-to-end token-level performance of F1 0.626 and an entity-level performance of
0.716 (Chapter 9).

We address the following research questions:

RQ1 To what extent can coping strategies for ADE be extracted automatically from online
patent experiences?

RQ2 How do two approaches to information extraction, namely named entity recognition
(NER) with subsequent entity linking and multi-label classification compare on this
task end-to-end?

We evaluate our methods on data related to Gastrointestinal Stromal Tumors (GIST),
a rare cancer in the digestive system. The Facebook page of the worldwide patient
organization GIST Support International (GSI)3 is the largest online patient community
for GIST patients. On the Facebook page, patients share their experiences in discussion
threads. The data we work with consists of 124,103 posts in 14,631 threads.

Our main contributions to the medical informatics field are thereby: (1) the novel task
of coping strategy extraction, (2) an exploration of extraction and classification methods
for its end-to-end resolution and (3) the first ontology for coping strategies. Our code and
ontology are publicly available.4 Unfortunately, our annotated data cannot be shared due
to privacy restrictions.

The remainder of the paper is organized as follows: In Section 8.1, we discuss related
methodological work. In Section 8.2 and 8.3, we discuss the data sets we use, followed by
a detailed description of our methodology. In Section 4.5, we present our results, which
are discussed further in Section 8.5.

8.1. RELATED WORK
For the extraction of medical concepts, two broad approaches can be identified. The
first approach is Named Entity Recognition (NER) to extract the relevant phrases or

2ADE extraction consists of an endr-BERT model and subsequent BioSyn entity linking to SNOMED-CT
3https://www.facebook.com/groups/gistsupport/
4https://github.com/AnneDirkson/CopingStratExtract

https://www.facebook.com/groups/gistsupport/
https://github.com/AnneDirkson/CopingStratExtract
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entities with subsequent entity linking to determine which concept from an ontology is
mentioned in the phrase. This approach is widely used for the related task of extraction
of ADE from social media messages [193, 266, 335]. State-of-the-art methods for ADE
extraction generally rely on domain-specific BERT models [88, 193, 194]. Entity linking of
ADE entities is cast as a classification task with all concepts in a medical ontology (e.g.,
MedDRA or SNOMED-CT) as possible target labels. Because of the large label space,
which leads to sparseness in the training data for smaller categories, these methods are
designed to be able to deal with zero-shot cases. Similar to coping strategies, the label
space for these tasks is both long-tailed and large with over 20.000 labels in MedDRA
[194]. Present competitive methods such as BioSyn [291] are often ranking-based and
use dense BERT embeddings. The biggest bottleneck at present for end-to-end systems
is the extraction step which leads to severe error propagation [194, 335]. Mentions of
coping strategies are even longer and more diverse than ADE entities, which makes the
problem challenging to be approached as an NER task. The challenge of NER for longer
and fuzzy entities has been acknowledged in some recent work, for biomedical concepts
[72], human senses [214], motives [332], and emotion causes [182]. We will investigate
how well NER with entity linking works for coping strategies using BERT models for NER
and BioSyn for entity linking.

The second approach is multi-label classification, which is employed more commonly
for tasks such as automatic ICD5 code assignment [153]. This task is comparable to coping
strategy extraction; The label space is also very large and long-tailed (the ICD-9 contains
over 15.000 codes and its successor the ICD-10 over 140.000 codes) and multiple labels
can be assigned to a single document, i.e., the labels are not mutually exclusive. Although
automatic ICD code classification has been explored since the 90s [286], methods have
evaluated on the full ICD as opposed to a strict subset of ICD codes only in recent years
[212]. While these methods can potentially predict zero-shot cases, they still perform very
poorly.

Only a few methods have actually been designed to deal with zero-shot cases to
some extent [250, 284]. Rios and Kavuluru [250] extended the CNN-based CAML-DR
method of Mullenbach et al. [212] with a graph CNN that makes use of the structure
of the label space. Chalkidis et al. [59] find that their model ZAGCNN outperformed
transfer learning methods (i.e. BERT and RoBERTA) on few-shot cases and performed
comparably on frequent labels. Their results also indicate that exploiting information
from label descriptors appears more important than exploiting the label hierarchy for
few-shot and zero-shot learning. Song et al. [284] further improve upon the work by Rios
and Kavuluru [250] by replacing the CNN with an RNN component. They also propose
a latent feature generation framework based on generative adversarial networks [117] to
improve the prediction of unseen codes without compromising the prediction of seen
codes. Features are generated by exploiting the label structure and label descriptions. As
our data does not include label descriptions, these methods are not transferable to the
task at hand.

Instead, we opted for a multi-label classification method that does not require label
descriptions. We employed a ranking-based (or information retrieval) approach in which
labeled data is only used to determine the optimal similarity threshold (i.e., the sentence is

5ICD or International Classification of Disease is a terminology for classifying diseases developed by the WHO
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Named Entity Recognition (NER)

CS 781 (2,729 tokens)
– median length CS 3 tokens (mean = 3.55, max = 29)
CS-NEG* 43 (197 tokens)
ADE 2,001 (5,983 tokens)
Negative (O-tag) tokens (included**) 187,355 (95,830)
Posts (included**) 3,715 (1,995)
– median # CS per post 0 (mean = 0.42)
Posts with CS 481
– that also contain an ADE 284 (59%)
Discussions (with CS) 527 (170)

Entity linking (EL)

CS 824
– with >1 label 59
– with higher order label† 42
# unique concepts 284
% of CSAO in labeled data 0.6%
Posts 481

Multi-label

CS 824
Posts with CS 481
– median # of labels 1 (max=9)
Negative cases 1514

Table 8.1: Descriptive statistics for Coping Strategy extraction data sets. The multi-label data is converted from
the NER and EL data. *Converted to CS for NER **Only a subset of negative examples was included during
training †If the concept does not exist in the ontology but the higher order category does

labeled with all labels scoring above this similarity score). Specifically, we used sentence-
BERT models to measure the similarity between sentences and target labels. Sentence-
BERT models are a class of models introduced by Reimers and Gurevych [247] that are
better equipped to handle sentence-level tasks such as multi-label classification. These
models employ a pretraining scheme based on Siamese networks.

8.2. DATA
We first detail the data collection and annotation for this novel task in Section 8.2.1 and
8.2.2. The ontology creation is then described in Section 8.2.3. In Section 8.2.4, we
describe how we add negative examples to the annotated data.

8.2.1. DATA COLLECTION

In agreement with the GIST Support International Organization, we collected data from
their Facebook group. More specifically, we accessed the Facebook official API6 through

6https://developers.facebook.com/docs/graph-api/

https://developers.facebook.com/docs/graph-api/
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Relation extraction (RE)

# of ADE-CS relations 580
– within the same post 397 (68.4%)
– median # of possible ADE per CS 2
– median # co-referents of ADE for which CS is advised 7

# negative cases 1350

median # of annotated posts per CS 6

Table 8.2: Descriptive statistics for the Relation Extraction data between coping strategies (CS) and Adverse Drug
Events (ADEs).

a Python script. We got access to the contents of the Facebook group through the
account of the group admin. We then collected all posts and comments from the start
of the forum. The data ranges from 24 Oct 2009 until 1 Nov 2020 and includes 124,103
posts in 14,631 threads. Our study design was in line with the privacy guidelines of
Leiden University and approved by the University privacy officer. The Facebook API
did not provide (pseudonymized) usernames in order to protect user privacy. Thus, we
were unable to link different posts from the same user within the forum. The collected
messages were stored securely, and access was restricted to the involved researchers and
annotators. For the labeling of data, we did not use commercial tools but set up private
servers that were only accessible to the annotators. In accordance with the GDPR (Article
9.2), we did not obtain consent from each user as the GDPR allows for the use of data
from publicly accessible forums with justified cause without individual consent. We are
unable to share the data according to the GDPR, because access to the forum has become
restricted to members since our data collection (i.e., it is no longer publicly accessible).

8.2.2. DATA ANNOTATION

Named Entity Recognition For annotation, we selected 527 discussions (4,195 posts)
based on their likelihood to contain an ADE. We automatically selected the threads that
contained at least one drug name according to a match with RxNorm [314]. From these,
we selected the threads with the highest percentage of posts in which experiences are
shared until our data set included over 4,000 posts. Sharing that someone experienced an
ADE falls under this category. In order to estimate which percentage of posts in a thread
included patient experiences, we used a previously developed model (Chapter 3).

The data was first annotated by three GIST patients and the first author for the
presence of ADEs and coping strategies (CS) for ADE using an annotation guideline.7

Annotators could indicate with the CS-NEG tag (as opposed to the CS tag) that a coping
strategy for an ADE was negative i.e. it entails not doing something (e.g. ‘avoid salt’).
The pair-wise inter-annotator agreement was substantial for ADE (mean κ =0.71) and
moderate for CS (mean κ =0.54). The somewhat lower agreement for CS compared to
ADE indicates that the CS annotation task is more difficult than the ADE annotation task,
but with moderate agreement we still consider the data of sufficient quality to train and

7All annotation guidelines are provided at: https://github.com/AnneDirkson/CopingStratExtract

https://github.com/AnneDirkson/CopingStratExtract
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Tokens Pickle juice reduces my muscle cramps

NER tags B-CS I-CS O O B-ADE I-ADE

Entity linking CS04916 CS04916 - - - -

Table 8.3: Example annotation for NER and entity linking

Text ENTITY_2 (CS) ENTITY_1 (ADE) Label*

ENTITY_2 reduces my ENTITY_1 but not my
nausea

Pickle juice muscle cramps 1

ENTITY_2 reduces my muscle cramps but not
my ENTITY_1.

Pickle juice nausea 0

Table 8.4: Example annotation for CS-ADE relation extraction. *1 indicates an CS-ADE relation

evaluate our models on. Data labels were converted to the FuzzyBIO annotation scheme
proposed in Chapter 7. We used an online tool Doccano8 implemented on our own
private server for annotation. See Named Entity Recognition in Table 2.3 for details on the
annotated data and Table 8.3 for an artificial example of what the annotated data looks
like. A more extensive real annotated data fragment is provided in Appendix B (Table B.1).

Normalization The coping strategies were then annotated with concepts from our
developed ontology (see Section 8.2.3) by three master students. We switched from
Doccano to the annotation tool Inception9, because Doccano is unable to annotate
extracted text spans with concepts from a custom ontology. To switch from Doccano
to Inception, we uploaded the earlier NER annotations (in CoNLL-2003 format) from
Doccano into Inception. A pilot annotation was used to improve the annotation guideline.
All three annotators annotated every post. The inter-annotator agreement was substantial
(mean κ = 0.706) on a token level and moderate (mean κ = 0.475) on a document (i.e.
post) level. Their annotations were curated by the first author. Agreement between at
least two of the three annotators was sufficient. The remaining conflicting cases were
discussed and resolved. New concepts were added to the ontology where necessary. In 42
cases, the concept was labeled with a higher order concept when the exact concept was
not available, e.g., badminton would be labeled with Sport instead of Badminton. If the
annotated coping strategy consisted of two strategies (e.g. ‘Eat melon and kiwi’ or ‘Take
painkillers and eat well’), the annotators needed to split the strategy to permit labeling.
If it was unclear to the annotators what the patient meant, the coping strategy remained
unlabeled. This only occurred in 4 cases. See Entity linking in Table 2.3 for details on the
annotated data and Table 8.3 for an artificial example. A more extensive real annotated
data fragment is provided in Appendix B (Table B.1).

8https://github.com/doccano/doccano
9https://inception-project.github.io/

https://github.com/doccano/doccano
https://inception-project.github.io/
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ADE-CS relations The annotated coping strategies were coping strategies for a certain
ADE. For each CS, three annotators (three different master students) annotated for which
ADE the patient recommends the CS. They used the annotation tool Doccano. Annotators
were provided with the six messages in the discussion before the post containing the CS.
All co-referents of the ADE for which the CS is recommended were annotated. A pilot
annotation was used to improve the annotation guideline. Based on an overlapping set of
100 posts, the inter-annotator agreement was measured as the average pair-wise mutual
F1 score of the annotators was 0.757.10 For every pair-wise calculation, only instances in
which at least one of the two annotators found a relation were included. See Table 8.2 for
details on the data set and Table 8.4 for an artificial example of what the annotated data
looks like. A more extensive real annotated data fragment is provided in Appendix B (Table
B.2).

8.2.3. COPING STRATEGY ONTOLOGY

The starting point for our ontology was the experiences of GIST patients we collaborated
with and our own experiences with the GIST patient forum. We used these to devise
categories of coping strategies patients employ, e.g., edible substances and physical
exercise. For each category, we manually selected an appropriate category in one of our
source ontologies (e.g., Edible substance (SNOMED-CT 762766007)). We sourced from
existing ontologies to allow for interoperability with other ontologies. We chose SNOMED-
CT, NCIT and RxNORM as our source ontologies in line with the OHDSI project [222]. We
added the PACO Activity Ontology [142] to better represent daily activities and exercise.
From the RxNORM ontology we included all Ingredients that are also included in the
OMOP vocabulary of the OHDSI project [222]. We used the five hierarchical levels of
the ATC (Anatomical Therapeutic Chemical) Classification of the WHO11 to categorise
the RxNORM concepts. The ATC divides medication based on the organ or system on
which they act. For normalization, we merged relevant subcategories from different ATC
categories into general antibiotics, antiseptics, and antivirals labels, i.e., antiseptics acting
on different organs are now grouped.

During annotation, we identified gaps in our ontology. We expanded the ontology with
additional categories (e.g., the category ‘position of body’) and concepts (e.g., ‘shampoo’
in the existing category ‘personal care product’ under ‘physical object’). These concepts
were sourced from the source ontologies if possible. If no appropriate concept was
available, we added a concept of our own (e.g. ‘split dosage’ in the category ‘methods
of consumption drug’ in Table 8.5).

The final ontology contains 48.764 concepts, of which 70.2% from RxNORM, 13.4%
from ATC, 9.7% from SNOMED-CT, 6.3% from NCIT, 0.3% from PACO and only 0.1%
(64 concepts) were our own additions. The ontology was created using the Python
package owlready2. See Table 8.5 for examples and descriptions of the most prominent
categories of the Coping Strategy for ADE Ontology (CSAO). We also provide snapshots
of the ontology and its hierarchical levels in Table 8.6 and 8.7. The ontology is publicly

10The pair-wise F1 score is preferable to Cohen’s kappa for calculating IAA in Named Entity Recognition, as
Cohen’s kappa needs the number of negative cases which is unknown for NER [41, 138]

11https://www.whocc.no/atc/structure_and_principles/

https://www.whocc.no/atc/structure_and_principles/
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Category Description Example # concepts

Adaptation Includes mental constructs,
e.g., attitude and adapting to
the circumstances

Positive attitude
(SNOMED 225463003)

6

Eating and drinking Food & drinks, but also fre-
quency and size of meals

Blueberries (SNOMED
227416001)

3,145

Intervention or Therapeutic and surgical Thoracentesis (NCIT 3,052
Procedure procedures, alternative C15392)

therapies and counseling Acupuncture Therapy
(NCIT C15176)

Lifestyle Includes activity, resting, so-
cial activities, general dietary
recommendations, and cloth-
ing strategies

Swimming (PACO
10081)

202

Medication and
Supplements

RxNorm medication ingredi-
ents categorized by ATC cate-
gories

Ondansetron
(RxNORM 26225)

40,770

Methods of How and when the medication Split dosage (new) 61
consumption drug is consumed After breakfast

(SNOMED
7221000175107)

Physical object Various aids, clothing items,
and personal care products

Toothpaste (SNOMED
48741003)

1,513

Single vision glasses
(SNOMED 397287009)

Position of body Different positions of the body Sitting (new) 7

Table 8.5: Overview of the major categories in the Coping Strategy for ADE Ontology

available.12 We consider our ontology – that was initially tailored to GIST – a starting point
for more general research into strategies that patients use to cope with side effects.

8.2.4. ADDING NEGATIVE EXAMPLES
Previous work has shown that it is beneficial to include negative examples (i.e., sentences
that do not include the item of interest) in the training set for information extraction from
medical social media [194]. We found that 481 of the 4,195 posts that were subjected
to NER annotation contained coping strategies, thus leaving 3,741 possible negative
examples (i.e., sentences that do not contain coping strategies). To reduce the data
imbalance, we selected a subset of these negative examples. Specifically, we opted to
present the model with difficult negative examples by using forum messages where coping
strategies are likely to occur but do not. We accomplished this by selecting the posts that
contain an ADE (according to the NER annotation) and the four subsequent messages in

12https://github.com/AnneDirkson/CopingStratExtract/blob/main/CSAO.rdf

https://github.com/AnneDirkson/CopingStratExtract/blob/main/CSAO.rdf
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Eating and
drinking

Edible substance Meat

Seafood
Dairy food
Starchy food Rice Brown rice

White rice
...

Bread Rye bread
Tortilla
Pita bread

White pita bread
Wholemeal pita bread

...
...

...

Table 8.6: A snapshot of the Edible substance category under Eating and drinking. ... indicate that there are more
sub-categories than listed here.

Physical object Personal care product Aftershave
Baby powder
Hair dye
Lotion
Lip balm
Deodorant
Mouthwash Giving analgesic mouthwash

Giving antiseptic mouthwash
Giving warm saline mouthwash

...

Table 8.7: A snapshot of the Personal care product category under the Physical object section. ... indicate that
there are more sub-categories than listed.
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Data 
preprocessing

ADE extraction
& entity linking

Data selection 
(4 posts after ADE)

CS extraction* Negation
detection 

CS-ADE
relation extraction  

Data 
post-processing  

Figure 8.1: Pipeline. ADE: Adverse Drug Effect, CS: Coping Strategy. *Multi-label classification or NER with
subsequent entity linking

the discussion. This provided us with 1514 posts (76%) that do not contain CS (see Table
2.3). We included these negative examples in the training set for both NER and multi-label
classification.

8.3. METHODS
In Sections 8.3.1 to 8.3.6, we describe the modules of our extraction pipeline for coping
strategies shown in Figure 8.1. Although additional components (such as relation
extraction, and negation detection) are part of the complete pipeline of extracting coping
strategies from online discussions, we define the ‘end-to-end’ resolution or extraction of
coping strategies in this chapter as determining which coping strategies are mentioned in
the text.

8.3.1. DATA PREPROCESSING
We preprocessed the data with the pipeline described in Chapter 2. We excluded drug
names in the FDA database of drugs13 from spelling correction to prevent uncommon
drug names from being replaced by more common, similar drug names. Removing empty
messages and messages in a language other than English left 125,161 messages. Spelling
correction corrected 24,834 mistakes. We also normalized drug names to their generic
forms using the FDA database.

8.3.2. ADE EXTRACTION AND DATA SELECTION
The extraction of ADE has been described elsewhere (Chapter 9). Adverse drug events
were normalized to SNOMED-CT concepts in line with the OHDSI project [222]. Although
some previous work has elected to use MedDRA instead of SNOMED, this work focuses
predominantly on Twitter data. Annotated datasets for ADE normalization of data that is
more comparable to patient forum posts, i.e., Askapatient [151, 353] and Reddit data [20],
make use of SNOMED-CT.

For our pipeline, we selected each post that contains an ADE and the subsequent four
posts for CS extraction (‘Data Selection’ in Figure 8.1). Pre-selection of posts that are likely
to contain the concept of interest has been shown to aid extraction in social media data
with a large signal-to-noise ratio [194]. The window of four subsequent posts was chosen
to be relatively wide so as to not miss any coping strategies. The selected posts were not
automatically linked to that particular ADE, but purely determined the processing scope
for subsequent steps including relation extraction. If an ADE is present in the window
of another ADE (e.g., in the second post), its subsequent four posts are also included for
CS extraction. The data is deduplicated so any post only occurs once irrespective of the
number of ADE within range.

13https://www.fda.gov/drugs/drug-approvals-and-databases/drugsfda-data-files

https://www.fda.gov/drugs/drug-approvals-and-databases/drugsfda-data-files


8

112 8. THE DISCOVERY OF RECOMMENDED COPING MECHANISMS

8.3.3. COPING STRATEGY EXTRACTION
We compared multi-label classification and NER+EL for the end-to-end extraction of
coping strategies. These extraction methods are comparable because we know for each
sentence which CS concepts it contains.

MULTI-LABEL CLASSIFICATION (MLC)
We used sentence-BERT models [247] for multi-label classification. Sentence-BERT
models employ a pretraining method using Siamese networks that results in models
more suitable for sentence-level tasks such as measuring semantic similarity. As social
media text does not consistently conform to grammatically rules, we choose a pragmatic
approach to sentence splitting based on punctuation14. We used three different sentence-
BERT models [247]: (1) the recommended model for semantic similarity (all-MiniLM-
L6-v2) which has been fine-tuned on over 1 billion sentence pairs, (2) a specific natural
language inference (NLI15 model trained on NLI data only and (3) the recommended
model for semantic search (msmarco-distilbert-dot-v5) trained on the MSMARCO data
set [17]. The MS MARCO data set is a large scale information retrieval corpus based on
real user search queries in the Bing search engine and ranked passages for these queries.
For this model, the training data consisted of a set of over 500k examples. The full MS
MARCO corpus contains over 8 Million examples. The latter model was tuned for dot-
product similarity. We also tried the model variant tuned for cosine similarity, but this
performed similarly. For the NLI and semantic similarity models, we used the sentences
as queries and the labels as retrieval items, whereas for the semantic search model all
possible concepts from the ontology (i.e., all possible labels) were used as queries and the
sentences as retrieval items because these models are tuned for short queries and longer
retrieval documents.

These models were unsupervised and thus training data is not necessary for retrieval.
As the models output a similarity (between 0 and 1), we used the training data to
determine the optimal threshold (0.1 to 1, steps of 0.1) to select the set of assigned labels.
We employed five-fold cross validation in which data are stratified per post.

NER WITH ENTITY LINKING

For Named Entity Recognition (NER), we used BERT models, specifically we compared the
original BERT model [84] to one trained on English medical social media data (EnDRBERT
[303]) and one trained on biomedical texts (PubmedBERT [119]). We used the same five-
fold cross-validation as for multi-label classification (60% train, 20% validation, and 20%
test per fold). The learning rate (0.01) was optimized on the validation data. Models were
trained for 3 or 4 epochs based on validation data. To align experiments with multi-label
classification, we trained NER on individual sentences.

We experimented with including ADE as a second entity type during the training of
NER models. We expected that identifying ADE may be an easier task than identifying CS
and coping strategies for ADE should occur in their vicinity.

We analyzed different possible entity linking methods for the extracted CS phrases.
We used the state-of-the-art method for ADE entity linking, BioSyn [291]. We explored

14See https://github.com/AnneDirkson/CopingStratExtract
15Natural language inference is the task of predicting whether one sentence infers the other. An NLI model

predicts for a premise whether the hypothesis is true, false or unrelated to the premise.

https://github.com/AnneDirkson/CopingStratExtract
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I drink ginger tea against my nausea

ginger tea

Coping strategy 

I drink ginger tea against my nausea

ginger tea

ginger tea

ginger tea

MLC

NER

+EL

Figure 8.2: Illustration of multi-label classification (MLC) and Named Entity Recognition with Entity Linking
(NER + EL). Labels resulting from EL are linked to the original sentence as shown by the dotted line to generate
sentence-level results for NER+EL. The sentence-level labels from MLC are then compared with these sentence-
level labels from NER+EL.

both BioBERT [174] and SapBERT [187] as base embeddings for this method. SapBERT is
a recent pretraining scheme that leverages the UMLS (a biomedical ontology with 4M+
concepts). Liu et al. [187] show that SapBERT pretraining can improve entity linking
performance of various BERT-based models with especially large gains for social media
data. It also attained a better performance with BioSyn than BioBERT [187]. BioSyn
provides a ranking of possible labels present in the phrase. Since CS phrases can have
multiple labels, we applied a simple heuristic to allow for multiple labels: The second label
is also added if its similarity is closer to the first label than the third label. We attempted
to determine a similarity threshold, as we did for the classification approach, but because
the similarity metric used in BioSyn is not normalized, this worked poorly.

We compared BioSyn with the best unsupervised multi-labeling classification
approach for entity linking. Labels resulting from entity linking were linked to the original
sentence to generate sentence-level results for NER+EL. The sentence-level labels from
MLC were then compared with these sentence-level labels from NER+EL. Figure 8.2
visualizes this comparison. For these experiments, the same five-fold cross-validation was
used.

8.3.4. NEGATION DETECTION

Coping strategies can also entail not doing something instead of doing something (e.g. ‘I
avoid salt’). We found 43 examples during annotation (i.e. labeled CS-NEG) (see Table 8.1).
We used a simple heuristic negation method, relying on the Spacy [136] implementation
of the Negex algorithm [60]. We used the basic English term set supplemented with
additional sixteen preceding and three following heuristics for identifying negation that
were manually identified in the data. If one of the heuristics is present, we considered
any strategies within the five preceding or subsequent tokens (excluding punctuation)
depending on the type of heuristic to be negated. We also determined the dependency
relations of strategies. Strategies are negated if they have one of the following dependency
relations: (1) negation, (2) no as a determiner or (3) non as a adjectival modifier. We
evaluated our heuristic method using entities in the NER that should (CS-NEG) (43
entities) and should not be negated (CS) (781 entities). It attained an F1 score of 0.810
with a recall of 0.829 and a precision of 0.790.
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8.3.5. RELATION EXTRACTION

It is important to determine which ADE the coping strategy relates to. We applied a
rule-based approach for relation extraction: If there is an ADE mentioned earlier in the
message, select the closest one. Otherwise, select the ADE mentioned afterwards within
the message. In the annotated data, in 134 of the 365 posts (36.7%) where the ADE is
mentioned within the post, another ADE is also mentioned within the post. If there is no
ADE in the message itself, select the ADE mentioned closest to the strategy earlier in the
discussion within at most preceding four posts.

We evaluated our approach on the annotated data (see Table 8.2). We excluded the
232 cases (29.2%) for which the annotators could not determine which ADE the strategy
related to. Manual analysis revealed these were the results of errors in the ADE annotation.
Within posts, our rule-based classifier attained an accuracy of 88.4%. For all posts
including those with cross-post relations, our classifier attained an accuracy of 84.7%.

8.3.6. DATA POST-PROCESSING

Further data post-processing consisted of three steps. First, we removed strategies that
are not connected to any ADE (25.1%) as these are likely to be false positives. We checked
a random selection of 50 cases and found that 42 of the 50 were false positives, whereas for
the other eight the ADE was missed or not mentioned (e.g., for antidepressants the ADE
is implied). Second, we removed labels for which the most important token is already
connected to another label with a higher semantic similarity, i.e., a sentence will often
be linked to >1 highly similar labels (e.g., ‘ground ginger’ and ‘root ginger’ for the token
‘ginger’ and ‘cannabis’ and ‘cannabis oil’ for the token ‘marijuana’). We also removed
labels for which the most important token is the location of an ADE. The third step was
combining multi-label instances; We considered two labels as part of one multi-label
instance if the locations of the key tokens are adjacent, they are connected to the same
ADE and they have the same negation value. An example is ‘high fiber’ and ‘fruit’ for the
term ‘high fiber fruits’.

8.4. RESULTS
First, we describe our ground truth data in Section 8.4.1. Hereafter, we present the best
NER method for extracting spans with coping strategies in Section 8.4.2. We compare the
best NER method combined with entity linking with multi-label classification for end-to-
end extraction in Section 8.4.3. Section 8.4.4 reports the coping strategies for ADE found
in a case study on a patient forum for GIST patients.

8.4.1. DATA DESCRIPTION

As this task is novel, we will describe our ground truth data to explore the challenges this
task presents. Table 8.1 describes the annotated data for NER and entity linking. The
annotated data contains a total of 824 coping strategies, of which 5.2% were negative
strategies meaning they entail not doing something (e.g., not drinking milk). Thus,
negation detection will be necessary to differentiate positive from negative strategies. The
median length of the annotated coping strategies was relatively short (3 words) but they
could be very long (up to 29 words). In fact, 5.4% (52) of the coping strategies contained
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No ADE detection

Micro F1 Micro R Micro P

BERT 0.200 ± 0.157 0.155 ± 0.146 0.671 ± 0.188
EndrBERT 0.089 ± 0.167 0.089 ± 0.172 0.433± 0.399
PubmedBERT 0.204 ± 0.170 0.165 ± 0.160 0.443 ± 0.246

With ADE detection

Micro F1 Micro R Micro P

BERT 0.380 ± 0.048 0.331 ± 0.111 0.522 ± 0.096
EndrBERT 0.251 ± 0.182 0.224 ± 0.205 0.503 ± 0.293
PubmedBERT 0.244 ± 0.119 0.161 ± 0.082 0.713 ± 0.149

Table 8.8: Token-level evaluation results for NER of coping strategies with or without ADE extraction as a joint
task. Our metrics are lenient and ignore prefixes, i.e, it is considered correct when the model predicts the correct
entity type for a token irrespective of the B- or I-tag.

I drink ginger tea against my nausea

B-CS

B-CS I-CS I-CS

+1 +1 

Output NER

+1 window O O O

O O OOOO

O

Figure 8.3: Illustration of adding a window of 1 token on both sides of CS mentions identified in NER.

more than 10 words. The data is sparse: Only 11% (481 of 4195) of the posts selected for
annotation contained coping strategies. Note that the annotated 527 discussion threads
were already preselected to be more likely to contain patient experiences prior to NER
annotation so a full patient forum is likely to be more sparse still (See Section 8.2.2).

The ground truth for entity linking demonstrates that not all coping strategies can
be captured with a single label from the ontology: 7.2% (59) of the annotated coping
strategies were labeled with two labels (e.g. ‘cinnamon’ and ‘chewing gum’ for the entity
‘cinnamon gum’). Moreover, our ground truth reflects the long-tailed label space. Our
labeled 824 coping strategies only cover 284 unique concepts, which equals 0.6% of the
ontology.

Table 8.2 describes the ground truth for Relation Extraction between ADEs and coping
strategies. On average, there were two different ADEs that the strategy could be linked
to within the span of six posts (the post itself and five prior). The ADE for which the CS
was advised was mentioned often (an average of 7 times within the span of the post itself
and five posts prior). In 31.6% of the cases, the relation was not within the same post but
spanned across posts.

8.4.2. NAMED ENTITY RECOGNITION
The first approach to extraction that we evaluated consists of two steps, namely NER and
entity linking. Table 8.8 shows the results for the first step of this approach: Named
Entity Recognition of coping strategies. We compare models on their micro F1 score,
because it takes into account the label imbalance by aggregating the contributions of all
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Token level evaluation

Micro F1 Micro R Micro P

No window 0.380 ± 0.048 0.331 ± 0.111 0.522 ± 0.97
+1 on both sides 0.394 ± 0.018 0.453 ± 0.108 0.376 ± 0.068

Entity level evaluation

Missed (%) Correct (%) Partially correct (%)

No window 39.1 ± 1.2 27.8 ± 10.9 33.1 ± 4.1
+1 on both sides 37.2 ± 11.1 40.0 ± 11.2 22.7 ± 2.5

Table 8.9: Results for adding a window (+1 token) on either side of the extracted CS in NER.

classes and is standard in evaluating multi-label classification tasks. The best performing
model was the standard BERT model that was trained to identify both ADE and CS entities
(F 1 = 0.380). Adding ADE as an additional entity type16 doubled its performance (+0.180)
(See Table 8.8). Without the addition of ADE entities, PubmedBERT, which is trained on
biomedical text, outperformed the other models (F 1 = 0.204).

Due to the complexity of the CS entities, we explored whether adding an additional
token on either side of the identified strategies would benefit performance (See Figure
8.3). Table 8.9 reveals that adding a window of 1 token boosted token-level performance
slightly (F 1 = 0.394) by increasing recall (+0.122) at a cost to precision (-0.146). On an
entity level, the number of entities that are missed entirely was reduced (-1.9 % point), the
number of entities that were partially correct was also reduced (-10.4% point), whereas the
number of fully correct entities was increased (+12.2% point). We thus included a window
of one token on each side for the extracted phrases (i.e., the input for entity linking).

8.4.3. END-TO-END EXTRACTION

Table 8.11 shows the results for end-to-end extraction of coping strategies for both
approaches (NER with entity linking and MLC). Although the other multi-label
classification models performed very poorly, the best performing method for end-to-
end extraction was multi-label classification with the Semantic Similarity sentence-
BERT model (F 1 = 0.220). With oracle NER (using the manually labeled NER data as
input), entity linking using BioSyn based on SapBERT could outperform the classification
approach (F 1 = 0.241). This higher performance was mainly driven by a higher precision
(0.271). Yet, with the addition of NER as an intermediate step the performance dropped
below that of multi-label classification. Moreover, multi-label classification outperformed
even oracle NER in terms of recall (0.306 compared to 0.283). Macro F1 scores are
computed by averaging the F1 scores for each class, thus treating all classes equally
irrespective of their prevalence. Table 8.11 shows that the macro F1 scores were far lower
than the micro F1 scores, indicating that across the board the models performed worse on
less frequent coping strategies in the annotated data.

As the ontology is hierarchical, we also investigated how far off the predictions of

16On a token level, this means adding B-ADE and I-ADE tags
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Prediction Ground truth Shared higher level

Lip balm Lotion Personal care product
Take whole dosage at once Split dosage Dosage
Rice Bread Starchy food
Therapeutic bed Assistive bed Sleeping aid

Table 8.10: Examples of cases where the predicted label and true label are not the same but do fall under the
same direct hierarchical category (+1 level)

the best model were by investigating the performance at coarser levels of the concept
hierarchy. The results are shown in Table 8.12. The performance was increased to
F 1 = 0.318 when we considered if the target and predicted labels fell directly under the
same direct category in the hierarchy (i.e. ‘+1 level (strict)’) (see Table 8.10 for examples).
Also the precision was increased (0.172 to 0.304). The macro F1 showed a similar increase
(from 0.105 to 0.320) which may indicate that it is mostly the infrequent coping strategies
that are predicted incorrectly on the detailed level but correctly on the coarser level.

This is rather restrictive measure however, as the target and predicted labels need to
fall directly under the same category. There may also be cases where the predicted label is
equal to the category directly above the target label (e.g. the predicted label is chocolate
and the target label is dark chocolate) or cases where the predicted label does fall under
the category directly above the target but not directly (e.g. the predicted label is brown
rice (+1 is rice) and the target label is bread (+1 is starchy food) in Table 8.6). When we
consider whether the predicted label is equal to or falls under the category directly above
the target (’+1 level (lenient)’ in Table 8.12), the micro F1 increases further to 0.498 and the
precision increases drastically to 0.861.

When we considered if both target and predicted labels fell under the same
overarching category in the hierarchy (i.e. ‘Top Category’), we saw another increase in
performance to F 1 = 0.556. An example would be if the model predicted another food
that is not a starchy food such as dairy (See Table 8.6). Although this results in a very
general categorization, it may nonetheless be useful to medical researchers, practitioners,
and patients interested, for instance, in all edible substances or all lifestyle interventions
that patients recommend for a certain ADE.

8.4.4. CASE STUDY ON GIST ADE COPING

For the case study on the entire GIST patient forum, we employed multi-label
classification using semantic similarity sentence-BERT as it was the best performing
method. Negation detection and relation extraction rely on knowing where in the
sentence entities occur, but multi-label classification does not provide this information.
Thus, we identified the approximate location of each CS (i.e., each assigned label) as the
token in the sentence with the highest similarity to the assigned label.

This resulted in a total of 32,643 strategies of which 3% (1,017) are negated and
4% (1,375) are multi-label strategies. Figure 8.4a shows the ten most prevalent coping
strategies mentioned on the forum. Manual analysis indicated that a large portion of
these were false positives: They either refer to primary medication (e.g. imatinib); surgery
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NER Entity linking Micro F1 Micro R Micro P Macro F1

None
SemSearch SBERT 0.001 ± 0.001 0.093 ± 0.180 0.001 ± 0.001 0.001 ± 0.001
NLI SBERT 0.016 ± 0.013 0.018 ± 0.014 0.014 ± 0.012 0.008 ± 0.007
SemSim SBERT 0.220 ± 0.011 0.306 ± 0.010 0.172 ± 0.014 0.105 ± 0.010

Oracle NER
+ SemSim SBERT 0.142 ± 0.043 0.410 ± 0.089 0.086 ± 0.028 0.038 ± 0.015
+ BioSyn (B) 0.236 ± 0.040 0.258 ± 0.039 0.217 ± 0.040 0.084 ± 0.018
+ BioSyn (S) 0.241 ± 0.029 0.283 ± 0.030 0.210 ± 0.028 0.083 ± 0.011

NER
+ SemSim SBERT 0.130 ± 0.021 0.202 ± 0.039 0.097 ± 0.017 0.037 ± 0.008
+ BioSyn (B) 0.155 ± 0.017 0.168 ± 0.032 0.151 ± 0.037 0.049 ± 0.013
+ BioSyn (S) 0.144 ± 0.026 0.162 ± 0.009 0.134 ± 0.039 0.049 ± 0.016

Table 8.11: Results for end-to-end extraction of coping strategies. SBERT: Sentence-BERT, SemSim: Semantic
Similarity, SemSearch: Semantic Search, BioSyn (B): BioSyn with BioBERT, BioSyn (S): BioSyn with SapBERT.

Hierarchy level Micro F1 Micro R Micro P Macro F1

Baseline 0.220 ± 0.011 0.306 ± 0.010 0.172 ± 0.014 0.105 ± 0.010
+1 level (strict) 0.318 ± 0.034 0.336 ± 0.015 0.304 ± 0.048 0.320 ± 0.016
+1 level (lenient) 0.498 ± 0.020 0.350 ± 0.013 0.861 ± 0.063 0.407 ± 0.017
Top categories 0.556 ± 0.018 0.392 ± 0.017 0.952 ± 0.033 0.422 ± 0.040

Table 8.12: Hierarchical evaluation of multi-label semantic similarity SBERT

procedures (e.g. cancer surgery) for the disorder itself; side effects (e.g. nausea and
vomiting therapy refers to instances of ‘nausea’); person names or medical professionals
(e.g. oncologist). We manually removed 44 of the 100 most prevalent coping strategies
(red lines in Figure 8.4a indicate the removed items in the top-10).

After manual filtering, the total number of coping strategies mentioned was 20.238,
of which 3% (694) were negated and 5.5% (1.122) were multi-label. These mentions
referred to 2.917 unique coping strategies, which relate to 690 different ADEs. Figure 8.4b
shows the most prevalent coping strategies after filtering. Figure 8.5 shows all the coping
strategies divided by the highest categories of the ontology (after manual filtering). It
appears advice on therapeutic, surgical, or alternative medical procedures (‘interventions
or procedures’ e.g., ‘thyroid hormone treatment’ or ‘moderate-dose treatment’) was most
prevalent, followed by recommendations to consume medication or supplements and
strategies relating to what or how to eat or drink (‘eating and drinking’).

Figure 8.6 presents the ADEs for which the most coping strategies were provided (See
Figure 8.6). The side effect for which the most advice was given was nausea followed by
fatigue. In the top 10, various side effects relate to different types of pain (i.e., pain, cramp,
painful Mouth) or edema (i.e., edema or periorbital edema). We explored in further detail
the most prevalent coping strategies for each of these ADEs. Here we show the results
for nausea and cramp, as they most clearly reveal how our semi-automated pipeline can
lead to knowledge discovery. We also present results for diarrhea and edema to highlight
the problems with negation detection. More analysis for these side effects and the most
prevalent coping strategies for the other six side effects are included in Appendix B.
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Figure 8.4: Ten most prevalent coping strategies on the GIST patient forum.
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Figure 8.5: Mentions of coping strategies per top category of the ontology (after manual filtering)

Figure 8.7a shows the top 10 coping strategies recommended on the patient forum
for nausea. Manual examination of underlying messages reveals that eating and drinking
different forms of ginger is recommended, as well as drinking herbal tea (both ginger
and peppermint). Patients also recommend taking anti-nausea medication ondansetron
and splitting the dosage (‘split dosage’). The other categories which relate to how you
consume medication (e.g., ‘half to one hour before food’) do relate to this broader topic,
but the specific labels are incorrect. Amongst others, patient recommend to avoid taking
medication on an empty stomach and to take it after dinner or just before bed.

Figure 8.7b shows the top 10 coping strategies mentioned on the patient forum for
cramps. Manual examination of the underlying messages shows that patients recommend
supplements like magnesium, calcium, and potassium (‘medication and supplements’,
‘magnesium’, and ‘potassium ’), food that is high in potassium, tonic water, pickle (juice),
and drinking a lot of water ( ‘hydration therapy’). Some patients also recommend exercise
(‘exercise pain management’) although others say it triggers cramps. This is also an
example of a case where a coping strategy (exercising) is consistently provided with an
incorrect (but semantically similar) label.

Despite decent performance (F 1 = 0.810) on our annotated data, qualitative checks
revealed that negation detection performed poorly. For instance, manual examination
of the underlying messages showed that patients recommend avoiding dairy foods17 and
lactose to reduce diarrhea. However, in Figure 8.8a, only few instances have been negated
(red bar) for dairy foods and none for lactose. Another example can be seen in Figure 8.8b,
where patients appear divided over whether to avoid or use salt in food (‘sodium’ and ‘low
salt food’) to reduce edema. The underlying messages, however, are consistent: Patients
recommend avoiding salt (blue bar for ‘low salt food’ and red bar for ’sodium’).

17The SNOMED concept for dairy is ‘dairy foods’
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Figure 8.6: The top 10 side effects with the highest number of linked coping strategy mentions (after manual
filtering). Alopecia is another term for hair loss, and eruption is another term for rash.

8.5. DISCUSSION

8.5.1. COMPARISON OF APPROACHES

For the extraction of coping strategies for side effects, multi-label classification (F 1 =
0.220) outperforms named entity recognition (NER) with entity linking (EL) (F 1 = 0.155).
Specifically, Sentence-BERT based on semantic similarity attains the best end-to-end
performance, although the quality of the model is still low. Named entity recognition
appears to be the bottleneck for the alternative approach, as oracle NER with EL performs
even better than multi-label classification (F 1 = 0.241). This is reflected by the poor
token-level NER performance (F 1 = 0.380). We found that it is beneficial to include ADE
as an additional entity type for NER; This roughly doubled performance (F 1 = 0.200 to
F 1 = 0.380). Adding a window of one token on each side of the entities further improved
performance (to F 1 = 0.394), driven by a shift from partially to now fully correct entities.
Also, we found that a courser level of ontology matching is considered, the F1 scores
are considerably higher. Overall, we can conclude that multi-label classification is the
recommended approach for extracting coping strategies, unless named entity recognition
can be improved. One challenge that will remain is the large variety of coping strategy
mentions in user-generated text. Increasing the training data will only solve this partly,
because there will always be unseen coping strategies in newly seen data.

8.5.2. RELEVANCE OF OUR FINDINGS

These results are also relevant for related tasks, such as the extraction of adverse drug
events (ADEs) from social media. Previous work has found that for this task NER is
also the bottleneck [159, 193, 194, 335]. Thus, it is worth investigating if multi-label
classification is more suited to this task. Moreover, coping strategies for side effects are
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Figure 8.7: Top 10 coping strategies (after manual filtering) without negation



8.5. DISCUSSION

8

123

32

27

14

14

13

10

6

9

8

7

−1

−1

−3

0 10 20 30

Medication and supplements

Magnesium

Lactose

Dairy foods

Moderate-dose treatment

Dosage

Bowel preparation

Change to other medication

Loperamide

Take whole dosage at once

Frequency

C
op

in
g 

S
tr

at
eg

y

(a) Top 10 coping strategies for diarrhea

17

15

11

6

6

5

5

5

3

4

−1

−1

−2

0 5 10 15

Lobectomy of liver

Low salt food

Change to other medication

Furosemide and potassium oral

Sodium

Nifedipine and diuretics

Fluid management

Take whole dosage at once

Furosemide

Fluid therapy

Frequency

C
op

in
g 

S
tr

at
eg

y

(b) Top 10 coping strategies for edema

Figure 8.8: Top 10 coping strategies with negation (after manual filtering). Blue bars indicate that patients
recommend taking this strategy and red bars indicate patients that recommend avoiding it (i.e. strategy is
negated)
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but one type of biomedical complex entity. Unlike named entities, complex entities are
often not proper nouns, they tend to be long, and may contain non-entity words (i.e.,
are discontinuous). Other valuable entities to extract from social media may be advice
on psychological coping or coping with the disease in daily life situations e.g. work and
childcare. Complex biomedical entities may require different approaches than named
entities, and future research is necessary to elucidate whether multi-label classification
is consistently preferable to NER with entity linking.

8.5.3. POTENTIAL APPLICATION SETTINGS

Although the quality of our extraction pipeline is insufficient for fully automated
knowledge discovery, semi-automated discovery with additional manual qualitative
checks can uncover coping strategies for side effects that patients mention online. These
can, in turn, be used as input for hypothesis generation. Some examples that we found
are drinking ginger tea or taking ondansetron against nausea, and drinking pickle juice
or eating potassium-rich food (e.g. bananas) against cramps. Manual examination of
the messages underlying a detected strategy can identify cases where the specific label is
incorrect (e.g., ‘hydration therapy’ in Figure 8.7b refers to drinking enough water), as well
as cases where it concerns various strategies around a certain topic (e.g., labels referring
to how medication should be consumed in Figure 8.7a). These cases likely contribute to
the higher performance (F 1 = 0.498) when we consider whether the predicted and target
labels fall under the same higher order ontological concept.

Expert knowledge is necessary for the manual qualitative checks of the output from
the automatic pipeline. Future work could include user studies to estimate the extent of
the manual work as well as the extent of the domain knowledge necessary to complete this
task. As our work describes the first attempt to tackle this problem, the amount of manual
work may also decrease with further improvements to the automatic pipeline. Currently,
end-to-end automatic extraction of coping strategies results in a high false positive rate
for both MLC and NER+EL. Although recall is more important than precision in a semi-
automated system, a high false positive rate is likely to increase the manual work required
from experts.

Although we are unable to share our data, we provide the code to visualize and inspect
extracted coping strategies18 in one’s own data set. We also share a demonstration of what
the visualization would look like.19 This demonstrates how medical researchers could
be aided to conduct adequate qualitative checks and inspect the underlying messages
manually using an interface.

Although certain strategies may be self-evident or well known, such as taking anti-
nausea medication (e.g., ondansetron) against nausea, others have not been documented
previously. Systematic extraction of coping strategies has substantial potential for
empowering patients and for generating hypotheses on why these strategies are effective.
The coping strategies that are advised should be considered carefully by medical
professionals for possible risks before disseminating them amongst patients.

18https://github.com/AnneDirkson/CopingStratExtract
19https://www.loom.com/share/dda9794a0d354589b95e5b01b5ab23a5

https://github.com/AnneDirkson/CopingStratExtract
 https://www.loom.com/share/dda9794a0d354589b95e5b01b5ab23a5
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8.5.4. LIMITATIONS
Our work also has a number of limitations. First, the categories included in the ontology
are limited to the experiences of GIST patients we collaborated with and the types of
coping strategies we encountered on the forum. Although at present our ontology is
sufficient to facilitate knowledge discovery, it should be further refined and expanded,
for instance through examination of patient forums for other disorders. Furthermore,
it would be worthwhile to expand the ontology with categories presented in previous
theoretical or qualitative work on coping strategies.

Second, our evaluation of coping strategy extraction is restricted to the labels present
in our ground truth data, which cover only 0.6% of the ontology. The performance
could thus be overestimated compared to real data if these labels were relatively easy.
We preselected discussion threads for annotation based on a high number of patient
experiences and at least one drug name using a machine learning model (Chapter 3).
Although the performance of this model was good (F 1 = 0.815), discussions around
straightforward coping strategies may be easier to identify and thus more likely to be
included in the annotated data.

A third limitation is that not all forum posts were subject to coping strategy extraction
in the case study. Prior to CS extraction, we selected all posts that contain an ADE and
the subsequent 4 posts (see Figure 8.1). Errors in ADE extraction20 may exclude posts
containing coping strategies. Although it may restrict the detected coping strategies, we
include this step because previous work has shown that it is beneficial to reduce the data
imbalance ratio for extraction [194]. Moreover, our models were trained on similar data.
Errors in ADE extraction may also result in the inclusion of posts containing false positives
such as symptoms of the disease, resulting in coping strategies that are not directed at
resolving adverse drug events.

8.5.5. FUTURE WORK
Aside from further refining our ontology, future work could be directed at exploiting the
hierarchical structure of the label space to improve coping strategy extraction, as was
done by Rios and Kavuluru [250] and Song et al. [284]. The hierarchical evaluation could
also be expanded with more complex hierarchical evaluation metrics such as hierarchical
precision and recall [330]. Another possibility would be to include synonyms of the target
labels sourced from the UMLS or from the BioPortal term search function. It would also
be worthwhile to improve upon our method for ADE–CS relation extraction. Manual error
analysis showed that most errors were cases where patients did not explicitly mention
which ADE was the target of the coping strategy because it was self-evident to them (e.g.
blood pressure medication). Such common sense reasoning appears to often rely on the
textual similarity between the ADE and the CS. Thus, relation extraction may be improved
by incorporating a similarity metric. Although the performance of negation detection
seemed decent (F 1 = 0.810), manual examination of the output revealed negation was
not aiding knowledge discovery due to many false positives and negatives. Our heuristics
appear insufficient and we recommend future research into improving this module.

Future work could also be directed at researching the low performance of NER for
coping strategies, which we expect is due to the descriptive and fuzzy nature of the

20ADE extraction has a token-level performance of F1 0.626 and an entity-level performance of 0.716
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entities. We found that the longest correctly identified entity was 9 tokens long, whereas
the maximum length of our annotated entities was 29 tokens (see Table 2.3). On average,
correctly identified entities were a median of 2 tokens long (± 1 token), partially correctly
identified entities were a median of 4 tokens long (± 3 tokens) and missed entities were
a median of 2 tokens long (± 3 tokens). It thus appears that missed entities are not on
average far longer than correctly identified entities. In contrast, entities that are only
partially detected correctly tend to be longer on average. A further investigation of the
robustness of NER (e.g. for length and variety of the entities and size of training data)
would be insightful for improving the NER model further. Such investigations would also
be of interest for other complex entities.

In addition to improving separate modules of the pipeline, future work could include
improving their integration. In our current pipeline, the integration of multi-label
classification with negation detection and relation extraction was complicated by the need
of these modules to know the location of the entity within the sentence. We resolved
this by determining the most important token per label that the sentence was labeled
with. However, future work could look towards using the attention mechanism of the
BERT model underlying multi-label classification, following work on explainable ICD code
assignment by Mullenbach et al. [212]. However, this will not be trivial as the Sentence-
BERT model is geared towards embedding the entire sentence and does not provide token-
specific embeddings. An attention-based approach would also help with differentiating
multiple coping strategies (e.g., ‘Gatorade, bananas’) from a single coping strategy with
multiple labels (e.g., ‘ginger tea’ has the labels ‘ginger’ and ‘herbal tea’). In this work, we
defined a coping strategy with two labels as one where the important words were adjacent.
Although this is not conventional in related fields such as ICD code detection or ADE
extraction, we allow for multiple labels per strategy to curb the exponential growth of the
ontology by addition of combined labels.

8.6. CONCLUSION
In this chapter, we have presented a new task, the extraction of coping strategies for side
effects from online patient discussions. We developed an ontology for coping strategies,
initially tailored to our case of Gastrointestinal Stromal Tumors (GIST), and presented the
results for automated extraction method. Moreover, we developed the first pipeline for
coping strategy extraction which we use in a case study in which we analyzed an online
forum for GIST patients. We showed that automatic extraction of coping strategies for side
effects is challenging, with F1 scores of 0.220 for exact matching to the correct ontology
item. We therefore recommend the use of our analysis methods in a semi-automatic
fashion in interaction with a human expert to enable the generation of new hypotheses
for medical research. Another use would be to discover potentially harmful strategies in
the patient-to-patient advice for the purpose of interventions by medical experts.
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Edited from: Anne Dirkson, Suzan Verberne, Gerard van Oortmerssen, Hans Gelderblom
& Wessel Kraaij. Automated gathering of real-world data from online patient forums can
complement pharmacovigilance for rare cancers. Major revisions at Scientific Reports.

Current methods for monitoring side effects for a drug after its release onto the market (i.e.,
pharmacovigilance) result in severe under-reporting of adverse drug events (ADEs). Patient
forums have the potential to complement current pharmacovigilance practices by providing
real-time uncensored and unsolicited information.

In this chapter, we conduct a case study on a patient forum for Gastrointestinal Stromal
Tumor (GIST) patients. We present algorithms that can automatically find the side effects
posted on a patient forum and determine automatically for which medication the side effect
is being reported. We show that patient forum data can provide suggestions for which ADEs
impact quality of life the most: For many side effects, the relative reporting rate differs
decidedly from that of the registration trials, including for example cognitive impairment
and alopecia as side effects of avapritinib. We also show that our method can provide real-
world data for long-term ADEs, such as osteoporosis and tremors for imatinib, and novel
ADEs not found in registration trials, such as dry eyes and muscle cramping for imatinib. We
thus posit that automated pharmacovigilance from patient forums can provide real-world
data for ADEs and should be employed as input for medical hypotheses for rare cancers.
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9.1. INTRODUCTION

Adverse Drug Events (ADEs), harmful reactions that result from the intake of medication,
pose a major health concern [340] and can have a great impact on the quality of life of
a patient [253]. Clinical trials are unable to fully assess the ADEs of a drug due to their
limited duration and relatively small sample size, which precludes the discovery of long-
term ADEs and rarer ADEs. Furthermore, clinical trials focus on patients in relatively good
condition. They mostly exclude elderly, patients with comorbidities, pregnant women,
and children [274, 289] and thereby are unable to assess the ADEs that may occur within
these patient groups.

Despite post-market surveillance systems, ADEs remain severely under-reported with
on average over 90% of ADEs remaining undiscovered [130]. Especially non-serious ADEs
are under-reported despite the strong influence they might have on patient adherence
and quality of life (QoL) [252].There is an increased recognition that information sources
that are more representative of the everyday “real world” are necessary to supplement
clinical trials [160, 236]. In recent years, both the FDA and EMA have started to investigate
how they can make use of such real world evidence to strengthen their post-market
surveillance of drugs (i.e., pharmacovigilance) [244]. One promising resource for the semi-
automatic discovery of real-world evidence is social media data [13, 115, 154].

The main advantage of using social media for pharmacovigilance is that it is
uncensored and spontaneous. Previous studies have shown that the attitudes of medical
professionals cause bias in ADE reporting. Surveys show that medical professionals may
not report an adverse drug event for various reasons including lack of time, uncertainty
about whether the drug causes the ADE or because the ADE is either trivial or well-
known [98, 128]. Social media data has several other distinct advantages compared
to other potential information sources. First, the sheer volume of information is not
easily obtainable by other means [266]. Second, it has been found that users more
often share information with peers than with physicians or at clinical trials [75]. A third
advantage is that social media is able to provide near-instantaneous information which
allows for real-time monitoring and early signal detection [276]. Yet, some concerns of
representativeness of users and data quality have also been put forward [40, 58] which we
will address in the discussion.

Patient forums, online communities where patients gather to exchange information
and experiences, are a type of social media that could be especially valuable as a resource
for ADE detection. It has been estimated that 8% of posts in specific online forums
for patients are reports of adverse drug events [114]. Nonetheless, most research at
present has focused on generic social media [171, 266]. In this chapter, we present the
first empirical case study investigating the value of automated pharmacovigilance from
patient forums for a rare cancer. In collaboration with patient organizations, we have
collected and extracted ADEs from a large forum of patients with Gastrointestinal Stromal
Tumors (GIST). Although it is the most common of the sarcomas, it is a rare disease with
an incidence of 10-15 per million per year [285].
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9.2.1. DATA COLLECTION
In agreement with the GIST International Support Organization, we collected data from
their at the time public Facebook group using the Facebook API. The data ranges from 24
Oct 2009 until 1 Nov 2020 and includes 125,161 English messages in 14,631 conversational
threads. The 1,493 non-English messages (1.2%) on the forum were removed. On 1 Nov
2020, the forum had 5,555 members and 1,567 users were active on that day.

Our study design and data management plan were approved by the Leiden University
privacy officer. We did not collect usernames to protect user privacy in line with data
minimization practices. The collected messages were stored securely, and access was
restricted to the involved researchers and annotators. For the labeling of data, we did not
use commercial tools but set up private servers that were only accessible to the annotators.
In accordance with the GDPR (Article 9.2), we did not obtain consent from each user as
the GDPR allows for the use of data from publicly accessible forums with justified cause
without individual consent. The necessity to take informed consent was formally waived
by the Leiden University privacy officer. Nonetheless, we are unable to share the data
according to the GDPR, because access to the forum has become restricted to members
since our data collection (i.e., it is no longer publicly accessible).

Message ADE as in 
message

ADE in 
SNOMED 

ADE
Extraction

ADE
Normalisation

Drugs 

Imatinib

Link drug to ADE

List of ADE 
per drug 

"I cannot sleep at all

and have pain in my 

back all the time due

to Gleevec"

cannot sleep

pain in my back
193462001 Insomnia

161891005 Backache

Drug
Extraction

Drug
Normalisation

Figure 9.1: An overview of the software pipeline we developed for automatically determining which adverse drug
effects (ADE) are mentioned on a patient forum. All italicized parts indicate modules we developed. An example
message is provided to clarify each step. ADE: adverse drug events

9.2.2. MACHINE LEARNING PIPELINE
We developed a software pipeline to automatically extract the ADEs from the messages
on the patient forum using state-of-the-art methods. As shown in Figure 9.1, we first
extract (i.e., ADE Extraction) the words that contain an ADE (e.g., “cannot sleep”) from
each message using a specialized information extraction model. This model is trained on
forum messages that are manually labeled for ADEs by human annotators. For such tasks
where words that contain a certain concept (like an ADE) are extracted (also called Named
Entity recognition tasks), predictions are done for each individual word in the sentence.
Therefore, the data for training this model is also labeled per word. Specifically, words are
labeled for if they are at the Beginning of an entity (B), Inside an entity (I), or Outside an



9

132 9. PATIENT FORUMS AS A COMPLEMENTARY DATA SOURCE

entity (O) [245]. This is the most common format for sequence labeling tasks, or tasks in
which predictions are made per word. Forum messages can contain multiple ADE, which
may also span across sentences.

Since posts that contain ADE are a small subset of the data, we wanted to select posts
that had a high likelihood to contain an ADE to reduce the time the annotators needed to
spend on labeling the data before we had sufficient manually labeled examples to train our
model. To create our data selection for manual labeling, we selected all discussions that
contained at least one drug name (i.e., at least one exact match with a drug in RxNORM
[313]. Prior to data selection, drug names were normalized to their generic variants (e.g.,
Gleevec to imatinib) and spelling correction was applied to correct misspelt drug names
(see Appendix A.1 for more details on preprocessing). From the discussion threads with
at least one drug name, we selected the discussions with the highest percentage of posts
in which authors shared experiences (such as that you experienced an ADE). In order to
estimate which percentage of posts in a thread included patient experiences, we used a
previously developed model (Chapter 3). In short, the model was a linear SVC classifier
based on trigrams (i.e., sequences of three letters) that could identify experiences with an
overall performance (F1 score) of 0.815.

In total, 4,195 messages (527 discussions) from the GIST forum were labeled by three
GIST patients and the first author using an annotation guideline1. Subsets of the data
(30 threads, between 179 to 211 posts total) were annotated by two annotators to be able
to measure to what extent they would label the data the same. Each annotator would
label two such overlapping sets. We choose to not have all annotators label the same
overlapping data to decrease their workload. For our data, the average agreement between
two human annotators was substantial (mean Cohen’s κ = 0.71). A small sample of the
annotated data is available in the Appendix A (Table A.4) as an example.

We use 80% of our annotated data and an additional 1,250 messages from a publicly
available data set [151] to train our model. Another 10% of our annotated data is used
to determine how we can best train our model (i.e., the development data). See Section
A.0.2 for the technical details on how we trained our extraction model and Section A.0.1
for details on how the data was preprocessed (i.e., transformed from raw data to input for
a machine learning model) before ADE extraction. The remaining 10% of the annotated
data is used to evaluate how well our model works on data it has not seen before (i.e., the
test data).

We find that on this test data our model has a sensitivity (also called recall) of 0.739: it
can retrieve 52.3% of entities fully and 16.6% partially. If it retrieves an entity partially, it
has managed to label some of the words of the entity correctly but not all. The specificity
of the model is 0.998, meaning that it can correctly identify 99.8% of the true negatives.
Its precision of the model is 0.695, meaning that 69.5% of all retrieved entities are true
positives. Our model thereby outperforms state-of-the-art models on this task [337]. Yet,
its overall performance (F 1 = 0.72) is still slightly lower than that of humans (average pair-
wise F 1 = 0.80). Moreover, we find that our model is able to find new adverse drug events
for which there were no manually labeled examples (see Section A.0.2 for more details).

We use a specialized machine learning model to link the extracted phrases containing

1Available at: https://github.com/AnneDirkson/ConversationAwareFiltering/tree/master/
guideline

https://github.com/AnneDirkson/ConversationAwareFiltering/tree/master/guideline
https://github.com/AnneDirkson/ConversationAwareFiltering/tree/master/guideline
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ADE (e.g., “cannot sleep”) to concepts in SNOMED-CT (e.g., Insomnia) (i.e., ADE
Normalization in Figure 9.1). This allows us to aggregate instances where the same ADE
is expressed in different ways. In general terms, this model compares the extracted ADE
to all synonyms of concepts in a selected subset of SNOMED to find the best match by
ranking how similar each synonym is to the extracted ADE. We train this model using three
external data sets [20, 151, 353]. On average, this model can correctly label 64.5% of the
ADEs. For an additional 14.6% of the cases, the correct label was included in the top 5. See
Section A.0.3 for more details on the training and evaluation of the normalisation model.

We also extract the medication mentioned in the forum message. We first change
all medication names to their generic forms (e.g., Gleevec to Imatinib) during Drug
Normalization. For this step, we use the RxNORM database [313]. We then extract all
generic drug names (e.g., Imatinib) during Drug Extraction using a list of generic drug
names from the RxNORM. Finally, we determine which drug the ADE mentioned in the
message is most likely to belong to, based on the message and the conversational thread
(i.e., Link drug to ADE in Figure 9.1). We designed a simple set of rules (see Section
A.4) that select the correct drug 93% of the time if we restrict the possible choices to
a list of possible GIST medications (i.e., Imatinib, Sunitinib, Regorafenib, Avapritinib,
Ripretinib, Nilotinib, Pazopanib, Ponatinib, Sorafenib) to prevent drugs that resolve the
ADE (e.g., “ondansetron” for nausea) from being not chosen. An ADE is linked to no drug
(“Unknown”) if no drug is mentioned in the message nor in the conversational thread prior
to the message.

We describe all technical details of our pipeline in the Appendix A, and we have made
our code open-source2. Our pipeline for ADE extraction from patient forums is the
first that is both publicly available and targeted at English data. van Stekelenborg et al.
[321] employed proprietary software and the work by Audeh et al. [13] is on French data.
Although we are unable to share the original forum messages, we provide an output file
of all extracted ADEs (including which drug they are linked to) for each discussion thread
and post as a Supplementary File3.

9.2.3. DATA ANALYSIS
We investigate the ADEs reported online for all medication that is standard treatment for
GIST patients: the first-line treatment imatinib, the second-line treatment sunitinib, the
third-line treatment regorafenib, and two recently approved drugs, namely ripretinib, now
fourth line treatment, and avapritinib, which was specifically approved for PDGFRA exon
18 mutations. Both were approved in 2020 [103, 311]. All analyses were conducted in
Python.

We first identify the 20 most prevalent ADEs for each drug. It is important to note
that if an ADE was mentioned twice in one message, it was counted only once. Due to
privacy considerations, we do not have access to data on who posted which message and
consequently, we are unable to remove cases where the same person posts about an ADE
multiple times in different messages. We aggregate ADEs into categories based on the
SNOMED-CT hierarchy and the medical expertise of Prof. Dr. Gelderblom.

We also inspect long-term ADEs for GIST medication that has been on the market for

2https://github.com/AnneDirkson/CHyMer
3https://github.com/AnneDirkson/CHyMer/tree/main/suppl

https://github.com/AnneDirkson/CHyMer
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more than five years (i.e., imatinib, sunitinib, and regorafenib). We define long-term ADEs
as ADEs that have their first mention on the forum after more than five years of ADE
reports concerning that particular drug on the forum. We thereby assume that short-
term ADEs will be mentioned at least once in the first five years of ADE reports for a
particular drug. Note that we use this proxy because we do not have information on
how long patients posting on the forum have been taking a drug as we do not know who
posted a message. A limitation of our approach is that rare (but not necessarily long-term)
ADEs may not be filtered out. However, by considering how frequently long-term ADEs
are reported, we can partially mitigate this issue. We do not aggregate ADEs into larger
categories for this analysis because we found that this favored categories that contain very
many infrequently occurring ADEs over more relevant ADEs. For the 20 most prevalent
long-term ADEs, we manually checked whether there were erroneous categories of ADE
that were the result of errors during the extraction step (e.g., “elevated mood” was assigned
to any case in which only “elevated” was extracted instead of the full ADE).

Finally, we investigate which ADEs mentioned on the forum are novel (i.e., not
reported in the registration trial). We compare our findings to the registration trials
for GIST patients instead of the general Summary of Product Characteristics (SmPC)
of the drug because the SmPC is not specific to our patient population whereas the
registration trials are. For imatinib, we included one phase II trial [78], two phase III trials
[36, 331] for Gastrointestinal Stromal Tumor patients based on the approval summary
[71] and the work by Reichardt [246]. We also include the ADEs mentioned for GIST
in the FDA report for imatinib [308]. For sunitinib, we include one phase III trial for
GIST [79] and ADEs mentioned for GIST in the FDA report [309]. For regorafenib, we
include one phase III trial for GIST [81] and the ADEs for GIST in the FDA report [310].
We provide supplementary files4 describing which specific ADEs (with their manually
assigned SNOMED CT identifier) were included for each medication.

For this analysis, we set a threshold of 5 as a minimum frequency (i.e., the ADE needs
to be mentioned on the forum at least 5 times). We first automatically filtered out any
ADEs that were mentioned in the registration trial using their SNOMED-CT identifier.
We also filtered out all SNOMED concepts that occurred below these concepts in the
SNOMED hierarchy (e.g., leg edema falls under edema and should also be filtered out).
Prof. Dr. Gelderblom then manually verified the most prevalent novel ADEs for each drug
by comparing them to the ADEs mentioned in the registration trial. We also manually
removed any ADE categories from the top 20 that were fully the result of extraction errors.

9.3. RESULTS
Table 9.1 reports the number of ADEs found for each medication type on the GIST
patient forum. The number of ADEs reported increases with the number of patients that
have been prescribed a certain medication. Manual analysis revealed that most of the
“Unknown” cases are in fact not ADEs but symptoms of GIST or side effects of surgery.

For each medication, we can analyze how often ADEs are reported. For example,
Figure 9.2 shows the most often reported ADEs reported for avapritinib. Impaired
cognition is the most reported ADE followed by fatigue, nausea, edema, and loss of hair.

4https://github.com/AnneDirkson/CHyMer/tree/main/suppl
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Treatment type Drug # of ADE found # of ADE types

First-line Imatinib 13,376 685
Second-line Sunitinib 2,335 324
Third-line Regorafenib 319 226
Fourth-line Ripretinib 319 90
PDGFRA exon 18 mutations Avapritinib 297 112
Off-label Nilotinib 59 40
Off-label Pazopanib 51 27
Off-label Sorafenib 47 32
Off-label Ponatinib 17 13

Unknown 2,948 497
Total 21,051 1,086

Table 9.1: The number of ADEs and ADE types reported on the patient forum for each GIST medication. ADE:
adverse drug events
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Figure 9.3: The change in rank in terms of prevalence of reporting of the top 10 adverse drug events found for
avapritinib on the forum (left) compared to the registration trial (right). ADE: adverse drug events

These ADEs were all reported in the registration trial albeit in the different order as can
be seen in Figure 3 (e.g., cognitive impairment was the 8th most prevalent ADE in the
registration trial). Incidence rates of ADEs from the clinical trials cannot be compared
to the relative reporting rates of ADEs on the forum directly, as nonclinical social media
data does not allow us to infer who does not have an ADE. Users that do not report an
ADE might still experience it. Thus, reporting rates of ADEs from forum data are only
interpretable in a relative sense (i.e., nausea is reported more than fatigue). Nonetheless,
relative differences between ADE reporting on a forum and incidence from the registration
trial can provide insight into which ADEs are perceived by patients as having the most
negative impact on their quality of life; ADEs that are reported relatively more often
than expected based on incidence are more salient to patients. Aside from cognitive
impairment, we find that, for example, loss of hair (i.e., alopecia) is reported more often
than one would expect based on the prevalence in the clinical trial. It was in fact the 23rd
or least prevalent ADE at 13% of all patients.

We also analyze ADEs that occur after long-term use of a drug. Figure 9.4 shows
the most prevalent long-term ADEs reported for Imatinib on the GIST patient forum.
The most reported are dyspnea, toothache, tremor, vertigo and excessive weight gain.
It appears that patients suffer from problems with their teeth (i.e., toothache and tooth
disorder), muscles (i.e., tremor, muscle atrophy and muscle fatigue), and skeletal system
(i.e., osteoporosis). We acknowledge that these ADEs might be related to other factors
such as age, and no definitive causality can be deduced from patient reports. Nonetheless,
analysis of long-term ADEs on patient forums can provide valuable hypotheses for future
research.
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Figure 9.4: The 20 most prevalent long-term adverse drug events reported for imatinib on the forum
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Finally, we compare the ADEs found in registration trials to those reported on the
GIST patient forum to uncover novel ADEs for GIST patients. In contrast to generic social
media, disease-specific forums have the unique benefit of providing ADEs for a specific
patient population, e.g., GIST patients. In turn, this enables the comparison to known
ADEs for that specific patient population through comparison with the relevant clinical
trials. For imatinib, we initially found 214 novel ADEs that were reported at least 5 times.
Figure 9.5 shows the 20 most prevalent ADEs reported for imatinib that were not reported
in the registration trials (the list was curated by an oncologist specialized in sarcomas).
Muscle cramp, problems with the eyes, depression, insomnia and amnesia are reported
most often. Patients also report novel skin problems (i.e., dry skin, thin skin, bruising and
blisters), mouth problems (i.e., xerostomia and tooth problems) and problems with too
high or low blood pressure.

Although these ADEs had not been reported during the registration trials for use of
imatinib for GIST, many are included in the general Summary of Product Characteristics
(or SmPC) of imatinib [101], which means that they have either been found for another
disorder (e.g., imatinib is also used by patients with chronic myelogenous leukemia
(CML)) or that they were found in the post-marketing phase. Overlap between the SmPC
and the 20 most prevalent ADEs that were not reported in the registration trials includes
muscle cramps, eye disorders, depression, insomnia, amnesia, weight loss, dry skin,
anxiety, high and low blood pressure, xerostomia (dry mouth), bruising and blisters. For
ADEs found for other disorders, forum data can provide an indication that these ADEs
also occur amongst GIST patients. A high degree of overlap with other patient populations
taking imatinib is not surprising, as many ADEs may not be disease-specific. Adverse drug
events may also have been added to the SmPC as a result of post-marketing reports by
GIST patients. Overlap with these ADEs is promising, as it underscores that forum data
may pose an alternative for obtaining such information after release of a drug onto the
market.

Forum data can also indicate ADEs that are novel for all imatinib users. Thin skin,
clouded consciousness, menopausal flushing, change in hair color, and tooth problems
are examples of adverse drug events found on the forum that were not reported in either
registration trials for GIST or in the general SmPC.

For more detailed investigations, we provide an interactive demo: https://
dashboard-gist-adr.herokuapp.com/

9.4. DISCUSSION
In this chapter, we showcase the potential of patient forums as a complementary source
of knowledge for pharmacovigilance for rare cancers with a case study. Although
ADEs mentioned on a patient forum provide valuable information, causality assessment
is necessary before this information can be used as real-world evidence. Similar to
spontaneous reporting through official channels, the causality of an adverse drug event
needs to be determined before it can be coined an adverse drug response. Whereas an
adverse drug event is “any untoward (i.e., unexpected and negative) medical occurrence
that may appear during treatment with a pharmaceutical product but which does not
necessarily have a causal relationship with the treatment”, an adverse drug response infers
a causality relation between drug and effect [102, 341].

https://dashboard-gist-adr.herokuapp.com/
https://dashboard-gist-adr.herokuapp.com/
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Our work differs from previous studies [13, 321] in a number of important aspects.
First, in contrast to previous work, we assess ADEs in the context of a specific disease.
This enables us to compare our results to registration trials specific to that patient
population. We believe that this approach is far more promising than previous approaches
which assess ADEs irrespective of which patients are taking the drug, as our approach
allows for an investigation of the value of pharmacovigilance from patient forums for
specific diseases, including rare and orphan diseases. The focus on rare disorders is the
second major difference with previous work. Semi-automatic discovery of ADEs from
patient forums is particularly promising for patients with rare diseases, because clinical
research into these disorders is scarce. This lack of research is due to a combination
of low funding, low interest from pharmaceutical companies, and dispersed patient
communities [15, 131, 305]. In fact, according to Aymé et al. [15] online forums could
enable the coordinated, trans-geographic effort that is necessary to attain progress for
rare diseases. We assessed which ADEs are novel in comparison to those found in the
registration trial prior to market release. Thus, we did not take into account which ADEs
are discovered by official post-marketing systems, such as by the FDA or EMA, for GIST
patients. These systems do not share with researchers which patients reported which ADE
and thus all ADEs for a drug are aggregated irrespective of disorder. Comparisons to a
specific patient population are thus not possible at this time, although such comparisons
would be valuable. There are promising initiatives such as OHDSI5 that are attempting to
make such detailed analysis possible in the future.

Moreover, we are the first study to investigate automatic extraction of long-term side
effects from online forums. Some GIST patients take imatinib for longer than 5 or 10 years
due to its efficacy [52, 226]. Although post-market clinical studies have evaluated the long-
term efficacy of imatinib [52, 226], only one study [226] recorded adverse events and only
if they were the reason patients reduced their dosage. The ADEs reported were edema,
fatigue, rash, and diarrhea. These ADEs were also reported in the original registration trial
and are consequently not specific to long-term usage.

Despite the promise of patient forums as a resource for real-world data, two sources
of concern have also been expressed in the literature. A first concern is that the patients
that post on the patient forum are not representative for the general patient population
[40, 58]. Some patients may lack the skills, access or desire to post on social media [242].
Generally speaking, young people, women and those of higher socioeconomic class are
more highly represented on social media [58]. To address this concern, our future work
will include a survey amongst GIST patients to investigate the representativity bias on
patient forums. Furthermore, this concern is not in fact unique to social media as a
potential resource for pharmacovigilance; Clinical trials, surveys and spontaneous reports
are also subject to representativity bias. A second concern that has been posited is that
the quality of the ADE reports from social media may be inferior. However, studies have
shown that reports from patients can be similar in quality compared to those of healthcare
professionals [37]. This is also the case for reports on patient forums [322].

Nonetheless, our method does have some limitations due to three sources of noise.
Automatic extraction using machine learning methods enables the processing of large
volumes of forum messages but also introduces errors into the data as methods do not

5https://ohdsi.org/

https://ohdsi.org/
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attain perfect performance e.g., reports may be missed, false positives may be included,
or ADEs may be linked to the wrong concept (see Appendix A.0.3 for a more detailed
evaluation of errors). A second possible source of noise is negated ADEs, i.e., when a
user indicates they do not have a certain ADE. We do not separately identify whether
an ADE is negated, because our model is only trained to recognize cases where the
ADE is not negated using labeled data in which only non-negated ADE are annotated.
However, our model may erroneously extract negated ADE, as they are textually similar
to true positives. Furthermore, duplicate records in the data may also introduce noise.
Patients may post multiple times about the same ADE and since we do not have access to
(anonymized) usernames of posters, we cannot remove these duplicates. Consequently,
the real-world data provided by patient forums is noisier overall than the data obtained
from spontaneous reports or clinical trials. Automatically extracted ADEs from patient
forums should be interpreted in this light; Individual reports may be less reliable but on
an aggregate level these reports can provide valuable indications of ADEs and issues that
patients are facing. Further clinical research or surveys could be used to validate these
hypotheses.

9.5. CONCLUSION
We have shown with a case study of an online forum for GIST patients that patient forums
can provide real-world data for both long-term ADEs, such as osteoporosis and tremors
for imatinib, as well as for ADEs that were not found in the original registration trials, such
as dry eyes and muscle cramping for imatinib. Patient forums are also able to reveal a
patient-centric perspective of ADEs by showing which ADEs affect quality of life the most.
We find that the relative reporting rate of an ADE often differs decidedly from that of the
registration trials. For example, alopecia and cognitive impairment were both reported far
more often for avapritinib than would have been expected based on the prevalence in the
registration trial. Thus, despite its limitations and noisy nature, automated extraction of
ADEs from patient forums can help combat current under-reporting of ADEs by providing
much needed real-world data that can function as input for new medical hypotheses and
research.



10
COMPARING QUESTIONNAIRE AND

FORUM DATA

Edited from: Dide den Hollander, Anne Dirkson, Suzan Verberne, Wessel Kraaij, Gerard
van Oortmerssen, Hans Gelderblom, Astrid Oosten, Anna K.L. Reyners, Neeltje Steeghs,
Winette T.A. van der Graaf, Ingrid Desar and Olga Husson (2022). Symptoms reported
by Gastrointestinal Stromal Tumour (GIST) patients on imatinib treatment: combining
questionnaire and forum data. Supportive Care in Cancer.

In this chapter, we compare the most frequently reported adverse drug effects (ADEs) for
imatinib on the GIST patient forum to those reported by Dutch GIST patients for imatinib in
a cross-sectional survey study. This survey was conducted amongst 328 patients and consists
of items from the EORTC QLQ-C30 and Symptom Based Questionnaire (SBQ).

We find that both the symptoms reported in the survey and those reported on the forum
mirror the side effect profiles of imatinib in the registration trials, whereas the relative
reporting rates of ADEs differ. The coverage of the more specific EORTC Symptom Based
Questionnaire (EORTC-SBQ) is higher (9 of 10) than that of the cancer-generic EORTC QLQ-
C30 (4 of 10). One of the most frequently mentioned ADEs on the forum, namely alopecia,
was not included in any of the questionnaires.

In conclusion, we find a large degree of overlap between the ADEs reported on the GIST
forum and those reported in a cross-sectional survey. Furthermore, the automatically
extracted ADEs from the forum data can be used to select the most appropriate
questionnaire for patient-reported outcomes, as well as update the questionnaires to
include side effects that are relevant to patients.
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10.1. INTRODUCTION
GISTs represent a rare (10-20 cases per 1,000,000/year) family of mesenchymal tumors
arising anywhere along the gastrointestinal tract [285]. Treatment with tyrosine kinase
inhibitors (TKIs) improves survival for patients with a gastrointestinal stromal tumor
(GIST), both in the adjuvant and palliative setting, but is not without side effects
[51, 78, 80]. TKIs are the only effective systemic treatment for high-risk localized and
advanced GISTs [73]. Specifically, imatinib has significantly changed the prognosis of
non-resectable advanced or metastatic GIST patients: from a median overall survival
of 14-18 months up to 57 months [35]. TKIs are taken orally on a daily basis until
progressive disease. Especially imatinib is considered to be moderately to well tolerated,
at least when compared to conventional chemotherapy [53]. Side effects are seen in
virtually all patients, with the most frequent being (periorbital) edema, diarrhea, fatigue,
myalgia/musculoskeletal pain, and nausea [145].

Treatment-related side effects or symptoms have significant impact on health-related
quality of life (HRQoL) and are an important aspect of HRQoL assessment. HRQoL and
symptoms can be assessed using patient-reported outcome measures (PROMs), providing
subjective assessments coming directly from the patient, without interpretation by health
care professionals or anyone else [306]. The patient perspective is needed to create
a more complete overview of treatment-related symptoms, as previous research has
shown a gap between the reporting by clinicians and by patients, with clinicians under-
reporting symptoms [12, 85]. Another resource of patient-reported data are social media,
including patient forums, i.e. online communities where patients exchange information
and experiences. Social media are increasingly recognized as sources for reports of patient
experiences including symptoms [270]. The reports from social media are unselected,
unsolicited, and unbiased, and indicate which symptoms have impact on their health or
daily life [251] without the burden of completing questionnaires. Furthermore, its data
can also detect emerging issues that may not be mentioned in registration trials or are not
covered in existing PROMs [114, 221].

Few studies have investigated patient-reported symptoms in patients with GIST using
TKIs. In a qualitative study, 77 different symptoms were reported by GIST patients
using TKIs [283]. In another interview study [105], GIST patients with metastatic disease
who used imatinib, subjectively described most frequent symptoms as being periorbital
edema, nausea, fatigue, exhaustion, cognitive impairment, muscle pain and cramps, and
joint pain. Patients also described the considerable impact of these symptoms on their
daily lives, again pointing out the gap between physician-reported side effects and the
lived experiences of patients. Quantitative data are scarce: one study reported severe
fatigue in one third of GIST patients on TKI [239], while another study reported diarrhea,
fatigue, and insomnia [69].

To date, interventional studies in GIST patients often use generic (e.g. Short Form
Health Survey (SF-36) [333]) or cancer-generic (e.g. EORTC QLQ-C30 [1]) PROMs, that do
not assess symptoms specific to TKIs. To incorporate TKI-related symptoms in patient
reported outcome measures for GIST patients in future research, more detailed insight
into symptom prevalence, relevance, and priority of issues is needed. In the current study,
we use two different data sources for patient-reported symptoms, i.e. survey data and data
extracted from an online GIST patient forum to examine: (1) the prevalence of symptoms
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reported by patients; (2) to what extent the issues reported on a patient forum are covered
by existing PROMs (i.e. EORTC QLQ-C30 and items from the EORTC Symptom Based
Questionnaire [283]); and (3) the issues that should be prioritized for incorporation in
future HRQoL assessment based on the top 10 most prevalent issues.

10.2. METHODS

10.2.1. STUDY DESIGN AND PARTICIPANTS
A cross-sectional population-based survey study was conducted among patients aged
≥ 18 years at diagnosis registered in the Netherlands Cancer Registry (NCR) and who
had been diagnosed with GIST (according to the ICD-10-GM codes C15-20, C26, C48,
and C80), between January 1, 2008 and December 31, 2018. Only patients diagnosed
within one of the GIST expertise centers (Radboud University Medical Center [Nijmegen],
Erasmus MC Cancer Institute [Rotterdam], Leiden University Medical Center, The
Netherlands Cancer Institute [Amsterdam], and University Medical Center Groningen)
were selected. Patients who had cognitive impairment or were too ill at time of the study,
according to the advice from their (former) treating specialist, or died prior to the start of
the study (according to data from the hospital of diagnosis and/or data from the Dutch
municipal personal records database) were excluded. The NCR is a population-based
registry which is maintained by the Netherlands Comprehensive Cancer Organization
(IKNL) and collects records, including patient, tumor, and treatment characteristics, on all
newly diagnosed cancer patients in the Netherlands based on data from the Nationwide
Network and Registry of Histo- and Cytopathology (PALGA) in the Netherlands [54].

Data from the (at the time) public Facebook group of GIST Support International (GSI)
was used to automatically extract symptoms from the messages on the patient forum.
GSI is a United States-based non-profit corporation founded in 20021. The main aims
of the organization are to connect GIST patients and their families and friends, to provide
information, and to stimulate research. Members are encouraged to interact and share
ideas and experiences in the online community. The forum was moderated by assigned,
experienced GSI members.

Ethical approval for the cross-sectional study was provided by the medical ethical
committee of the Radboud University Medical Center (2019-5888). According to the
Dutch law, approval of one ethical committee for questionnaire research is valid for all
participating centers. Permission to use data from the Facebook group was given by GSI.
Discussions were pseudonymised and messages could not be traced back to individual
members. No formal approval was needed for the use of data from the public Facebook
group, as the General Data Protection Regulation (GDPR) allows use of data from publicly
accessible forums with justified cause.

10.2.2. RECRUITMENT AND DATA COLLECTION
Survey study Eligible patients received an invitation letter from their (ex-)treating
physician explaining the goals and procedure of the study. Participants provided
informed consent, including permission to link survey data with data from the NCR.
Data was collected from September 2020 through June 2021. Survey administration was

1https://www.gistsupportorg

https://www.gistsupportorg
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done within the Patient Reported Outcomes Following Initial treatment and Long term
Evaluation of Survivorship (PROFILES) registry [317]. PROFILES is a data management
system set up in 2009 in the Netherlands for the study of the physical and psychosocial
impact of cancer and its treatment. PROFILES contains a large web-based component
and is linked directly to clinical data from the NCR. Participants could complete the survey
online or on paper upon request.

Forum study The English messages from the patient forum were collected on November
1, 2020 and ranged from October 24, 2009 to November 1, 2020. The number of messages
was 125,161 in 14,631 conversational threads. A software pipeline was developed to first
extract words containing side effects from each forum message and then to automatically
determine which side effect is being mentioned. These algorithms were trained on data
hand-labeled by human annotators. The sensitivity or recall of the extraction of side
effects is 0.739 meaning 73.9% of the side effects reported on the forum can be found by
the algorithm. The precision is 0.695, which means that 69.5% of the side effects identified
by the algorithm are side effects. The remaining 30.5% are false positives. The accuracy
of automatic labeling of side effects with SNOMED-CT concepts is 0.645 (i.e. 64.5% of the
side effects are automatically linked to the correct concept in SNOMED-CT) (See Chapter
9). Text about imatinib was extracted from the forum data as well and then linked to
the symptom mentioned in the message that it was most likely associated with. The
methods of sensitivity and accuracy analysis, text extraction, and linkage of the symptom
to imatinib are described in Appendix A.

10.2.3. STUDY MEASURES
Questionnaires and individual items from the EORTC Quality of Life Group (QLG)
portfolio were selected as they belong to the most frequently used cancer-specific PROMs
worldwide and were developed following well-established guidelines [147]. From the 30-
item questionnaire EORTC QLQ-C30, version 3.0 [1], 11 symptom-specific items were
evaluated (i.e. dyspnea, pain, feeling weak, appetite loss, nausea, vomiting, constipation,
diarrhea, fatigue, problems with concentrating and problems with remembering things).
Other symptoms related to TKI use were assessed by 8 additional items from the EORTC
Symptom Based Questionnaire (EORTC-SBQ), an 61-item set that was recently developed
for patients receiving targeted therapy [1] (i.e. swelling of the face or around the eyes,
swelling in any part of the body, muscle aches, pains, or cramps, aches or pains in joints,
food and drink tasting different from usual, pain or soreness in mouth, indigestion or
heartburn, skin problems). Furthermore, one item about hand-foot syndrome was added
from the EORTC Item Library. The items were selected based on prevalence reported
in a systematic review of the symptoms associated with TKIs used in the treatment of
GIST [282]. One item of own design about the impact of changed physical appearance
was added as this was an issue that physicians frequently heard from patients, based on
symptoms such as periorbital edema and hair discoloration.

10.2.4. STATISTICAL ANALYSIS
Survey study For analysis, only patients using TKI at time of study participation were
selected. In case of low numbers of patients using a specific TKI, the results were only
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exploratively compared and presented separately in Appendix C. Prevalence scores for
symptoms were determined based on a score of 2 or higher on the 4-point Likert scale
being 1- “not at all”, 2- “a little”, 3- “quite a bit” and 4- “very much”, and represented by
numbers and percentages out of the total number of patients taking the specific TKI. All
analyses were conducted using SPSS version 25.0 (Statistical Package for Social Sciences,
Chicago, IL, USA).

Forum study To reduce noise, only side effects that are mentioned at least five times are
included, duplicate side effects from the same forum message were excluded, and false
positives are reduced by excluding cases where no drug is mentioned in the conversational
thread (see Chapter 9). Prevalence of symptoms in the patient forum data was based on
how often the symptom was mentioned.

As a secondary analysis, the 10 most prevalent symptoms for each TKI in the survey
study and the forum study were compared based on relative reporting rate. Comparison
based on absolute prevalence in the two studies was not possible, because of the
difference in how prevalence was calculated.

10.3. RESULTS

10.3.1. PARTICIPANTS
In the cross-sectional survey study, a total of 521 (former) GIST patients were invited
to participate and 328 (response rate 63%) consented and completed the survey. 107
GIST patients used TKI at time of study participation: 92 used imatinib, 6 sunitinib, 6
regorafenib, and 3 ripretinib. Based on these numbers, we focused on imatinib treatment
for this analysis, and results of the explorative analysis for the other TKIs are included in
Appendix C. Characteristics of patients using imatinib are shown in Table 10.1. No patient
characteristics are available from the forum study.

10.3.2. PREVALENCE SCORES
Prevalence scores for symptoms related to imatinib are shown in Table 10.2. In the survey
study, three most prevalent patient-reported symptoms for imatinib were fatigue (73%),
muscle pain or cramps (73%), and swelling in the face or around the eyes (59%). In the
forum study, for imatinib, the three most prevalent symptoms were fatigue (8.6%), nausea
(7.8%), and cramp (6.9%).

10.3.3. RELATION BETWEEN QUESTIONNAIRE AND FORUM SYMPTOMS
Table 10.3 shows the coverage of the 10 most reported symptoms related to imatinib on
the online forum in the EORTC QLQ-C30, the EORTC-SBQ, and the EORTC item library.
The EORTC QLQ-C30 includes 4 out of 10 most prevalent symptoms on the online forum.
The EORTC-SBQ and EORTC item library cover 9 and 10 symptoms, respectively.

Finally, the 10 most prevalent symptoms in the survey study and the forum study were
compared based on relative reporting rate, indicated as in descending values in Table 10.4.
For imatinib, 7 symptoms overlapped between the two studies. Symptoms from the forum
study that were not in the top 10 for imatinib in the survey study were nausea, pain, and
alopecia (Table 10.4). Fatigue was the most prevalent symptom both in the survey study



10.3. RESULTS

10

147

Imatinib (n = 92)

Age (mean ± SD (range)) 66.5 ± 10.0 (28-87)
Time since diagnosis in years (mean ± SD (range)) 6.0 ± 2.9 (1.9-12.6)
Sex
– Male 50
– Female 42

Highest formal education
– Primary school only 4
– High school 20
– College or university 67
– Missing 1

Relationship status
– Single 6
– Married/relationship 73
– Seperated/divorced 6
– Widowed 7

Comorbidities
– None 28
– One 17
– Two or more 47

Comorbidities (specified) *
– Heart disease 9
– Stroke 2
– Hypertension 21
– Lung disease 7
– Diabetes 7
– Ulcer or stomach disease 3
– Kidney disease 5
– Liver disease 7
– Anemia or other blood disease 13
– Thyroid disease 4
– Depression 8
– Osteoarthritis 26
– Back pain 26
– Rheumatoid arthritis or other joint inflammation 6
– Other cancer 4

Table 10.1: Patient characteristics from the survey study. *Assessed using the Self-Administered Co-morbidity
Questionnaire [259]
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SURVEY STUDY (n=92)

Symptoms Prevalence* (%)
Fatigue 66 (73)
Muscle aches, pains, or cramps 66 (73)
Swelling of the face or around the eyes 54 (59)
Aches or pains in joints 48 (52)
Problems with remembering things 47 (52)
Skin problems (e.g. itchy skin, dry skin, skin discoloration) 46 (50)
Diarrhea 46 (50)
Feeling weak 38 (41)
Indigestion or heartburn 37 (40)
Swelling in any part of the body 35 (38)
Shortness of breath 31 (37)
Food and drink tasting different from usual 33 (36)
Pain 31 (34)
Problems with concentrating 29 (32)
Problems because of changed appearance 28 (30)
Appetite loss 21 (23)
Nausea 21 (23)
Hand-foot syndrome 20 (22)
Pain or soreness in mouth 16 (17)
Constipation 11 (12)
Vomiting 5 (5)

FORUM STUDY (10 most prevalent symptoms**)

Fatigue 1181 (8.6)
Nausea 1062 (7.8)
Cramp 939 (6.9)
Disorder of skin 680 (5.0)
Oedema 544 (4.0)
Paina 524 (3.8)
Alopecia 466 (3.4)
Altered bowel functionb 433 (3.2)
Pain in limbc 325 (2.4)
Facial swelling 235 (1.7)

Table 10.2: Prevalence scores for symptoms for imatinib. *For the survey data, prevalence is based on percentage
of patients with this symptom out of the total number of patients taking imatinib. For the forum data, prevalence
is based on percentages of each symptom out of the total number of symptoms for imatinib were calculated.
**Adapted from: https://dashboard-gist-adr.herokuapp.com/ accessed on July 14, 2021. aincludes:
chronic pain and generalized aches and pains bincludes: constipation and diarrhea cincludes: any pain in upper
or lower limb, excludes: cramp, muscle pain, hand-foot syndrome

https://dashboard-gist-adr.herokuapp.com/
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Symptoms from forum EORTC QLQ-C30 EORTC-SBQ EORTC item library

Fatigue X X X
Nausea X X X
Cramp X X
Disorder of skin X X
Oedema X X
Pain X X
Alopecia X
Altered bowel function X a X X
Pain in limb X X
Facial swelling X X

Table 10.3: Coverage of symptoms from online forum in questionnaires. a (diarrhea, constipation)

Rank Survey Rank Forum

1. Fatigue 1. Fatigue
Muscle aches, pains or cramps 2. Nausea

3. Swelling of face or around the eyes 3. Cramp
4. Aches or pains in joints* 4. Disorder of skin

Problems remembering things* 5. Edema
6. Skin problems# 6. Pain

Diarrhea# 7. Alopecia
8. Feeling weak 8. Altered bowel function
9. Indigestion or heart burn 9. Pain in limb
10. Swelling in any part of body (Edema) 10. Facial swelling

Table 10.4: Ranking of prevalence of symptoms related to imatinib in survey study and forum study. *same
prevalence (52%) # same prevalence (50%)

and the forum study, but the relative reporting rates for the other symptoms differed. Due
to the very low number of patients taking sunitinib, regorafenib, or ripretinib in the survey
studies, no formal comparison was made. However, explorative analysis showed a similar
pattern of overlap between the 10 most prevalent symptoms of the two studies (Appendix
C).

10.4. DISCUSSION
This chapter describes the use of two sources for patient-reported symptom rates outside
trials in GIST-patients treated with imatinib: surveys and messages from an online patient
forum. The most prevalent symptoms in both studies were fatigue and muscle pain
or cramps. The EORTC-SBQ and EORTC item library cover the majority of symptoms
out of the top 10 most prevalent symptoms on the online forum, but coverage by the
EORTC QLQ-C30 was limited. More than half of the 10 most prevalent symptoms were
shared between the two sources, but the relative reporting rate of symptoms differed. The
prevalent symptom from the online forum that was not covered by the EORTC-SBQ was
alopecia. A similar pattern was found for other TKIs prescribed for GIST in the explorative
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analysis.

The symptoms found in the survey and the forum study mirror the side effect profiles
of imatinib reported in the registration trials, but relative reporting rates differ, for example
for muscle cramps [145]. These symptoms occur more frequently over time and may
therefore be registered less, or not recognized as adverse drug effects during the initial
registration trials. Furthermore, previous work has shown that patients report symptoms
earlier and more frequently with worse symptom severity than clinicians [21], and this
was particularly the case for muscle cramps and musculoskeletal pain in chronic myeloid
leukemia (CML) patients using imatinib [96]. Studies investigating prevalence of patient-
reported symptoms in patients with GIST using TKIs are scarce. Previous studies showed
that, similar to our results, severe fatigue is common in GIST patients, especially in those
taking TKI [48, 239]. Consequently, fatigue had a negative impact on overall quality of life,
functional, psychological, and physical well-being [239]. A study investigating symptom
burden with the MD Anderson Symptom Inventory for GISTs (MDASI-GIST) identified the
most severe symptoms in GIST patients, including muscle soreness and cramping, fatigue,
and general weakness [338], matching the most prevalent symptoms found in our data.
Unfortunately, the MDASI-GIST is not validated outside the United States. Symptoms
that were most prevalent in our study are also the same as the self-reported side effects
in a qualitative study, such as muscle pain, cramps, and edema for imatinib [105].

This chapter demonstrates that the EORTC portfolio adequately captures what is
important to patients on TKI treatment regarding symptoms and HRQoL, although the
cancer-generic EORTC QLQ-C30 on its own lacks most treatment-specific symptoms that
were reported on the forum. The forum data also reveals side effects that are not routinely
included in PRO-assessment for TKIs, i.e., alopecia. Although it is usually less extensive
than in chemotherapy, alopecia is a known adverse effect of TKIs [192, 198] and is more
prolonged given the continuous daily dosing schedule. The fact that the reporting rate
of alopecia is high on the patient forum indicates that it is an important symptom for
patients taking TKIs nonetheless, and can be considered for inclusion HRQoL assessment
in future studies.

Differences in relative reporting rate between the two data sources are difficult to
interpret, because details on patient characteristics and clinical information were lacking.
For example, nausea was ranked higher in the forum study for imatinib treatment than
in the survey study. Nausea most frequently occurs in the beginning of TKI-treatment,
and declines over time, e.g., with the use of anti-emetics or changes in dosing schedules
[145]. As the survey study included patients who were at least 2.5 years since diagnosis
at time of participation, we hypothesize that the presence of nausea may have already
declined whereas patients posting on the forum about nausea may just have started
treatment. Furthermore, one might hypothesize that patients who post messages or
complete questionnaires experience more symptoms or higher impact on HRQoL than
those that do not, however data on the symptom burden or HRQoL of patients causing
them to be active in online cancer communities is scarce. Ector et al. [93] reported that
TKI-treatment itself and QoL were not associated with a need for more or less information
in chronic myeloid leukemia patients. One study found no differences in use of online
support groups for arthritis, fibromyalgia, and breast cancer between patients who post
messages and patients who only read messages in case they experienced many or new
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symptoms [323]. Comparison with a population that was not active on online support
groups is not available. The currently used survey study in Dutch GIST patients included
an evaluation of social media use to investigate differences between patients that use
social media to converse with other patients and those that do not. Analysis of these data
is currently ongoing.

Some limitations need to be taken into consideration. First, online forum data and
questionnaire data are unavoidably subject to sample bias [34, 127] and responder bias,
respectively. However, as no background information is available for the posters on the
online forum, we cannot assess bias in the current analysis. Furthermore, we have no data
on which and how many symptoms were reported by family members of GIST patients
who also had access to the forum. In recent years, use of online support groups by family
members was not significantly different from cancer survivors [104], which could also
apply to our forum data. Assessment of responder bias in the survey study was also not
possible for the subgroup of patients using TKI included in the current analysis, because
information about TKI-treatment was not available for the non-responder population.
Second, a formal comparison of symptom prevalence and prioritization between the two
datasets was not possible because of the difference in measurement. The survey study
only assessed a limited number of predefined symptoms, whereas the forum study used
uncensored, unsolicited reports resulting in a larger number of different symptoms (see
Chapter 9). Prevalence rates were also calculated differently from the two sources, in
which methods for extraction of symptoms and linkage to TKI from the online forum
could also have induced false positives, e.g. by extracting text that in fact did not refer
to a symptom or linkage of a symptom to the wrong TKI. Additionally, patients might
post about the same symptom more than once, which could not be assessed without
assessing user names and breaching privacy, causing a skewed distribution in the actual
frequency and relative reporting rate of the symptoms. Third, it remains challenging
to distinguish for patients, and therefore for researchers as well, if symptoms are solely
related to treatment, or to tumor burden or comorbidities [161]. This could be clarified
in future studies by asking patients to consider time of onset or improvement after dose
modification. Fourth, the number of patients taking other TKIs than imatinib was low
in the survey study, limiting generalisability. This is probably due to including patients
who were at least 2.5 years since diagnosis, selecting patients with a favorable course of
disease and/or response to imatinib. Lastly, insufficient information was available in this
study to prioritize symptoms for specific subgroups based on clinical characteristics such
time since start of TKI treatment and treatment setting (adjuvant or palliative).

This chapter presents an innovative approach to gain more insight in patient-
reported symptoms in GIST patients using TKI. Using automatic extraction of symptoms
from an online patient forum and linking them to specific TKIs offers a valuable
complementary resource for PRO-data. In addition to interviews with patients and health
care professionals that are the primary sources for HRQoL issues in PROMs, forum data
may include the perspective of patients who would not be invited or not willing to
participate in such interviews. It provides insight into which symptoms are relevant in
a large group of patients, which is uncommon for rare cancers, which may help prioritize
the selection of HRQoL issues for evaluation (e.g. the high prevalence of muscle cramps in
this study). Lastly, forum data raises symptoms or side effects that are not part of existing
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PROMs (i.e., alopecia in this study), prompting further investigation whether or not they
can be included in PROMs and keeping PROMs up to date. This approach is compatible
with the novel flexible strategy for HRQoL assessment by the EORTC QLG, combining
existing EORTC questionnaires with add-on symptom questions from the EORTC Item
Library [39, 165]. In studies investigating GIST (and possibly other cancer) patients using
TKIs, we recommend combining the EORTC QLQ-C30 (to facilitate comparison of cancer-
generic HRQoL issues between studies and other (cancer-)populations) with a selection
of symptoms from the EORTC-SBQ and individual items from the EORTC Item Library
(for symptoms that are missing in the EORTC-SBQ). In studies where only symptoms or
adverse events are of interest, the Patient-Reported Outcomes version of the Common
Terminology Criteria for Adverse Events (PRO-CTCAE) can also be used [22]. In clinical
practice, symptoms can be selected based on known side effects from registration trials
and clinical experience. Hierarchy in relevance may be based on data from patient
forums. More sensitive detection and measurement of symptoms and their impact on
HRQoL will help improve assessment of treatment outcomes in research and shared-
decision making about (dis-)continuation of treatment in clinical practice. In conclusion,
this chapter shows the prevalence of TKI treatment-related symptoms reported by GIST-
patients in a survey and on an online patient forum in a real-life setting. Frequently-
reported symptoms were not fully covered by cancer-generic measures, and additional
issues were reported on the patient forum. Combining these sources of patient-reported
data creates a more comprehensive overview of symptom experience and treatment side
effects in GIST-patients and helps improve future HRQoL assessment in care and research.
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Although representativeness of the online patient population is an often noted as a concern,
studies in this field are limited. In this chapter, we investigate the sample bias of
patient-centered social media in Dutch Gastrointestinal Stromal Tumor (GIST) patients
through a population-based survey amongst 328 patients. We specifically examine peer-
to-peer digital communication. We use logistic regression analysis to analyze clinical and
demographic differences between forum users and non-users.

Eighteen percent of survey respondents report having contact with fellow patients via social
media. 78% of forum users made use of GIST patient forums. We found no statistically
significant differences for age, sex, socioeconomic status and time since diagnosis between
forum users (n=46) and non-users (n=273). Patient forum users did differ significantly in
(self-reported) treatment phase from non-users (P = .001). The odds of being on a patient
forum were 2.8 times as high for a patient that is being monitored, compared with a patient
that is considered cured. The odds of being on a patient forum were 1.9 times as high for
patients that were on curative (adjuvant) treatment and 10 times as high for patients that
were in the palliative phase compared to patients that were considered cured.. Forum users
also reported a lower level of social functioning (84.8 of 100) than non-users (93.8 of 100)
(P = .008).

In conclusion, forum users amongst Dutch GIST patients show no particular bias on the
most important demographic variables of age, sex, socio-economic status and time since
diagnosis. Nonetheless, our results warrant further investigation of the sample bias in other
online patient populations as well as research into methods for bias mitigation
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11.1. INTRODUCTION
Online patient forums provide patients with both emotional and informational support
[324]. In recent years, social media has also been investigated as a potential
complementary information source for patient generated health data, for example for
pharmacovigilance [13, 55, 115, 171, 266]. The main advantage of social media is that it
offers uncensored information [128] in large quantities [42]. Moreover, patients are more
likely to share information with fellow patients than with their physicians [75]. Thus,
social media may contain information that is not collected in clinical trials or reported
in spontaneous reporting systems.

Post-market surveillance is necessary as clinical trials are of limited duration and
suffer from sample bias; they often exclude elderly, patients with comorbidities, and
pregnant women [274, 289]. Current post-market medication surveillance systems rely
mostly on spontaneous reports of adverse events, medical literature, and observational
databases. The majority of these spontaneous reports are made by health professionals.
In fact, in the Dutch surveillance system Lareb, only 26.3% of all reports between 2010 and
2015 were made by patients [320].

Reliance on spontaneous reports alone results in a severe under-reporting of adverse
drug responses (ADRs) [130]. According to work by Lopez-Gonzalez et al. [189], the under-
reporting is associated with reporting of severe ADRs only, fear of ridicule for reporting
suspected ADRs, lethargy, and indifference and complacency by professionals (i.e. the
idea that only safe drugs are allowed onto the market). Although previous work has shown
that the ADRs reported on social media are often less serious than those reported via
official channels, they do affect the quality of life of the patient [13]. In fact, social media
would be able to provide a more patient-centric view of which ADRs are most salient to
patients on a day-to-day basis [197].

Yet, researchers as well as patients have expressed concern about sample bias on
social media [13, 23, 32, 44, 58, 276, 287, 301]. Previous research on social media usage
in general shows that young people, women, and people of a higher socioeconomic class
are generally highly represented [34, 125, 126, 162]. Although there has been some work
that shows that these differences persist over time [127, 162], other work indicates that
some factors such as age are becoming less influential as the overall adoption of social
media is growing. According to a recent report of the Pew Research Center, in 2021 72% of
all Americans were using social media including 45% of adults over 65 [10].

Based on studies of the general population of social media users [34, 125–127, 162],
it appears that those demographic groups that consume more medication (i.e. the
elderly, people of low socioeconomic status, and patients with chronic conditions) are
generally not highly represented on social media platforms [189]. However, it remains
unclear whether these findings generalize to the specific case of online patient-to-patient
communication.

Although there is a large literature base on patient communication forums and the
extraction of adverse drug effects, to date the work on sample bias in online patient-to-
patient communication is limited to two studies. Prior work on American breast cancer
patients [122, 123] using action logs of forum activity in an artificial setting, has shown
that users are relatively more likely to be Caucasian than African American. No other
significant demographic differences were found between users and non-users. A more
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comprehensive overview of literature on patient communication forums for GIST patients
on broader topics than bias can be found in the recent work of den Hollander et al. [82]
and our own prior work presented in Chapter 9.

Other studies addressed another bias that is relevant when mining social media for
patient generated health data: so-called activity bias [323] or the fact that only some users
actively post messages. We will use the term “passive users” for forum users that do not
post messages and “active users” for forum users that do post messages. Passive users
are also commonly referred to as “lurkers” in previous research. Amongst breast cancer
patients, Han et al. [123] found that active users were more likely to be younger, Caucasian,
living alone and have a greater information need than passive users. Another study [323]
specifically compared passive to active community members to posters for breast cancer,
arthritis and fibromyalgia and corroborated that posters are younger on average. They
also found that active users had a longer disease history and a higher self-reported mental
well-being than passive users. In this article, we do not compare active and passive users
due to the small sample size.

As Baeza-Yates [16] noted “any remedy of bias starts with awareness of its existence”
(p. 54). Thus, to provide a starting point for mitigating bias for the use of patient generated
health data from social media in the future, we conducted a survey to investigate sample
bias in social media usage amongst Gastrointestinal Stromal Tumor (GIST) patients in the
Netherlands relative to the survey sample. GIST is a rare form of cancer which often has a
long palliative care trajectory in which patients are treated with chronic, oral medication
(tyrosine kinase inhibitors or TKIs) for many years. If caught early, GIST can be cured.
Treatment with TKIs can improve survival for GIST patients both in adjuvant and palliative
setting, but often also lead to adverse drug events [82]. Patient reports from social media
may be especially valuable for rare disorders where patients are sparse and spread out
geographically.

In this chapter, we investigated (1) what proportion of patients have contact with
fellow patients on social media, (2) why patients abstain from engaging with online
patient communities, and (3) to what extent there are significant demographic and clinical
differences between those that use social media to converse with patients and those that
do not. This study did not assess general social media usage but focused specifically
on online communication with other patients. We defined social media as an online
communication channel where information and messages are exchanged. When referring
to ‘online patient communities’, we mean online groups on social media where the main
purpose of the group is for (certain) patients (e.g., breast cancer patients) to communicate
with one another. We use the term online patient communities and patient forums
interchangeably.

Based on general social media, we hypothesized that forum users will differ in
demographic factors including age, sex and socioeconomic status from non-users. We
also hypothesized that forum users will differ in marital status and have a lower level
of social functioning than non-users, in line with the social compensation model [199]
(i.e. those who have less real life (offline) social support make more use of online
digital communities). We also expect that forum users will differ from non-users in their
treatment status and that their symptom burden may be higher while their global health
scale may be lower. Overall, we expect patients with worse outcomes to be online more
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Eligible patients (n=621)

Responders (n=328)

Analysed (n=328)

- Not meeting inclusion criteria (n=100)

- Non-responders (n=193)
Enrollment

Analysis

Figure 11.1: CONSORT flow diagram of response rate

often to ask for and receive advice than their peers with better health outcomes.

11.2. METHODS

11.2.1. STUDY DESIGN & PARTICIPANTS
A cross-sectional study was conducted among Dutch GIST patients aged ≥ 18 years
at diagnosis, diagnosed between January 1, 2008 and December 31, 2018 in five GIST
reference centers. Patients were selected from the Netherlands Cancer Registry (NCR),
a population-based registry which is maintained by the Netherlands Comprehensive
Cancer Organization (IKNL) and collects patient and tumor characteristics on all newly
diagnosed cancer patients in the Netherlands. Exclusion criteria were: cognitive
impairment or being too ill at time of the study, according to advice from the (former)
treating specialist. Eligible patients were invited by their (ex-)treating physician by letter.
Upon consent of the patient, including permission to link the survey data with National
Cancer Registry (NCR) data, patients could complete the survey online or on paper upon
request. Survey administration was done within the Patient Reported Outcomes Following
Initial treatment and Long term Evaluation of Survivorship (PROFILES) registry [317], a
data management system set up for the study of the physical and psycho-social impact of
cancer and its treatment. PROFILES contains a large web-based component and is linked
directly to clinical data from the NCR. Data was collected from September 2020 through
June 2021. Ethical approval for the cross-sectional study was provided by the medical
ethical committee of the Radboud University Medical Center (2019-5888). According to
the Dutch law, approval of one ethical committee for questionnaire research is valid for all
participating centers.

11.2.2. SURVEY
Participants completed questions regarding their participation in social media and online
patient communities. These questions were developed by the authors. Respondents
were asked whether and how patients use digital platforms to have contact with other
patients. Possible answers (translated to English) were: “Generic social media (like
Facebook or Twitter)”, “General forum or discussion group”, “Specific online patient
forum”, “Other, namely” or “I do not use digital communication”. Patients were
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provided with the following definition for a digital medium (translated to English): an
online communication channel where information and messages are exchanged between
participants. Patients were allowed to give multiple answers.

Respondents having contact with other patients online were subsequently asked
about their motivations for going online and about their frequency of posting messages.
Both questions were adapted from a Dutch survey designed by van Uden-Kraan et al. [323]
in collaboration with medical experts and patient representatives. Survey respondents
were allowed to provide multiple reasons for engaging with online forums as well as
additional reasons in an open text field. Respondents that did not have contact with other
patients on specific online patient forums were asked for their reasons for not doing so.
Survey respondents were allowed to provide multiple reasons for abstaining from forum
use as well as additional reasons in an open text field.

Demographic variables (i.e., age, sex, and socioeconomic status) as well as clinical
variables (i.e., tumor type, tumor stage, time since diagnosis, and whether surgery and/or
targeted therapy was part of treatment) of survey respondents were collected from the
NCR. Survey respondents were additionally asked about their marital status, their current
treatment phase, whether they presently use medication, their most recent medication
(if any), and the presence of the fourteen possible comorbid conditions measured in the
Charlson comorbidity index [61] (heart condition, stroke, high blood pressure, asthma,
chronic bronchitis, COPD, diabetes, stomach ulcer, liver disorder, blood disorder, thyroid
disease, depression, arthritis, and back pain). Patients were allowed to fill in “Other” for
the most recent targeted medication received for treating GIST. This option was intended
for new or experimental TKIs, but because patients frequently used this option for other
type of medication such as antacids, it was removed for post hoc analysis.

The options patients can choose for self-reported treatment phase are defined as
follows: “Cured and not monitored” (“I am cured and no longer need to be monitored”)
refers to patients that are considered cured after surgery with or without adjuvant
imatinib; “On curative treatment” (“I am being treated and can still be cured”) refers to
patients that are undergoing adjuvant imatinib treatment; “Follow-up after treatment”
(“I am not being treated but am only being monitored”) refers to patients that are
being monitored after surgery with or without adjuvant imatinib and are not undergoing
treatment at this time; “On palliative treatment” (“I am being treated but cannot be
cured”) refers to patients undergoing palliative treatment with thyroid kinase inhibitors
and “Best supportive care” (“I cannot be cured but am not being treated”) refers to patients
that are palliative but are not receiving thyroid kinase inhibitors.

To measure overall health-related quality of life (HRQoL), social functioning and
symptom burden, participants completed the EORTC QLQ-C30 version 3.0 [1, 106].
HRQoL was measured with 2 items on a scale of 1 to 7 (from “Very poor” to “Excellent”).
Social functioning was measured with 2 items on a scale of 1 to 4 (1- “not at all”, 2- “a little”,
3- “quite a bit” and 4- “very much”). Eight symptom-specific items were evaluated on the
same scale (i.e. dyspnea, pain, insomnia, appetite loss, nausea, constipation, diarrhea,
fatigue). Each symptom was measured with 1 to 3 items. The scores for a single symptom
from multiple items were averaged. Symptom burden was measured by averaging the
eight symptom scales. For 17 respondents symptom burden was not assessed, as there
was missing data for at least one symptom. All scales were linearly transformed to a “0-
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100” scale in line with the standard scoring manual [100]. A higher score on global QoL or
on the scales measuring the level of functioning translates to a higher level of functioning
and QoL, whereas a higher score on the symptom scales means the patient experiences
more complaints.

Any questions that were not previously validated were pre-tested with patients and
changed according to their feedback (cognitive debriefing). The questionnaires cannot be
shared due to copyright restrictions.

11.2.3. DATA ANALYSIS

Reasons for abstaining and engaging with online patient-to-patient communication were
analyzed manually by the first author. Fifty-two cases (16%) contain missing data. As
none of these cases are forum users, the data is not missing completely at random
(MCAR). Since we do not observe any other patterns in the missing data that cannot
be explained by the variables on which we have full information, the data is missing at
random (MAR). Since the missing data occurs in multiple variables, we used Multivariate
Imputation by Chained Equations (MICE)[186, 316] to impute these values, which is valid
under assumption of MAR.We generated 20 imputed data sets that include all survey
respondents (N=328).

We aimed to analyze whether there were statistically significant differences in
demographic and clinical characteristics as well as quality of life measures between forum
users and non-users. For each imputed data set, a multiple logistic regression analysis was
performed with forum use as the dependent and demographic and clinical factors are
independent variables (see Section 11.2.2). The effects of one variable on forum use are
thus conditional on the other variables in the model. We report the average and standard
deviation of the 20 imputed data sets, since this provides a more reliable result than a
single run. We use the mean as the average for all variables except the P-value where we
use the median [94].

For this analysis, the number of variables was restricted by the small size of the user
population. We checked for multicollinearity using Variance Inflation Factor (VIF) tests. If
the VIF value was larger than 3, we removed one of the collinear explanatory variables. In
total, we removed two variables accordingly: the most recent medication, and whether the
patient is on systemic treatment currently (“On systemic treatment currently”). Note that
whether the patient received targeted therapy at some point in time (“Targeted therapy”) is
included. Moreover, two categories of self-reported treatment phase, namely on palliative
treatment and on best supportive care needed to be merged into one palliative category,
as only one patient was receiving best supportive care. Benjamini-Hochberg correction
[29] was used to adjust for multiple testing (controlling the false discovery rate or Type I
errors at 0.05). Analyses were conducted using statsmodels (v 0.12.2) and scipy (v 1.4.1) in
Python 3.7. Graphs were created with plotly (v 5.3.1) in Python.

11.3. RESULTS

11.3.1. PARTICIPANTS

In total, 328 GIST patients responded to the survey (response rate 64%). The median age
of the participants was 67 years (range 28 to 91 years), and 53.8% were male (see Table
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11.1). On average, they had been diagnosed with GIST for 5 years ranging from 1 to 12
years since diagnosis. One hundred and sixty-two participants (49%) are in follow-up after
treatment with curative intent, 61 (19%) were considered cured and are not in follow-up,
and 100 receive systematic treatment, either with curative (34) or palliative intent (67).
One patient received best supportive care only.

Nine of the patients did not answer the question about forum usage and their forum
use is thus unknown. Consequently, the sum of the reported numbers under forum usage
(Y and N) does not equal the number reported for all respondents. The percentages were
calculated based on the counts per category, i.e., 55% of non-users are male (150 of the
273 non-users).

FORUM USER*
ALL N Y

Count 328 273 46

Age Median (Range) 67 (28-91) 68 (28- 91) 65 (47 – 83)

Sex Count (%)
– Male 174 (53%) 150 (55%) 21 (45%)
– Female 154 (47%) 123 (45%) 25 (54%)

Socio-economic status Count (%)
– Low (1-3) 90 (28%) 74 (27%) 13 (28%)
– Intermediate (4-7) 132 (40%) 113 (41%) 16 (35%)
– High (8-10) 106 (32%) 86 (32%) 17 (37%)

Marital status Count (%)
– Married or living together 246 (75%) 202 (74%) 38 (83%)
– Single 79 (24%) 68 (25%) 8 (17%)
– Missing 4 (1%) 3 (1%) 0

Time since diagnosis (in years) Median (Range) 5 (1- 12) 5 (1-12) 5 (2 -11)

Tumor stage Count (%)
– I 121 (37%) 109 (40%) 8 (17%)
– II 61 (19%) 51 (19%) 10 (22%)
– III 66 (20%) 53 (19%) 10 (22%)
– IV 55 (17%) 38 (14%) 16 (35%)
– Missing 25 (8%) 22 (8%) 2 (4%)

Surgery Count (%)
– Yes 287 (88%) 244 (89%) 36 (78%)
– No 41 (12%) 29 (11%) 10 (22%)

Targeted therapy Count (%)
– Yes 214 (65%) 170 (62%) 39 (85%)
– No 114 (35%) 103 (38%) 7 (15%)

Self-reported current treatment status Count (%)
– Cured and not monitored 61 (19%) 56 (21%) 2 (4%)
– On curative treatment 34 (10%) 31 (11%) 3 (7%)
– Follow-up after treatment 162 (49%) 139 (51%) 19 (41%)
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– On palliative treatment 66 (20%) 42 (15%) 22 (48%)
– Best supportive care 1 (0.3%) 1 (0.4%) 0
– Missing 4 (1%) 4 (1%) 0

On systemic treatment currently Count (%)
– Yes 208 (63%) ** 181 (66%) 25 (54%)
– No 108 (33%) 83 (30%) 21 (46%)
– Missing 12 (4%) 9 (3%) 0

Most recent medication Count (%)
– Imatinib 178 (54%) 140 (51%) 31 (67%)
– Sunitinib 9 (3%) 7 (3%) 2 (4%)
– Regorafenib 6 (2%) 4 (1%) 2 (4%)
– Other 15 (5%) 8 (3%) 4 (9%)
– No therapy 114 (35%) 103 (38%) 7 (15%)
– Missing 14 (4%) 11 (4%) 0

Number of comorbid conditions Count (%)
– 0 109 (33%) 92 (34%) 14 (30%)
– 1 71 (22%) 59 (22%) 10 (22%)
– 2 + 146 (45%) 120 (44%) 22 (48%)
– Missing 2 (0.6%) 2 (0.7%) 0

Global health scale (0-100) Mean (SD) 78.6 (18.1) 79.0 (17.7) 76.1 (20.1)

Symptom burden (0-100) Mean (SD) 12.1 (12.8) 11.4 (12.6) 15.6 (13.0)

Social functioning (0-100) Mean (SD) 92.4 (18.9) 93.8 (17.1) 84.8 (26.0)

Table 11.1: Demographic characteristics of survey respondents. *Nine participants did not answer this question.
**It appears patients that are currently being monitored may have misunderstood this question, inflating the
number of patients that are currently on targeted medication for GIST

11.3.2. SOCIAL MEDIA USAGE
As shown in Table 11.2, 81% of GIST patients do not have contact with other patients
via any social media platform. We distinguished between specific social media, such as
patient forums, and general social media such as Twitter or Facebook1. Of the patients to
communicate with peers via social media, , the majority (46 of 59) make use of specific
online patient forums focused on GIST. Only 6 respondents make use of general social
media platforms to communicate with other GIST patients and only 7 use more general
cancer-related forums or discussion groups for this purpose.

11.3.3. REASONS FOR ABSTAINING FROM ONLINE COMMUNICATION WITH

PEERS
Table 11.3 shows the reasons the 265 non-users report for not using any digital medium
to communicate with fellow patients. Patients were allowed to report multiple reasons.

1Although it is possible for patient communities to exists as groups on general social media platforms (in fact:
the biggest GIST forum is a Facebook group), general social media refers to communication with peers outside
of GIST-specific communities on these general social media platforms.
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Which of the following digital media do you use to have contact with other patients?
(Indicate all that apply)

Frequency

General social media (like Facebook or Twitter) 6 (2%)
General cancer-related forum or discussion group 7 (2%)
GIST specific online patient forum 46 (14%)
Any social medium 59 (18%)
None or via another medium than social media 265 (81%)
Missing 4 (1%)

TOTAL 328

Table 11.2: Descriptive statistics for usage of social media to have contact with other patients. Respondents can
give multiple answers to this question.

Twenty patients did not fill in the question. The most common reason reported for
abstaining from using a digital medium to communicate with peers was that they felt no
need to do so (31.8%), followed by finding it too confronting (13.5%) and not knowing
where to find online communities (12.2%). Only eight participants reported not using
social media to communicate with other patients because they lack the skills or access to
do so.

11.3.4. REASONS FOR ENGAGING WITH PATIENT FORUMS

Survey respondents most frequently used patient forums to communicate with other
patients. The number of survey respondents that use other online platforms was too small
to analyze how they compare to non-users. Thus, we will focus on analyzing the sample
bias of GIST-specific patient forums. Hereafter, when we refer to ‘forum users we mean
users of GIST-specific patient forums.

Table 11.4 shows the reasons users reported for engaging with a disease-specific
patient forum. The most prevalent reasons were having a question on or having heard
new information about their illness (both 40%) and being curious how the other members
are doing (36%). Another prevalent trigger was experiencing new symptoms (31%).

11.3.5. CHARACTERISTICS OF THE PATIENT FORUM USERS

In total, 85.8% (273) of the participants were not making use of specialized GIST patient
forums (see Table 1). The difference in model fit between the multiple logistic regression
model and the null model was found to be statistically significant in all 20 imputed data
sets (LR = 47.0 ± 1.48, df = 20, P < .001 ± 0.0004). Likelihood ratio tests between the
full model and the full model without the variable were used to test the significance of
individual variables.

Table 11.5 reports the average results of twenty runs of multiple logistic regression
models of which factors influence forum use. Our analysis shows that self-reported
treatment status differs significantly between forum users and non-users for each run
(LR = 10.6, P = .001). The odds of being on a patient forum were 2.8 times as high for
a patient that is being monitored, compared with a patient that is considered cured. The
odds of being on a patient forum were 1.9 times as high for patients that were on curative



11

162 11. ASSESSING SAMPLE BIAS

Self-reported reason Frequency

Feel no need to communicate (digitally) with other patients 78 (29.4%)
I find it too confronting or burdensome 33 (12.5%)
I would not know where to find online communities 30 (11.3%)
There are too many negative comments 26 (9.8%)
I do not have the time 23 (8.7%)
The information shared is useless or less valuable 20 (7.5%)
I communicate with enough patients personally or via another non-digital medium 18 (6.8%)
I do not use social media, lack a computer or digital skills or do not like obtaining
information digitally

8 (3.0%)

I obtain sufficient information via my medical specialist or searching online 7 (2.6%)
I no longer have symptoms or do not like to consider myself a patient 5 (1.9%)
I have privacy concerns 3 (1.1%)
They do not exist in my language 2 (0.8%)
No particular reason 1 (0.4%)
Missing 20 (7.5%)’

Total number of users that do not use any digital communication with other patients 265

Table 11.3: The reasons non-users report for not using social media to communicate with other patients.
Multiple answers were possible.

Self-reported reason Frequency

When I have a question about my illness 18 (40%)
When I have heard new information about my illness 18 (40%)
When I am curious how other members are doing 16 (36%)
When I get new symptoms 14 (31%)
When I have a lot of symptoms 6 (13%)
When I feel insecure 5 (11%)
Before making a medical choice 4 (9%)
For the company 4 (9%)
Because other members expect me to be there 2 (4%)
When I feel lonely 1 (2%)
It is part of my daily routine 1 (2%)
I never use the forum anymore 1 (2%)

Total number of users that do communicate via patient forums with other patients 45

Table 11.4: The reasons users report for visiting the patient forum. Multiple answers were possible
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(adjuvant) treatment and 10 times as high for patients that were in the palliative phase
compared to patients that were considered cured.

We did not find significant differences between forum users and non-users for other
disease-related characteristics when they were adjusted for covariates. We also did not
find significant differences in key demographic variables such as age, sex, socioeconomic
status, and marital status. Yet, we did find a significant difference in the level of social
functioning in seven of twenty runs (LR = 6.8, P = .008). Forum users on average reported
a lower level of social functioning than non-users (84.8 vs 93.8 of 100). These scores were
normalized according to the scoring manual[100]. Converting the normalized values back
to the mean raw score gives a 1.19 for forum users and a 1.46 for non-users, where 1
translates to the highest possible value for self-reported social functioning on the survey
items.
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COEF SE df LR P ODDS RATIO
5% 95%

Intercept -2.795
(0.541)

2.081
(0.034)

- - - - - -

Age -0.020
(0.004)

0.018
(0.0002)

1 1.318
(0.535)

0.264
(0.100)

0.945
(0.004)

0.980
(0.004)

1.015
(0.004)

Sex 0.622
(0.039)

0.371
(0.004)

1 2.858
(0.348)

0.088
(0.021)

0.900
(0.034)

1.863
(0.072)

3.860
(0.161)

Socio-
economic
status

- - 2 1.365
(0.485)

0.249
(0.081)

- - -

– Low (1-3) - - - - - - -
– Intermediate
(4-7)

-0.386
(0.102)

0.441
(0.006)

- - 0.288
(0.027)

0.683
(0.066)

1.622
(0.163)

– High (8-10) 0.048
(0.101)

0.440
(0.005)

- - 0.445
(0.041)

1.055
(0.102)

2.499
(0.255)

Marital status -0.321
(0.085)

0.468
(0.006)

1 0.517
(0.251)

0.467
(0.114)

0.291
(0.038)

0.728
(0.062)

1.820
(0.062)

Time since di-
agnosis

0.016
(0.019)

0.073
(0.001)

1 0.118
(0.159)

0.847
(0.152)

0.880
(0.018)

1.017
(0.019)

1.174
(0.022)

Tumor type 0.567
(0.063)

0.377
(0.003)

1 2.292
(0.519)

0.129
(0.042)

0.843
(0.054)

1.766
(0.112)

3.699
(0.237)

Tumor stage - - 3 2.602
(0.920)

0.116
(0.071)

- - -

– I - - - - - - -
– II 0.506

(0.126)
0.547
(0.009)

- - 0.572
(0.072)

1.671
(0.211)

4.886
(0.632)

– III 0.212
(0.214)

0.6262
(0.013)

- - 0.372
(0.090)

1.266
(0.290)

4.309
(0.942)

– IV 0.863
(0.170)

0.663
(0.013)

- - 0.655
(0.119)

2.405
(0.433)

8.834
(1.613)

Surgery 0.039
(0.124)

0.574
(0.012)

1 0.053
(0.103)

0.887
(0.103)

0.339
(0.036)

1.048
(0.123)

3.237
(0.421)

Targeted ther-
apy

0.120
(0.099)

0.573
(0.010)

1 0.073
(0.080)

0.826
(0.097)

0.368
(0.032)

1.133
(0.111)

3.490
(0.383)

Self-reported
current treat-
ment status

- - 3 10.673
(1.096)

0.001**
(0.0006)

- - -

– Cured and
not monitored

- - - - - - -

– On curative
treatment

0.590
(0.264)

1.071
(0.050)

- - 0.225
(0.040)

1.863
(0.446)

15.559
(4.651)
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– Follow-up af-
ter treatment

1.026
(0.262)

0.865
(0.061)

- - 0.519
(0.080)

2.881
(0.685)

16.179
(5.095)

– Palliative 2.288
(0.232)

0.965
(0.057)

- - 1.503
(0.229)

10.111
(2.208)

68.678
(19.838)

Number of co-
morbid condi-
tions

- - 2 0.419
(0.259)

0.532
(0.144)

- - -

– 0 - - - - - - -
– 1 0.275

(0.108)
0.497
(0.007)

- - 0.501
(0.057)

1.325
(0.143)

3.505
(0.362)

– 2 + 0.207
(0.077)

0.451
(0.005)

- - 0.510
(0.036)

1.234
(0.093)

2.987
(0.240)

Global health
scale/ QoL

0.029
(0.002)

0.014
(0.0001)

1 4.382
(0.686)

0.036
(0.016)

1.001
(0.002)

1.039
(0.002)

1.057
(0.002)

Symptom bur-
den

-0.0003
(0.005)

0.018
(0.0004)

1 0.088
(0.096)

0.830
(0.114)

0.964
(0.006)

1.000
(0.005)

1.036
(0.005)

Social func-
tioning

-0.025
(0.002)

0.009
(0.0002)

1 6.865
(0.900)

0.008*
(0.005)

0.958
(0.002)

0.975
(0.001)

0.994
(0.002)

Table 11.5: Average results (with SD) of a logistic regression of demographic and clinical characteristics of patient
forum users and non-users using MICE with 20 runs. For the p-value, the median is reported. *Significant after
Benjamini-Hochberg correction in some runs **Significant after Benjamini-Hochberg correction in all runs.

11.4. DISCUSSION

11.4.1. SUMMARY OF FINDINGS
A survey was conducted amongst 328 GIST patients in the Netherlands. Our results show
that the majority of survey respondents do not have contact with other patients via social
media. They indicate a large heterogeneity of reasons of why they abstain from doing
so with the most prevalent being they feel no need, find it too confronting, or do not
know where to find such online communities. Of the minority that do use social media
for this purpose, most use disease-specific patient forums. The most prevalent reasons
for accessing a patient forum are i) having a question about their illness, ii) having heard
new information, iii) experiencing new symptoms, or iv) wondering how other patients
are doing. Patient forum users differ significantly in their (self-reported) treatment phase
from non-users. Patients in the palliative phase are 10 times more likely to be forum
users than patients that are cured. Patients that are monitored approximately 3 times
and patients undergoing curative treatment approximately 2 times more likely to be users
than cured patients. For seven of the twenty data imputations, forum users also have a
significantly lower level of social functioning.

11.4.2. COMPARISON WITH EXISTING LITERATURE
In contrast to the general population of social media users, patient forum users do not
appear to differ in age, sex and socioeconomic status from non-users. On the one hand,
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this may be an effect of the increasingly more widespread adoption of social media. This
idea is supported by the small number of patients that indicate they lack the skills or
access to be on social media (3.3%). On the other hand, it is also possible that there is less
demographic bias on patient forums than in general social media. This may be related
to the widely different goals that users have with their participation. Although a feeling of
community and social support may overlap, patients report motivations such as questions
around their illness, and the experience of new symptoms that normal social media users
are unlikely to share.

Prior work [122] on forum usage amongst breast cancer patients did not find signifi-
cant differences between forum users and non-users in terms of clinical characteristics,
i.e. stage of cancer and quality of life. We similarly did not find any significant differences
for these characteristics, although we did find significant differences for clinical charac-
teristics that prior work did not investigate i.e. treatment phase. Prior work also found
that amongst breast cancer patients, non-users and passive users had greater offline so-
cial support than posters. Their results supported the social compensation model [199]
i.e. those who have less real life (offline) social support use and engage online with digi-
tal communities. The lower offline support of forum users compared to non-users in our
data also supports this theory. However, passive users appear to have a lower offline sup-
port than active users amongst GIST patients. This would support the competing theory:
the social engagement model [163] i.e. those that have more social resources will use and
benefit from online social communities more. Consequently, our data offers support for
the social compensation model for those who use a forum (i.e. those with less real-life
support are more likely to be using a forum) and social engagement theory for those who
actually actively engage with the forum community (i.e. users with sufficient social re-
sources will be active and benefit more). Demographic differences in terms of age, marital
status (i.e. living alone or not) and disease duration between passive and active users that
were found in previous work were not evident from our data.

11.4.3. LIMITATIONS

First and foremost, we only studied a specific patient population in a single country and
thus further research is needed to elucidate to what extent our results are generalizable.
Patients in other countries may have lower digital access or skills or may not wish to use
social media for patient-to-patient communication for other reasons (e.g. other privacy
laws or country-specific customs).

Our choice of GIST patients as a target population may also impact to which disorders
our results generalize to. Patients with GIST have a median age of mid 60s [285], meaning
that it is on average an older population than the general population that is often studied
for social media usage. Our results may consequently also generalize better to conditions
that are prevalent in an older population. GIST is also characterized by a long palliative
phase in which patients receive treatment. Thus, our results may also generalize better to
conditions that similarly have a long treatment duration (e.g. metastasized breast cancer).
As GIST is a rare type of cancer, our results may also generalize better to rare than common
conditions. Further research into other patient populations should be able to provide
more insight into the differences in forum usage between rare and common conditions.
The fact that GIST is a rare condition makes it an interesting first case. Patient generated
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health data from social media are particularly promising for rare conditions due to their
dispersed patient communities and the scarcity of research [15].

A second limitation of this study is the small sample size. Amongst the 328
respondents, only 46 indicate that they use patient forums. Nonetheless, given the low
incidence of GIST at 12.7 per million [113], this is a substantial number of participants.
A third limitation is the sample bias of the survey itself. There may be two underlying
factors, namely selection bias and responder bias. Patients who were too ill or had
cognitive impairment were excluded, leading to selection bias. A non-responder analysis
was conducted using the database of the Netherlands Cancer Registry to assess the extent
of the responder bias. After correcting for multiple testing, no significant differences were
found in terms of age, sex, socioeconomic status, time since diagnosis, tumor stage, and
primary treatment between respondents and non-respondents. Moreover, it was possible
to fill in the survey on paper, which prevents the exclusion of less digitally adept patients
on these grounds.

11.4.4. FUTURE WORK AND RECOMMENDATIONS

Based on this work, a number of recommendations can be made. First, out of the
possible digital resources that can be used to source complementary real-world evidence,
patient forums should be preferred over other social media. Our results reveal that GIST
patients strongly prefer disease-specific patient forums over general social media for
communicating with fellow patients. Yet, most research in this field currently focuses on
general social media such as Twitter [171, 266]. Our results are in line with previous work
that estimates ADR reports to be more prevalent in patient forums than on Twitter [114].

Although we find that there is sample bias in patient forum users and thus the
sample is not wholly representative for the patient population, sample bias is also a
concern for other sources of patient reports. Understanding which patients are over- and
under-represented on online forums is the first step to using online patient reports as
a complementary resource, for instance for pharmacovigilance. For pharmacovigilance
specifically, it is not of great concern that patients that are considered cured and not
undergoing treatment currently are under-represented. Future work on comparing the
sample bias of clinical trials to that of online patient forums would be beneficial to further
explore its complementary value in detail. It would also be valuable to gain more insight
into the different types of forum users.

Secondly, it may be beneficial to create awareness amongst medical professionals that
patients are more likely to search for information in online patient communities when
they have questions, have been given new information, or have new symptoms. Medical
professionals could try to aid patients in their information needs by pointing them
towards such resources in these cases. This may also take away the barrier mentioned
by patients that they do not know where to find such online communities.

Thirdly, future work into the sample bias of patient forums for other patient
populations is necessary as this study was limited to a single population in a single
country. Nonetheless, our work is a stepping stone towards dissuading the concerns
that researchers have expressed regarding the sample bias of social media [13, 23, 32, 44,
58, 276, 287, 301] by unravelling on which characteristics users differ significantly from
the overall patient population. Future work could also investigate how compensatory
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measures can be implemented to statistically correct for sample bias. As these factors
may not be known for the participants of a forum, it would also be worthwhile to consider
to what extent correcting for sample bias is possible without this information.

11.5. CONCLUSION
In this chapter, we investigated how representative participants in patient forums are
for the general patient population by conducting a survey amongst GIST patients in the
Netherlands. We found statistically significant differences in terms of treatment phase
and offline social support between forum users and non-users. The consequent over- and
under-representation of certain types of patients should be considered when sourcing
patient forums for patient generated health data. As our study was limited to a single
patient population, a further investigation of sample and activity bias in other online
patient populations is warranted as well as research into methods for bias mitigation.
Sample bias is inherent to any information source and only through awareness of these
biases can these resources be used as a source for complementary real-world evidence in
the future.
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12
DISCUSSION

In Fantastic Mr Fox, Roald Dahl manages to capture the uncertainty of progress: Despite
knowing where we want to go, we do not know how long the road will be. In this thesis,
we have made small steps toward the end goal of integrating patient-reported experiences
from social media into the medical knowledge base. We explored how to extract patient-
reported experiences from patient forums and to what extent and under which conditions
they can lead to knowledge discovery and generate hypotheses.

In this chapter, we present and reflect upon our main findings for each research
question in Section 12.1. We then answer our main research question in Section 12.2. We
conclude with ideas for future research and recommendations in Sections 12.3 and 12.4.

12.1. MAIN FINDINGS
1. To what extent can corpus-driven spelling correction reduce the out-of-vocabulary
(OOV) rate in medical social media text and improve the accuracy of subsequent
classification tasks?

In Chapter 2, we aimed to correct spelling errors in domain-specific data without
losing information due to false positives: domain-specific terms that disappear because
they are “corrected” to other words. This challenge has been largely overlooked, although
it can hinder downstream tasks. During the extraction of adverse drug events (ADE) in
Chapter 7, spelling errors in the original PsyTAR data hindered automatic alignment to
human-annotated ADE phrases. We created an additional corpus from these spelling
mistakes that we have made publicly available. 1

In this chapter, we experimented with unsupervised corpus-driven spelling correc-
tion. Our method combines edit-based similarity with cosine similarity based on a static
(or context independent) word2vec language model. However, in recent years, context-
aware language models (e.g., BERT) have entered the stage. We expect that context-aware
embeddings will improve upon the static word2vec embeddings in our method based on

1Available at: https://github.com/AnneDirkson/SpellingCorpus
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recent work on spelling correction of user-generated text [43, 140, 213]. Muller et al. [213]
found that fine-tuning BERT with a small amount (3,000) of training sentences outper-
formed MoNoise [318] which relies on static embeddings. Bucur et al. [43] framed lexical
normalization as a machine translation task from noisy to normalized text. They used
the multilingual BART model [178] which outperforms other transfer learning models for
sequence-to-sequence tasks such as machine translation. BART is trained by corrupting
text with noise and then learning to reconstruct the original text. Both these methods
were supervised. There has also been one study which combined BERT with edit distance
in an unsupervised manner. Hu et al. [140] found that using edit distance to find candi-
date words for correction and then using BERT to check whether the candidate fits well
within the sentence works better than the reverse: using BERT to select candidates and
then finding similar words using edit distance in the candidate list. Their work, however,
focused only on spelling correction and presumed misspellings were already detected. In
contrast, our method can both detect and correct spelling mistakes in an unsupervised
manner. Similar to our work however, the work by Hu et al. [140] supports the notion
that it is advantageous to combine language models with edit distance for unsupervised
spelling correction.

We would even argue that unsupervised spelling correction in niche domains and
user-generated data cannot be resolved by improved language models alone. Language
in general and slang in particular is dynamic and thus would require constant updating
of these models. Moreover, to date, methods that rely solely on language models have
all been supervised, as they require training data to be fine-tuned for detecting and
correcting spelling mistakes.

We found that our unsupervised method can reduce out-of-vocabulary terms in two
cancer-related medical forums and that it targets misspelled medical terms. Many of the
remaining OOV-terms are not spelling errors but rather real words, slang, names, and
abbreviations. Our method is not dependent on corpus size and works for noisy corpora
(up to a noise ratio of 8%). Yet, the benefit to downstream tasks is marginal: our method
can significantly improve accuracy on only two of the six classification tasks. We expect
that tasks that rely more strongly on individual terms, such as extraction tasks, may benefit
more.

2. Which features distinguish patient narratives from other social media text and
how can they best be identified?

In Chapter 3, we analyzed the characteristics of patient narratives on a disease-specific
forum. Patient narratives were characterized by past tense, first-person pronouns (i.e.,
talking about oneself), and health topics. In contrast, non-narrative posts were associated
with future tense, second-person pronouns (i.e., talking to others) and emotional support.
We found that character 3-grams were more effective for identifying patient narratives
(F1=0.815) than psycho-linguistic features or document embeddings. Their strength
appears to lie in their ability to cluster relevant word types, such as tyrosine kinase cancer
medication which ends in ‘nib’. These results underscore that simple methods should not
be disregarded.

Our work also shows that narrative detection is a difficult task for annotators. Despite
a substantial inter-annotator agreement (κ = 0.69), a significant proportion of model
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errors were due to incorrect annotation (36.9% of the false positives and 36.2% of the false
negatives). In hindsight, we should have provided our annotators with the conversational
context of posts they were annotating. Human annotators and algorithms alike could
not classify posts that lacked context, which were often answers to questions earlier in
the conversation. Furthermore, it appears that an exact definition of when someone is
sharing an experience is challenging and it would be beneficial for the medical informatics
community to further refine the definition of a patient narrative.

3. To what extent can the addition of conversational context to state-of-the-art
models improve the identification of relevant posts?

In Chapter 4, we incorporate conversational structure into BERT models using two
different approaches: adding a sequential model or manually engineered features. We
investigate the benefit of conversational structure to the identification of relevant posts
in health-related social media discussions. We use the only publicly available medical
relevance classification data set that includes the conversational structure [158] as a
benchmark. This data focuses on identifying posts with medical misinformation. In
addition, we annotated patient discussions for the presence of ADEs and coping strategies
for dealing with ADEs. These are the specific patient narratives that we are interested in
extracting. Narrative detection from Chapter 3 was used to pre-select discussions that
had a high likelihood of containing ADEs. We selected 527 discussions for annotation that
contained (1) at least one drug name according to a match with RxNorm [314] and (2) a
high percentage of posts in which authors shared experiences. We find that a sequential
layer can improve precision for one of three data sets, whereas manually engineered
features do not aid performance. Nevertheless, we find that the distribution of relevant
posts across discussion threads is skewed and that within a conversational thread relevant
posts cluster together.

Although conversational context did not benefit performance in two of three data sets,
the conversational context of social media posts should not be ignored altogether. We
recommend splitting folds per discussion thread to prevent dependencies between posts
from biasing model performance. We also recommend providing conversational context
to annotators during labeling, as reactions to social media posts may not be understood in
isolation and relations may span across posts. This was apparent for narrative detection
in Chapter 2; drug-ADE relations in Chapter 9 and relations between ADEs and coping
strategies in Chapter 8.

4. How effective are default transfer learning methods for extracting and
normalizing adverse drug events?

In Chapter 5, we show that transfer learning using default and recommended settings
can give above average results for various NLP tasks using health-related Twitter data. For
extracting ADEs, we used the FLAIR package [4] which uses a BiLSTM-CRF model for NER
and allows for the stacking of different embeddings through concatenation. We found
that adding a classifier for sentences containing ADEs did not benefit ADE extraction
and that combining BERT with FLAIR embeddings led to the highest performance
(F1=0.625). Yet, removing the FLAIR embeddings only results in a drop in F1 score of
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0.003. It is a worthwhile consideration whether the higher computational cost of adding
flair embeddings weighs up against the small absolute increase in performance. Such
considerations are currently not given sufficient prominence in the NLP community
where absolute performance is often the only criterion.

For the classification of personal health mentions, the model trained on a larger corpus
including the DIEGO Drug Chatter corpus [263] was outperformed by a model trained
on a smaller corpus of task data supplemented with labeled data from different disease
domains (mean F1=0.793). Thus, our results highlight that more data is not always better,
especially when explicitly considering generalisability as was done in this task.

5. How vulnerable are BERT models for Named Entity Recognition to adversarial
attack and to which variation are they most vulnerable?

In Chapter 6, we analyze which changes are able to fool BERT models to make wrong
predictions for extraction tasks. These changes are crafted to deliberately try to fool the
model (i.e., adversarial attack). We found that under these conditions BERT models are
highly vulnerable to entities being replaced with more rare entities, as well as to words in
the local context of the entity being replaced with synonyms rarely seen during training.
For the latter, a single change was often sufficient. We find that the vulnerability of
the model to synonym replacement in the entity context depends on the vocabulary
it employs. BioBERT, which retains the BERT vocabulary, is as vulnerable to synonym
replacement as the generic BERT model. In contrast, SciBERT, which has a domain-
specific vocabulary, is more vulnerable to synonym replacement. Although a domain-
specific vocabulary can be beneficial, it is important for researchers to recognize the
drawbacks: The vocabulary of BERT is limited in size and thus a models’ ability to deal
with more common language may be compromised.

These results underscore the need for research into methods that make BERT models
more robust. We recommend researching zero-shot learning and masking strategies for
entities in the training data to improve robustness to emergent entities. We also suggest
investigating alternative pre-training schemes such as curriculum learning to combat
vulnerability to rare synonyms.

Our conclusions are underscored by more recent work by Lin et al. [185]. Their work
is methodologically similar to our own; The biggest difference is that Lin et al. [185]
generate one perturbed data set of out-of-distribution data to measure robustness instead
of targeting the weaknesses of specific models to generate adversarial examples. Their
perturbation methods also differ: At the entity level they replace entities with entities
from the same fine-grained semantic class according to WikiData. To perturb the context,
they mask tokens in the sentence and use a pre-trained language model to generate
substitutions. They select predicted tokens ranking between the 100th and 200th spot to
create a more challenging context. In line with our results, they find that even the best NER
models are brittle to adversarial examples with a larger drop in performance for entity-
level attacks than for context-level attacks. Moreover, they find that models that perform
better on in-domain data also perform better on out-of-distribution data, i.e., transfer
learning models are more robust than BiLSTM-CRF models. Finally, they apply three data
augmentation methods to improve robustness with limited success. Random masking
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(i.e., replacing the letters of entities with random ones) appears to make RoBERTA slightly
more robust to entity-level attacks.

In our experience, the interest of the NLP community for weaknesses of models that
are now commonly employed is limited. Although there has been increasing interest
exemplified by the creation of the BlackBoxNLP workshop, it is not proportional to the
rapid development and improvement of existing models. A promising development is the
compulsory responsible NLP checklist [2] which includes “security considerations” under
the potential risks posed to AI models.

The limited interest from the NLP community stands in stark contrast to the
recommendations made in recent years for responsible AI. Technical robustness and
safety has been put forward as one of the seven requirements for trustworthy AI according
to the EU High-Level Expert Group on AI (AI HLEG) [133]. The AI HLEG group states that
models should be resilient against attack to prevent malicious use and that safeguards
should be put in place to prevent unintended adverse impacts. This document does
not stand alone. According to Fjeld et al. [111], 29 of 36 prominent documents on AI
governance principles report safety and security of models as a principle, where secure
generally refers to being “resistant to being compromised by unauthorized parties” (p. 5).
Thus, guidelines for responsible AI highlight the need for understanding and combating a
model’s vulnerabilities to ensure robust models. Neglecting these limitations may have
detrimental and unethical consequences [133]. In line with principles of trustworthy
AI, we advise conducting more research into the vulnerabilities of context-aware models
and possible mitigation strategies. In our opinion, organizers of NLP conferences should
encourage and create more room for such work.

6. To what extent can a fuzzy continuous representation of discontinuous entities
improve the extraction and normalization of adverse drug events?

In Chapter 7, we present an alternative, simplified representation scheme for
discontinuous entities, FuzzyBIO. We find that for ADE extraction, a FuzzyBIO
representation can improve recall and result in a higher percentage of correctly identified
entities for two of the three data sets compared to the more complex but commonly
employed BIOHD representation. Our simplified representation also improves end-to-
end performance for continuous and composite entities in these two data sets, while it
is detrimental to performance in the third data set. Our results lead us to conclude that
a complex, more exact depiction (BIOHD) should not always be preferred over a simpler,
less exact representation (FuzzyBIO) as this is not necessarily beneficial to the end goal; A
more accurate representation can also make a task unnecessarily complicated. It seems
that FuzzyBIO is able to simplify the extraction task for BERT models by standardizing
entities into continuous sequences that always start with a B-tag and by excluding rare
tags such as the H-tag.

The FuzzyBIO representation is less beneficial for end-to-end performance on disjoint
or split entities (e.g., “eyes are feeling dry”). The most likely explanation based on our
additional analysis is that normalization algorithms that normalize the extracted mention
to a common entity form are not used to dealing with the additional noise: FuzzyBIO
essentially makes disjoint entities continuous by including the words in between disjoint
sections of the entity (i.e., labeling them with the I-tag). An example can be seen in Table
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12.1, where a perfect extraction with FuzzyBIO would result in “Muscles are constantly
quivering” while perfect extraction with BIOHD would result in “Muscles quivering”. This
raises the question whether normalization algorithms should be trained with noisier
examples to make them more robust to noise. Overall, our work in this chapter exemplifies
that it is important to not consider and perfect modules in isolation but in relation to the
end-to-end pipeline.

Muscles are constantly quivering
BIOHD DB O O DI
FuzzyBIO B I I I

Table 12.1: An example of a disjoint ADE mention represented by the BIOHD and FuzzyBIO schemes.

7. To what extent can coping strategies for ADEs be extracted automatically from
online patient discussions?

In Chapter 8, we introduce a new task: the extraction of coping strategies (CS) for
ADE from online patient discussions. We present the first ontology for coping strategies,
and compare baseline methods for its end-to-end resolution. We find that multi-label
classification with Sentence-BERT (F 1 = 0.220) outperforms named entity recognition
(NER) with entity linking (EL) (F 1 = 0.155). For the latter, NER appears to be the
bottleneck, as oracle NER with EL (F 1 = 0.241) can outperform multi-label classification.

Despite the low performance, our end-to-end extraction pipeline works sufficiently
well to enable knowledge discovery in a semi-automatic fashion. With additional
manual qualitative checks, it is possible to uncover true recommended coping strategies.
For example, we found that patients recommend drinking ginger or mint tea against
nausea and that they recommend drinking pickle juice or eating potassium-rich food
(e.g., bananas) against cramps. These manual checks are indispensable to filter out
false positives due to adverse drug events, surgeries, primary medication, medical
professionals, or person names being marked as coping strategies. They also are necessary
to identify clusters of messages that may indeed refer to coping strategies and thus are
insightful but where the predicted label is incorrect. Furthermore, there are cases where
there are errors in the relation extraction, i.e., the coping strategies do not concern the
ADE in question. Lastly, qualitative checks revealed that our negation detection is unable
to differentiate between doing or avoiding something. For instance, patients recommend
avoiding dairy and lactose for diarrhea (see Figure 8.8a) but these have not been negated.
Another example is that patients recommend low salt food and avoiding salt (“sodium”)
for edema (see Figure 8.8b), but the latter is not negated.

Nonetheless, given the large and long-tailed label space, these results are very
promising. Semi-automatically extracting coping strategies from online discussions could
provide researchers with new hypotheses and facilitate medical research into why certain
strategies work. Some strategies may work because they disrupt the efficacy of the primary
medication, i.e., you do not experience an ADE (anymore) because the medication is not
working. Although we are unable to provide the annotated data to the community, we
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do provide the code to the pipeline and a dashboard for manually exploring the output2.
A demonstration of the dashboard can be viewed at https://www.loom.com/share/
dda9794a0d354589b95e5b01b5ab23a5.

The extraction of coping strategies could also empower patients themselves. However,
given the noisy output, it is important to consider how and when the discovered coping
strategies should be presented to the patients, as dissemination may unduly endorse
the strategies. Medical professionals and patient representatives should be involved in
considering the possible risks of dissemination and their mitigation.

It is still an open question to what extent our pipeline is able to extract coping
strategies from other forums and for other conditions. Our ontology may be one of
the limiting factors, as the categories that were included were determined based on the
coping strategies we encountered on the forum for GIST patients and the experiences of
GIST patients we collaborated with. For each category (e.g., food or interventions), we
did include an entire category from another ontology so as to not bias our ontology to
certain strategies within these categories. Another possible limiting factor is the efficacy
of the ADE extraction pipeline (see Appendix A for details) on other forums and for other
conditions. This pipeline was also primarily developed and validated on the GIST forum.
In our CS extraction, we use the extracted ADE to select posts that may include coping
strategies and for extracting for which ADE the coping strategy is recommended.

8. How can the automated gathering of real-world evidence of adverse drug events
from online patient forums complement pharmacovigilance for rare cancers?

In Chapter 9, we demonstrate that patient forum data can reveal which ADEs impact
quality of life the most: For many side effects, the relative reporting rate in forum data
differs decidedly from that of the registration trials. Patient forums can also provide
real-world evidence for both long-term and novel ADEs, i.e., ADEs not found during
registration trials. Our pipeline is able to deal with zero-shot cases: It can extract ADEs
not present in the training data.

Long term effects were assessed by subtracting ADEs mentioned in the first five years
from those mentioned in later years for a certain drug. Although this proxy is able to find
ADEs that clinicians recognize from the clinic (e.g., eye problems and osteoporosis), it
is suboptimal. It would be preferable if long-term effects were determined based on how
long the poster has been taking the drug. This could possibly be deduced by linking forum
posts of the same user and checking for the first mention of drug usage. Psuedonymized
usernames would be sufficient for this purpose. Unfortunately we did not have access
to psuedonymized usernames, because the data was fully anonymized by Facebook. The
Facebook API removes all usernames instead of psuedonymizing them. From our work in
Chapter 11 we know that amongst GIST patients, palliative patients are more likely to be
forum users than patients undergoing treatment with curative intent. Since the palliative
phase of GIST is long and patients take medication during this phase, this result supports
the idea that long-term effects of medication could be found on the patient forum.

Adverse drug events in clinical trials do not have explicit concept identifiers, although
generally clinical trials use the Common Terminology of Adverse Drug Events (CTCAE)

2https://github.com/AnneDirkson/CopingStratExtract

https://www.loom.com/share/dda9794a0d354589b95e5b01b5ab23a5
https://www.loom.com/share/dda9794a0d354589b95e5b01b5ab23a5
https://github.com/AnneDirkson/CopingStratExtract
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[307] without reporting the identifiers. The lack of identifiers complicates the automatic
comparison between the ADEs on the forum and the ADEs known from the trial.
Moreover, even manual mapping to the CTCAE is insufficient as there is no mapping
between the CTCAE and SNOMED-CT, which is the ontology we use for mapping the ADEs
from the forum. We choose SNOMED-CT for its interoperability with previous research
and with the OHDSI3 project, a collaborative effort to create an overarching vocabulary
for various sources of observational health data. Thus, we resorted to manually mapping
the ADEs from clinical trials to SNOMED-CT identifiers to permit automatic filtering.
We supplemented automatic filtering with qualitative filtering by a medical professional,
because patients often tend to report the consequences of an underlying ADE (e.g.,
swelling) instead of the underlying cause (e.g., edema) which is reported in the clinical
trial. In conclusion, we found automated filtering alone to be insufficient at present and
both manual work and medical knowledge are still essential for this step.

Many of the chapters in this thesis describe work that contributed to the overall
pipeline for ADE extraction described in Chapter 9 as well as to the pipeline for CS
extraction described in Chapter 8. We present an overview of how the components from
various chapters were employed in Figure 12.1. We did not perform a holistic end-to-end
analysis of the various components we developed, and as such we do not know the impact
of for instance our spelling correction (Chapter 2) on ADE extraction or the impact of ADE
extraction (Chapter 9) on the extraction of coping strategies. This is a limitation of our
current work and we hope that others will revisit these questions in future research.

9. To what extent are the adverse drug events reported on a GIST patient forum
covered by existing patient-reported outcome measures namely the EORTC QLQ-C30
and the EORTC Symptom Based Questionnaire?

In Chapter 10, we collaborate with medical professionals to compare ADEs from the
GIST forum to answers on patient-reported outcome measures (PROMs). Similar to the
forum data, the symptoms reported in the survey amongst 328 Dutch GIST patients
mirror the side effect profiles of imatinib in the registration trials but the relative reporting
rates differ. Although most prevalent symptoms overlap between the forum and survey
outcomes, forum data can help to choose the most appropriate PROM. The more specific
EORTC Symptom Based Questionnaire (EORTC-SBQ) is preferable as it covers 9 of the
10 most reported symptoms on the online forum, while coverage of the cancer-generic
EORTC QLQ-C30 is limited to 4 of the 10. Thus, even for the most suited PROM, forum
data can reveal side effects that are not routinely included (i.e., alopecia) and can be
used to update questionnaires to include side effects relevant to patients. The EORTC
item library, which contains all EORTC items, does include an item on alopecia that
could supplement EORTC-SBQ. Integrating ADEs from forum data into healthcare in this
manner would not have surfaced without the involvement of medical professionals. We
believe their involvement is key to attaining the end goal of integrating online patient-
reported outcomes into healthcare. We also expect such collaborative efforts to be met
with more support from the medical community.

3https://ohdsi.org/

https://ohdsi.org/


12.1. MAIN FINDINGS

12

179

CH8

CH9CH7

Preprocessing

CH2CH3

CH4
Selecting data
for annotation

Filtering of 
relevant messages

CH10

ADE extraction

CS extraction

Narrative 
detection

Representing 
disjoint entities

Adverse 
drug events

Coping strategies

Comparison to 
survey data

Figure 12.1: An overview of how the thesis chapters interlink and contribute to the extraction and analysis of
ADEs and coping strategies. The dotted component (“Filtering of relevant messages”) was not used in the overall
pipeline. The output data is indicated in gray boxes to the right of the striped line. Chapter 5, 6 and 10 are
excluded from this overview because they do not directly interlink with the other chapters.
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The comparison of ADE prevalence from these two sources of patient-reported
outcomes is challenging, because forum data does not allow us to infer who does not have
an ADE. Users that do not report an ADE might still experience it. Surveys do offer this
information by asking closed questions to respondents. Thus, prevalence rates of ADEs
from the two sources cannot be compared directly because those from forum data are
only interpretable in a relative sense (i.e., nausea is reported more than fatigue). Our work
was therefore limited to comparing the top 10 most prevalent ADEs from each data source.
Surveys would need to be conducted amongst forum users instead of the general patient
population to compare prevalence in more detail.

10. To what extent are the GIST patients active on patient forums representative for
the GIST population and which sample biases does this data source suffer from?

In Chapter 11, we investigate sample bias in patient forum data through a population-
based survey amongst Dutch GIST patients. We find that the majority of survey
respondents (82%) do not have contact with other patients via social media. This does not
necessarily pose a problem as our key question is whether forum users are representative
for the general population. It is important to know to what extent forum users are
representative to be able to use forum data as a complementary resource for patient-
reported outcomes such as adverse drug responses. Our results show that patients that
use social media to contact other patients have a strong preference for disease-specific
patient forums. This supports the notion that patient forums are the preferable digital
resource for patient-reported outcomes despite most research in the field focusing on
general social media.

We find that forum users report a lower level of social functioning and the odds of
being on a patient forum are higher for patients that are monitored (2.8 times), that are on
curative treatment (1.9 times) or that are palliative (10 times) than the odds for patients
that are considered cured. Post-hoc analysis shows that overall GIST patients that are
in relatively worse condition in terms of symptom burden and quality of life and that
are on medication, especially third- or fourth-line medication, appear over-represented.
Although it is vital to interpret results with these biases in mind, it is equally vital to
promote awareness that sample bias is by no means unique to forum data but inherent
to any source of patient-reported outcomes.

In this chapter, we studied a specific patient population in a single country that has a
rare disorder characterized by a long palliative phase. It is an open question to what extent
our results are generalizable, yet this is a first stepping stone in response to the strong voice
of concern about sample bias of health-related social media [13, 23, 32, 58, 276]. Although
we do no find significant non-responder bias, our underlying assumption that the survey
respondents are representative for the general GIST population is another limitation of
our work.



12.2. ANSWER TO MAIN RESEARCH QUESTION

To what extent can automated extraction of experiential knowledge from patient forum
posts aid knowledge discovery to yield hypotheses for clinical research?

In this thesis, we collected experiential knowledge from forums centered around
certain patient communities (i.e., disease-specific forums). We focused on two types of
experiential knowledge, namely adverse drug events and coping strategies for adverse
drug events. Nonetheless, patients also share other experiences on online discussion
groups that have the potential to lead to knowledge discovery. These include experiences
with their diagnostic process, experiences relaying how they cope emotionally and
psychologically with having the disease, and advice on day-to-day coping (e.g., with work
or childcare).

Of the two types of experiences we focused on, the extraction of adverse drug events is
the easier task. For this task, benchmarks, state-of-the-art algorithms, relevant ontologies,
and external data sets were available. Moreover, the search space is clearly delineated by
possible symptoms registered in medical ontologies. Adverse drug events can be extracted
from patient forum messages with sufficient success to enable the discovery of novel
ADEs, long-term ADEs, and a ranking of which ADEs are most important to patients
as shown by how often they are reported. This ranking differs notably from the known
prevalence from clinical trials, although it mirrors the side effect profile. Although the
relative importance can inform where healthcare may have the most impact, novel and
long-term ADEs can yield new hypotheses for future research (Chapter 9). Moreover, they
can also be used to keep patient-reported outcome measures up to date (Chapter 10).

The extraction of coping strategies is more challenging because the task is novel;
resources are lacking and the search space requires delineation. At present, the quality
of models for extraction is poor (Chapter 8), yet the potential for knowledge discovery is
substantial, as coping strategies for adverse drug events have not been studied previously.
Aside from empowering patients directly, the discovery of coping strategies can yield
hypotheses on why these strategies are effective. However, the poor performance of
automatic extraction may necessitate additional manual qualitative checks of the relevant
forum messages.

Whether the extracted experiential knowledge can aid knowledge discovery is
contingent on a number of conditions. First, the source data need to be representative
of the patient population or at least, the sample bias must be sufficiently understood to
allow for bias mitigation. Our results indicate that in our main use case (i.e., the GIST
patient forum), patients in certain treatment phases (i.e., on curative treatment, in follow-
up, and on palliative treatment) and in relatively worse condition were over-represented
compared to patients that are considered cured and doing relatively well (Chapter 11).
Second, the models underpinning extraction need to be able to deal with zero-shot cases
and be sufficiently robust to variation in the input data. On both accounts, state-of-the-art
models do not perform well (Chapter 6). Third, these models also need to be able to deal
with the conversational nature of and the noise inherent to medical social media (Chapter
4, Chapter 2 and 7).

In our work, we found that semi-automated knowledge discovery is preferable to
fully automated knowledge discovery from patient forums. In Chapter 9, we saw that it
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was necessary for a medical professional to manually improve the filtering of ADEs with
those from clinical trials. Here, medical knowledge of which causal ADE might result in
other consequential ADE was essential. Without additional filtering, our results may be
dismissed as not truly novel by other medical professionals. In 8, we saw that coping
strategies can be extracted automatically, but for knowledge discovery to occur a domain
expert needs to filter the findings (i.e., remove false positives) and inspect the underlying
messages.

Yet, the complementary value of knowledge discovery from patient experiences is
partly in its undirected nature; It is most beneficial if no hypotheses or paradigms guide
and restrict the open-ended knowledge extraction. Although neither medical nor patient
perspectives should influence knowledge discovery, they are important when interpreting
findings and determining which are to be researched further. For instance, findings should
be placed in an academic medical context and priority may be given to those findings
that patients value most. Extracting additional information about the extracted patient-
reported experiences such as the severity of the ADE or the dosage that led to the ADE
would also be helpful to this process.

To be able to place any findings in context, it may be instrumental to obtain clinical
information about the posters (e.g., their comorbid conditions or duration of disease).
This could be done by linking to additional information sources such as the Netherlands
Cancer Registry (NCR); by holding surveys amongst users or possibly by extracting these
features automatically from posts. Both the technical feasibility of the latter as well as how
often patients actually mention clinical features in their posts still needs to be explored.
Moreover, to do so, it is essential that different posts from a user can be linked. This would
have the additional benefit that it becomes possible to distinguish between one user
mentioning an outcome (e.g., an ADE) multiple times from multiple users mentioning
an outcome. It also would enable longitudinal knowledge discovery. In our studies
based on Facebook data, it was not possible to link different posts from a single user
while protecting their privacy in line with the GDPR. We will elaborate on possible GDPR-
compliant alternatives in Section 12.4.2.

12.3. FUTURE RESEARCH
In this section, we will propose ideas for future research divided into three broad topics.
In Section 12.3.1, we discuss future work into mining experiential knowledge from social
media, including improved and more reliable mining of ADEs. In Section 12.3.2, we delve
into recommended future directions for a more standardized and interpretable mapping
of extracted ADEs to a medical ontology. In Section 12.3.3, we introduce overarching ideas
for improved knowledge extraction from noisy real-world data of which patient forum
messages are one example.

12.3.1. MINING EXPERIENTIAL KNOWLEDGE FROM SOCIAL MEDIA

The main use case of social media mining for health has been adverse drug events for
pharmacovigilance. To increase the relevance of ADE mining for pharmacovigilance,
future work could investigate mining the dosage of medication, the severity of ADEs
and details of the impact on daily life. Adverse responses to surgical interventions or
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withdrawal of medication could also be a worthwhile avenue for future work. Moreover,
sourcing ADEs from a large variety of languages would expand coverage. Currently,
adverse drug event detection has already been developed to some extent for Russian [193,
303], Spanish [271], French [13] and Chinese [350]. It would also be valuable to explore
how the complementary value of ADE mining from patient forums for pharmacovigilance
may differ between different types of disorders, such as between common and rare
disorders but also between chronic and more acute disorders. We expect that patients with
rare or chronic disorders will share more experiences on disease-specific forums based
on prior qualitative work but this is still an open question. Expanding our end-to-end
work to other disorders than GIST would have the additional benefit of further refining
our methodology. In selecting which disorders to examine, we recommend considering
disorders with a large efficacy-effective gap i.e., large differences in outcomes measured
in randomized clinical trial (RCT) and those observed in real-world evidence. Previous
studies have demonstrated such a gap for schizophrenia [294] and for systemic cancer
treatment [234].

Moreover, to integrate ADE detection from disease-specific patient forums into
healthcare in the long run, future research into the limitations of machine learning
pipelines is important. First, a further understanding of biases in the data is necessary for
accurate interpretation of evidence for ADEs. We recommend expanding upon our work
on sample bias and activity bias in Chapter 11. Research into mitigation strategies would
also be beneficial. Second, in line with our work in Chapter 6, we believe further research
into the vulnerabilities and biases of our models is also necessary to make them more
robust. For instance, it is an open question to what extent end-to-end detection may over-
or under-represent certain classes of ADEs. We expect that BERT models may find some
classes easier to identify than others, which would skew the relative ADE frequencies. On
a similar note, we recommend researching uncertainty estimation methods in order to
visualize error propagation in end-to-end ADE detection systems. This would also allow
researchers to be more transparent towards laymen and medical professionals.

Future research could also move towards mining other experiential knowledge such
as coping strategies. Aside from building on our work on coping strategies in Chapter
8, we would recommend investigating psychological coping or coping with the disease
in daily life situations e.g., work and childcare. More work into open-ended mining of
experiential knowledge would also be useful to gain an understanding of what might be
gained from online experiential knowledge that is shared between patients. To date, the
work on mining of patient narratives in general has been limited. Our work in Chapter 2
provides a starting point for work in this direction.

12.3.2. ONTOLOGY MAPPING AND INTEROPERABILITY
The recent recognition that models for ADE extraction need to be able to handle zero-shot
cases [193, 304] is a promising development. In other words, models need to be able to
recognize all possible ADEs including ones that they have not been trained on. Essentially,
this means a search space of all possible ADEs must be predefined. Currently, this is
done by including all ADEs from an ontology as possible target classes that the model can
normalize an ADE to [193, 291].4 Nevertheless, more emphasis on evaluating zero-shot

4Normalization is generally operationalized as a classification task
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performance separately is still necessary as well as more research into and agreement on
the use of medical ontologies.

First, the choice of an ontology is not trivial, as commonly used ontologies are not
always inter-operable. Positive recent developments in this regard are the release of maps
between the two major ontologies SNOMED-CT and MedDRA in April 2021 as part of
the WEB-RADR 2 project [334] and the creation of the OMOP vocabulary as part of the
Observational Health Data Sciences and Informatics project [222] (OHDSI). The goal of
OMOP is to enable consistent content across varied observational resources. At present,
it does not include social media data. In our work, we opted to be as inter-operable
with OMOP as possible by choosing SNOMED-CT over MedDRA. Future work could build
upon these movements to create consistent guidelines and develop maps to ontologies
commonly used in clinical trials like the CTCAE.

Agreement on a standard ontology for annotation of data is also necessary to facilitate
progress in the field. To date, some data sets are annotated with MedDRA (SMM4H
data [193]), some with SNOMED-CT (PsyTAR [353], COMETA [20]) and some with both
(CADEC [151]). The exact concept that is chosen for a certain ADE can also differ between
data sets and both guidelines for future data as well as work on aligning current data
sets is called for. Some of these differences in choice arise from noise inherent to the
ontologies: multiple concept identifiers are possible for the same ADE. In our work in
Chapter 9, we dealt with this challenge by mapping concepts from external training data
sets to synonymous concepts in our selected SNOMED-CT subset. We checked for a
direct mapping in the community-based BioPortal [220] and we mapped concepts to their
parent concepts if the parent concept was included in our subset (e.g., “moderate anxiety”
to “anxiety”).

Second, future work should research to what extent the target classes for normaliza-
tion can be reduced to improve performance while maintaining sufficient detail. Medi-
cal ontologies are generally very large: SNOMED-CT contains 361,555 concepts of which
119,020 are in the Clinical Findings category and MedDRA contains around 79,000 lower
level term concepts (LLTs). In our collaborative work with Magge et al. [194], we opted to
use the preferred terms (PTs) of MedDRA (approx. 23,000) instead of the lower level terms
(LLTs) to reduce target classes. In our work in Chapter 9, we restricted target classes to the
CORE Problem List subset of SNOMED-CT5 (5,813 concepts), which is a curated subset
designed to maximize interoperability. We did not compile our own corpus for normal-
ization but relied upon existing public data, which we mapped to the CORE subset. Any
data that could not be mapped was disregarded. We chose to add five additional concepts
to the CORE subset(e.g., hair color change, and hand-foot syndrome), because they were
known ADEs for our drugs of interest but were not included. Thus, it appears the CORE
subset is also not optimal for detecting ADEs, and future work should consider how this
subset can be refined.

Third, aggregation of the detected ADEs into larger categories is desirable but not
trivial. In our work in Chapter 9, the involved medical professional dr. Gelderblom
indicated that closely related concepts from the CORE subset like depression and mild
depression should be grouped for interpretation. Such situations can arise when concepts

5https://www.nlm.nih.gov/research/umls/Snomed/core_subset.html

https://www.nlm.nih.gov/research/umls/Snomed/core_subset.html
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of different hierarchical levels are included as target classes.6 When trying to determine
whether ADEs are novel by filtering with ADEs from other data sources (e.g., clinical
trials), aggregation is also important. If ADEs are not aggregated, a subcategory of
“depression” such as “mild depression” would falsely be considered novel. We opted to
aggregate based on the SNOMED-CT hierarchy: child concepts from at least 5 levels of
depth7 were aggregated to their parent concept if the parent concept was part of the
CORE subset. Chaining was allowed meaning that a concept could be aggregated until
the parent concept no longer was part of the CORE or the minimum depth (5) of the
SNOMED hierarchy was reached. Aggregation was further manually fine-tuned with
expert knowledge from dr. Gelderblom. We also considered using System Order Classes
(SOC) to aggregate ADEs8 but these were not deemed informative as they were too general.
For transparency, the ADEs that were originally detected are included as footnotes in
the data visualization (see Chapter 9). Additional research into how to best perform
(hierarchical) aggregation of detected ADEs is required before end-to-end systems for
ADE detection from real-world evidence can be integrated in healthcare. As of yet, this
challenge has been overlooked.

12.3.3. DEALING WITH REAL-WORLD DATA
There have been various developments in the NLP field towards dealing with real-world
noisy data, such as work on zero-shot methods to handle large label spaces without
needing training data for each label. However, in other directions the work is still
limited. We believe that some promising directions are: research into extracting complex
entities; domain adaptation; robustness to noisy, user-generated data; and improved
computational efficiency of models to realize real-world applications.

A first interesting avenue to explore is the extraction of complex entities that are often
fuzzy in nature, of which coping strategies are but one example. Unlike named entities,
these entities are often long, are not proper nouns, and may contain non-entity words
(i.e., are discontinuous). Therefore, complex entities may require different approaches
than named entities. We found, for example, that NER of coping strategies benefits from
adding a window of one token to each entity and from adding additional entity types that
are related but may be easier to identify (in our case: ADE). Possible other directions could
be developing methods that integrate expert knowledge (e.g., from a medical professional)
or that include a human-in-the-loop. A major obstacle for end-to-end extraction of
complex entities is error propagation, as the initial extraction can form a bottleneck for
subsequent entity linking or disambiguation. In this regard, useful directions to pursue
are multi-task learning to leverage information from other entities or the entity linking
task; a stronger focus on external validation while developing methods for extraction
and conceptualizing the task as a single step, e.g., we conceptualized coping strategy
extraction as extreme multi-label classification which outperformed two-step NER with
entity linking (see Chapter 8). Often, these fuzzier entities are not included in benchmarks
for core NLP tasks, and resources are lacking to aid their extraction. Adverse drug effects
are not a good example in this respect, as there are already benchmarks, public data sets,

6In the CORE subset, we found that concepts range from 1 to 10 levels of depth
7This depth was chosen to prevent ADEs becoming too vague or general
8SNOMED-CT is inter-operable with SOC through the OMOP vocabulary
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and relevant ontologies available. Another interesting avenue for research that does not
rely on such resources is open information extraction (IE), i.e., the extraction of relation
tuples from plain text without needing to specify a schema in advance. Open IE bypasses
the need to delineate a search space or ontology for complex entities that may be highly
variable, such as coping strategies. Besides avoiding this challenging step, delineating a
search space restricts detection to only those concepts included in the search space.

Domain adaptation is a second interesting avenue for future research to improve our
ability to deal with real-world data. Real-world data is often small or big data may exist
but may not be available for other reasons such as privacy restrictions. Disease-specific
patient forums are regularly an example of the former and electronic health records are
an example of the latter. Consequently, transfer learning models pretrained on the right
domain may not exist, because large amounts of (unlabeled) data are necessary to pre-
train them. If sufficient labeled data exists, however, transfer learning models pretrained
on other comparable domains can be fine-tuned for the task at hand. Yet, prior work
has shown that for the biomedical domain using a domain-specific vocabulary improves
model performance significantly (SciBERT [28] and PubmedBERT [119]). Here, the work
by Hong et al. [135] is worth noting: They consider the vocabulary of the BERT model
as optimizable instead of static and propose a method to update the vocabulary with
domain-specific terms during fine-tuning. Hong et al. [135] find consistent performance
improvements on diverse domains. We believe building upon their work on domain
adaptation during fine-tuning is a worthwhile direction to explore.

As it is often also difficult to obtain sufficient labeled training data, unsupervised
domain adaptation is another relevant research direction. Unsupervised domain
adaptation encompasses methods that aim to attain good performance in a target domain
by relying on labeled data from another domain (called the source domain). For instance,
Ma et al. [191] use a combination of curriculum learning and domain-discriminate data
selection, Ryu and Lee [256] combine adversarial adaptation with knowledge distillation
and more recently, Zhang et al. [349] develop a cross domain method that does not require
access to the source data but relies purely on the discrepancy in distribution between
source model and target data for domain adaptation, which may be beneficial for privacy-
sensitive data.

A third promising research direction is research into increasing the robustness of state-
of-the-art extraction models to noisy, user-generated data. Prior work by Kumar et al.
[166] found that fine-tuning a BERT model (trained on clean, curated data) with noisy
user-generated data led to a drop in performance. The performance appears to degrade
because the wordpiece tokenizer breaks up misspelt words into sub-words as it does
not include these misspelt (sub-)words in its vocabulary [166]. One possible approach
to this problem is domain adaptation. Another proposed approach has been lexical
normalization [97]. Our work in Chapter 2 is an example of this approach. In our opinion,
to date, normalization and preprocessing in general has received insufficient attention
from the medical NLP community, despite the importance of the quality of training data
to the success of a model. We consider developing methods to train models using noisy
data as a third possible approach. It would be worthwhile to investigate whether and
how noise can be added during pretraining or fine-tuning to increase instead of degrade
performance.
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A fourth avenue of promising research for utilizing real-world data is research into
improved computational efficiency of transfer learning models, which is important for
deploying applications. The distillation of models is one option. An example is distilBERT,
a distilled version of BERT, that retains 97% of performance with only half the parameters
Sanh et al. [260]. We employed distilBERT in Chapter 4 and 7. Other recent developments
have been made on more efficient pretraining methods, such those underlying ELECTRA
[66] and the biomedical BioELECTRA [150]. ELECTRA uses replaced token detection
as a pre-training task: the model is trained to distinguish between “real” and “fake”
input. Instead of replacing tokens with [MASK] as done in BERT, the input is corrupted
by replacing the input tokens with fakes generated by a generator model. In addition,
less complex methods that do not rely on deep learning architectures like SVM are
less computationally heavy. We recommend investigating under which conditions such
methods may offer better or comparable performance to more complex transfer learning
methods.

12.4. RECOMMENDATIONS
In this section, we first present general recommendations concerning knowledge
discovery from social media regarding acceptance of social media as a valuable source
of complementary knowledge by medical professionals (Section 12.4.1). Hereafter,
we discuss our recommendations for ensuring privacy of patients and consequent
possibilities for data re-use (Section 12.4.2); for developing annotation guidelines (Section
12.4.3) and for long-term integration of experiential knowledge from social media into
healthcare (Section 12.4.4).

12.4.1. KNOWLEDGE DISCOVERY FROM SOCIAL MEDIA

Medical professionals often question the reliability of experiential knowledge on social
media. For instance, they note that it is possible for patients to falsely attribute symptoms
to their medication, provide false information deliberately, or, in the case of coping
strategies, experience a placebo effect. Consequently, medical professionals are reluctant
to accept social media as a source of valuable knowledge.

To mitigate this concern we have three recommendations. Our first recommendation
is to continue to validate the reliability of adverse drug event reports from patient forums
by assessing overlap with more traditional sources, such as spontaneous reports from
medical professionals, survey results and medical literature, as well as by assessing to what
extent clinicians recognize the reported adverse drug responses from the clinic. To date,
prior work has shown ADE reports sourced from patient forums to be of similar quality to
those of medical professionals [37, 322]; to have high overlap with traditional data sources
and to contain novel ADEs [30, 346]. In Chapter 9 and 10, we underscore these findings
with our own case study of a forum for GIST patients.

In contrast, during this PhD, a large EU project [321] found that ADE reports from
social media, including patient forums, have no additional value on top of official post-
marketing systems. Although we applaud such large-scale efforts to assess the value of
social media for pharmacovigilance, we recommend a large-scale follow-up project that
involves computer science researchers instead of commercial parties. In the previous
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project, the automatic extraction of ADEs was done by commercial partners who made
use of proprietary software based on out-dated methods. We agree with van Stekelenborg
et al. [321] that the capability to extract ADEs is key to determining the true value of ADE
reports on social media, and thus we recommend a follow-up project in which state-of-
the-art methods are used. It is also important that these methods are open-source to
provide transparency and allow the community to build upon their work.

Our second recommendation is to limit the use of experiential knowledge to
knowledge discovery and clarifying appropriate and inappropriate use cases. To gather
support in the medical domain, it is important to emphasize but not overstate the value of
experiential knowledge. Experiential knowledge can offer an collective patient perspective
through “wisdom of the crowds”, but is not appropriate for personalized medicine. We
recommend explaining both the benefits, such as reduced patient burden and uncensored
reports, and the downsides, such as imperfect performance and noise, of using AI for
automatic extraction. We believe that a further demystification of AI is important in the
long run to give medical professionals agency in this discussion and facilitate constructive
integration of experiential knowledge from social media into healthcare.

Our third recommendation is to consider all experiential knowledge as equally
valid, i.e., not considering any as misinformation. Defining some of the shared
experiential knowledge as misinformation would clash with open-ended knowledge
discovery. Misinformation detection methods rely on a ground truth (often after the
fact), which per definition is not available for novel findings. Thus, misinformation
detection will not be able to differentiate between novel information and misinformation.
In addition, we find it ill-advised to brand the experience of one patient as less true than
that of another. They may be wrong in their conviction (e.g., that their headache is an
ADE of the drug or that gemstones help them), but that does not make their experience
any less real to them. Third, experiential knowledge does not produce the truth, but
hypotheses. Thus, misinformation detection is not relevant as this relates to the truth
value of statements.

12.4.2. PRIVACY AND ADOPTING FAIR METADATA STANDARDS
In our work, we tried to adhere to the FAIR principles (Findability, Accessibility,
Interoperability, and Reusability9) which aim to increase data reuse. Although we were
unable to share the forum data itself for reuse under the rules of the General Data
Protection Regulation (GDPR), our methods could be employed on public forums to
improve the findability of forum messages by adding entities (a type of rich meta-
data) (principle F2 of Findability: Data are described with rich metadata). In turn, this
can improve accessibility of the meta-data (principle A2 of Accessibility: Metadata are
accessible, even when the data are no longer available). We adhere to the principles of
interoperability by choosing ontologies that are interoperable with the OMOP vocabulary.
This vocabulary stems from the OHDSI project, which aims for more interoperability
between divergent observational data sources (see Section 12.3.2 for more details). In
developing our own ontology for coping strategies, we also sourced as many concepts
as possible from existing ontologies (SNOMED-CT, NCIT, PACO, and RxNORM) favoring
those used by the OMOP vocabulary.

9Available at https://www.go-fair.org/fair-principles/

https://www.go-fair.org/fair-principles/
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We could have made our data more reusable and FAIR if we would have been able
to share it. This was not possible because the initially public forum became private
in 2021. Under the GDPR, we were then unable to share the data. To prevent similar
situations in future projects, we recommend setting up forums in collaboration with
patient organizations so that the ownership of the data rests with patients instead of
commercial parties (Facebook in our case). Users should be asked for consent for using
the data for research purposes prior to participation in these forums. Such a setup would
have the additional benefit that users could be asked for personal characteristics. In our
experience, medical researchers find obtaining personal information of forum users vital
to the interpretation of ADE reports. In such a collaborative setup, researchers could
communicate directly to the patients about research output and patients themselves can
be given insight through a tool or dashboard. The Patient Forum Miner (PFM) project [76]
offers a great starting point.

Alternative valuable sources of data that we recommend exploring are forums on
platforms such as PatientsLikeMe10. These platforms often ask patients for their consent
for using data for research purposes when they make an account. In this project, we tried
to set up a collaboration with PatientsLikeMe to no avail yet we recommend exploring
collaborations with comparable parties that may find this idea more agreeable. An
advantage of this approach is that such platforms contain forums for various conditions,
while a disadvantage is that these forums are often less active than forums that are
administered by a patient organization. These platforms have been known to agree
to collaborate with universities, but not with individual researchers, so we recommend
involving faculty management in future efforts.

12.4.3. DEVELOPING ANNOTATION GUIDELINES
We encountered a number of overarching challenges when developing annotation
guidelines11. The first challenge was that messages from forum discussions may be
difficult to interpret or be interpreted differently without the context of the conversation.
We therefore recommend providing annotators with the context of the message (i.e., the
messages preceding it). This can be done in a number of different ways. For annotation
of named entities, annotators labeled whole discussion threads, one message at a time.
For annotation of ADE-CS relations, six messages prior to the message containing the CS
were provided in a single view. All variants or co-referents of the correct ADE in these
(at maximum) seven messages were labeled as positive. The size of this conversational
window was largely arbitrary, although chosen to be relatively wide, and we recommend
careful consideration of an appropriate window size in future work. For entity linking,
we did not provide annotators with the conversational context, because this was not
accommodated by our annotation tool and the task was already complex.

A second challenge was determining who to select as annotators. For NER, we asked
GIST patients to volunteer. Although their domain expertise was an advantage, they found
the annotation task challenging and did not have sufficient time. Moreover, one annotator
dropped out because they did not master the English language sufficiently. Therefore, for

10https://www.patientslikeme.com/
11Annotation guidelines can be found at: https://github.com/AnneDirkson/CopingStratExtract/

tree/main/annotation

https://www.patientslikeme.com/
https://github.com/AnneDirkson/CopingStratExtract/tree/main/annotation
https://github.com/AnneDirkson/CopingStratExtract/tree/main/annotation
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the annotation of CS-ADE relations and CS normalization, we recruited master students.
For the latter task, we paid our annotators because the labeling task required a high level
of dedication and time.

A third overarching challenge was deciding how to handle data that was previously
labeled incorrectly for NER during labeling for entity linking (that relied on labeled CS
entities) or relation extraction (that relied on both labeled CS and ADE entities). For
relation extraction, we decided to not correct boundaries of entities or missed entities.
This does have the consequence that there may be cases where the coping strategy cannot
be linked to an ADE because the ADE has not been annotated correctly. For incorrectly
labeled coping strategies, no relation can be determined so they were excluded indirectly.
For entity linking, false positives were labeled as with a separate label (NOT_A_STRATEGY)
as it was not possible to normalize them. Messages that contained false negatives were
already excluded in the pre-selection of messages with CS. There were also cases where
two coping strategies were included as a single entity (e.g. “drink water and exercise”).
We instructed annotators to relabel these strategies as separate entities as our annotation
tool did not allow one entity to have multiple labels. Although there is not a single
correct solution to handling incorrect prior annotations, we recommend considering how
annotators should handle such data explicitly in the annotation guide.

For annotation of named entities specifically, we recommend providing both positive
and negative examples to illustrate definitions, e.g. the definition of what constitutes an
ADE. We also recommend noting how annotators should deal with disjoint entities as
these are common in the biomedical domain. We recommend a continuous annotation
of disjoint entities (see the FuzzyBIO representation in Chapter 7). Annotators also find
it difficult to determine the boundaries of entities, especially for complex entities. We
recommend taking this into account when evaluating annotator agreement and including
instructions on bounding entities in the annotation guideline. Although it is not possible
to flesh out all possible cases, common cases can be streamlined (e.g. does one include
the definite article?). Moreover, we recommend considering possible future layers of
annotation on the same data, e.g. entity linking, when deciding upon an annotation tool.
We had to switch from Doccano to Inception to accommodate entity linking of coping
strategies whereas NER would have also been possible in Inception.

For the annotation of entity linking, we would additionally recommend fellow
researchers to develop rules for the multi-labeling of entities, as there may be entities for
which there is not an exact label in the ontology but a combination of two labels would
suffice (e.g. ginger toothpaste). Allowing for multi-labeling prevents the ontology size
from growing exponentially.

For the annotation of relations, a major challenge was selecting an appropriate
annotation tool. We chose to conceptualize this task as a classification task and use
Doccano. The biggest drawback of our approach was the transformation of the data into
an appropriate format. We elected to automatically create sentences where some entities
were masked so that annotators could select the cases where the masked entity was indeed
the correct one. However this proved challenging and thus we recommend researching
whether there are more suitable options available for future work. We also recommend
considering whether annotators should label only the exact entity that has a relation to
the entity at hand or also its co-referents. We decided to annotate all co-referents of the



12.4. RECOMMENDATIONS

12

191

correct ADE because it was sometimes difficult for annotators to select a single correct
mention amongst multiple mentions of the same ADE. Moreover, as long as the correct
ADE was selected by the model, it did not matter for our task whether it was the exact
correct mention of the ADE.

12.4.4. LONG-TERM INTEGRATION INTO HEALTHCARE
To attain the long-term goal of integrating online patient-reported experiences from social
media into healthcare, an appropriate regulatory framework will need to be developed.
In the context of pharmacovigilance, various researchers have already advocated for
a regulatory legal and policy framework [176, 228]. Regulatory recommendations
specifically for updating pharmacovigilance guidance were put forward by Brosch et al.
[42] in the context of the WEB-RADR 2 project. According to Brosch et al. [42], key
challenges include limited follow-up options for social media data; the large volume of
social media data that requires more resources to manage properly; and a mismatch
between what is possible on social media and current minimal criteria for a valid ADE
report. However, most pharmaceutical companies believe their regulatory framework can
be adapted to include social media: 71% considers social media a possible tool from a
legislative and industry perspective [227]. We recommend continuing these efforts to
adapt the current regulatory framework for pharmacovigilance. However, we also urge
legal and policy experts to develop a larger regulatory framework for incorporating other
patient-reported experiences into the healthcare system.

Aside from a regulatory framework, we also need the involvement of medical
professionals to enact change in the long run. Supportive medical professionals are
indispensable in determining how patient-reported experiences can best be incorporated
into healthcare and advocating for the value of experiential knowledge to their colleagues.
As mentioned in Section 12.4.1, we believe that medical professionals should be taught
about AI to give them agency in the discussion on how to use AI in healthcare and fuel
constructive debates on this topic. The same goes for patient representatives whose
insights and involvement can aid decisions on which patient-reported experiences are
most beneficial for healthcare and should be prioritized. A rudimentary understanding of
AI will be helpful to generate more understanding of the challenges inherent to automated
analysis and the slow speed at which text mining algorithms can be developed.

In the Netherlands, there have been two recent developments of interest regarding
the educating of medical professionals on AI and increasing their level of trust. The
Dutch Ministry of Healthcare has presented a guideline [278] on the use of predictive AI in
healthcare to increase trust amongst medical professionals. This includes amongst others:
transparency about possible negative consequences, thorough external validation and
evaluation of the added value of the predictive algorithm for healthcare. This guideline
is accompanied by an online educational course12. Another online course on the use of AI
in healthcare called “Nationale AI-Zorg”13 was developed by the NL AI Coalitie (a public-
private coalition of Dutch AI organisations).

Overall, we recommend starting with the integration of patient-reported experiences
into healthcare for rare disorders specifically before moving on to more common

12Available at: https://www.leidraad-ai.nl/
13Available at: https://zorg.ai-cursus.nl/home

https://www.leidraad-ai.nl/
https://zorg.ai-cursus.nl/home
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disorders. Patients with rare disorders have shown an extraordinarily high level of “citizen
science” through mobilization into grassroots movements that aggregate their own data
in an effort to help other patients and to influence the research agenda [49, 108, 237].
They display a clear desire to translate their experiential knowledge into actionable data.
Online forums of patients with rare disorders are also relatively active which increases
the number of patient-reported experiences. Finally, the potential benefits of patient-
generated online data are high for this subgroup due to a scarcity of research for rare
disorders.
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M. Pe, C. Coens, G. Velikova, D. Kuliś, M. J. Taphoorn, A. S. Darlington, I. Lewis, and
L. van de Poll-Franse. Current state of quality of life and patient-reported outcomes
research. European journal of cancer (Oxford, England : 1990), 121:55–63, 2019.
ISSN 1879-0852. doi: 10.1016/J.EJCA.2019.08.016.

[40] C. Bousquet, B. Dahamna, S. Guillemin-Lanne, S. J. Darmoni, C. Faviez, C. Huot,
S. Katsahian, V. Leroux, S. Pereira, C. Richard, S. Schück, J. Souvignet, A. Lillo-Le
Louët, and N. Texier. The Adverse Drug Reactions from Patient Reports in Social
Media Project: Five Major Challenges to Overcome to Operationalize Analysis and
Efficiently Support Pharmacovigilance Process. JMIR Research Protocols, 6(9):e179,
2017. ISSN 1929-0748. doi: 10.2196/resprot.6463.

[41] A. Brandsen, S. Verberne, M. Wansleeben, and K. Lambers. Creating a dataset
for named entity recognition in the archaeology domain. In LREC 2020 -
12th International Conference on Language Resources and Evaluation, Conference
Proceedings, pages 4573–4577, 2020. ISBN 9791095546344.

[42] S. Brosch, A. M. de Ferran, V. Newbould, D. Farkas, M. Lengsavath, and P. Tregunno.
Establishing a Framework for the Use of Social Media in Pharmacovigilance in
Europe. Drug Safety, 42(8):921–930, 2019. ISSN 11791942. doi: 10.1007/
s40264-019-00811-8.

[43] A.-M. Bucur, A. Cosma, and L. P. Dinu. Sequence-to-Sequence Lexical Normaliza-
tion with Multilingual Transformers. ArXiv, 2021. URL https://arxiv.org/abs/
2110.02869v3.

[44] A. Bulcock, L. Hassan, S. Giles, C. Sanders, G. Nenadic, S. Campbell, and W. Dixon.
Public Perspectives of Using Social Media Data to Improve Adverse Drug Reaction
Reporting: A Mixed-Methods Study. Drug Safety 2021 44:5, 44(5):553–564, 2021.
ISSN 1179-1942. doi: 10.1007/S40264-021-01042-6.

[45] M. H. Burda, M. Van Den Akker, F. Van Der Horst, P. Lemmens, and J. A. Knottnerus.
Collecting and validating experiential expertise is doable but poses methodological
challenges. Journal of Clinical Epidemiology, 72:10–15, 2016. ISSN 18785921. doi:
10.1016/j.jclinepi.2015.10.021.

[46] G. Burnage, R. Baayen, R. Piepenbrock, and H. van Rijn. CELEX: A Guide for Users.
Centre for Lexical Information, 1990.

[47] J. Call, C. D. Walentas, J. C. Eickhoff, and N. Scherzer. Survival of gastrointestinal
stromal tumor patients in the imatinib era: life raft group observational registry.
BMC Cancer, 12(1):90, 2012. ISSN 1471-2407. doi: 10.1186/1471-2407-12-90.

[48] E. B. Carbajal-López, D. M. Juárez-García, A. Espinoza-Velazco, and G. Calderillo-
Ruiz. Internet-Delivered Cognitive Behavioral Therapy and Psychoeducation

https://arxiv.org/abs/2110.02869v3
https://arxiv.org/abs/2110.02869v3


198 REFERENCES

Program for Patients with Gastrointestinal Stromal Tumors. Journal of cancer
education : the official journal of the American Association for Cancer Education,
2020. ISSN 1543-0154. doi: 10.1007/S13187-020-01866-3.

[49] J. F. Caron-Flinterman, J. E. Broerse, and J. F. Bunders. The experiential knowledge
of patients: A new resource for biomedical research? Social Science and Medicine,
60(11):2575–2584, 2005. ISSN 02779536. doi: 10.1016/j.socscimed.2004.11.023.

[50] P. Carter, R. Beech, D. Coxon, M. J. Thomas, and C. Jinks. Mobilising the experiential
knowledge of clinicians, patients and carers for applied health-care research.
Contemporary Social Science, 8(3):307–320, 2013. ISSN 21582041. doi: 10.1080/
21582041.2013.767468.

[51] P. G. Casali, A. Le Cesne, A. P. Velasco, D. Kotasek, P. Rutkowski, P. Hohenberger,
E. Fumagalli, I. R. Judson, A. Italiano, H. Gelderblom, A. Adenis, J. T. Hartmann,
F. Duffaud, D. Goldstein, J. M. Broto, A. Gronchi, A. P. Dei Tos, S. Marréaud, W. T.
Van Der Graaf, J. R. Zalcberg, S. Litière, and J. Y. Blay. Time to Definitive Failure
to the First Tyrosine Kinase Inhibitor in Localized GI Stromal Tumors Treated With
Imatinib As an Adjuvant: A European Organisation for Research and Treatment
of Cancer Soft Tissue and Bone Sarcoma Group Intergroup Randomized Trial in
Collaboration With the Australasian Gastro-Intestinal Trials Group, UNICANCER,
French Sarcoma Group, Italian Sarcoma Group, and Spanish Group for Research on
Sarcomas. Journal of clinical oncology : official journal of the American Society of
Clinical Oncology, 33(36):4276–4283, 2015. ISSN 1527-7755. doi: 10.1200/JCO.2015.
62.4304.

[52] P. G. Casali, E. Fumagalli, A. Gronchi, J. Zalcberg, D. Kotasek, A. L. Cesne, J. Y.
Blay, A. Italiano, P. Reichardt, L. H. Lindner, V. Grünwald, I. R. Judson, W. Van
Der Graaf, P. Schöffski, S. Litière, S. Marreaud, S. Leyvraz, A. L. Pousa, S. Sleijfer,
J. Verweij, J. M. Kerst, P. Hogendoorn, W. Van Der Graaf, and P. Rutkowski. Ten-year
progression-free and overall survival in patients with unresectable or metastatic
GI stromal tumors: Long-term analysis of the european organisation for research
and treatment of cancer, Italian sarcoma group, and Australasian gastrointestinal
tr. Journal of Clinical Oncology, 35(15):1713–1720, 2017. ISSN 15277755. doi:
10.1200/JCO.2016.71.0228.

[53] P. G. Casali, N. Abecassis, S. Bauer, R. Biagini, S. Bielack, S. Bonvalot, I. Boukovinas,
J. V. Bovee, T. Brodowicz, J. M. Broto, A. Buonadonna, E. De Álava, A. P. Dei Tos,
X. G. Del Muro, P. Dileo, M. Eriksson, A. Fedenko, V. Ferraresi, A. Ferrari, S. Ferrari,
A. M. Frezza, S. Gasperoni, H. Gelderblom, T. Gil, G. Grignani, A. Gronchi, R. L.
Haas, A. Hannu, B. Hassan, P. Hohenberger, R. Issels, H. Joensuu, R. L. Jones,
I. Judson, P. Jutte, S. Kaal, B. Kasper, K. Kopeckova, D. A. Krákorová, A. Le Cesne,
I. Lugowska, O. Merimsky, M. Montemurro, M. A. Pantaleo, R. Piana, P. Picci,
S. Piperno-Neumann, A. L. Pousa, P. Reichardt, M. H. Robinson, P. Rutkowski,
A. A. Safwat, P. Schöffski, S. Sleijfer, S. Stacchiotti, K. Sundby Hall, M. Unk, F. Van
Coevorden, W. Van Der Graaf, J. Whelan, E. Wardelmann, O. Zaikova, and J. Y. Blay.
Gastrointestinal stromal tumours: ESMO-EURACAN Clinical Practice Guidelines



REFERENCES 199

for diagnosis, treatment and follow-up. Annals of oncology : official journal of the
European Society for Medical Oncology, 29(Suppl 4):iv68–iv78, 2018. ISSN 1569-
8041. doi: 10.1093/ANNONC/MDY095.

[54] M. Casparie, A. T. Tiebosch, G. Burger, H. Blauwgeers, A. Van De Pol, J. H.
Van Krieken, and G. A. Meijer. Pathology databanking and biobanking in
The Netherlands, a central role for PALGA, the nationwide histopathology and
cytopathology data network and archive. Cellular oncology : the official journal of
the International Society for Cellular Oncology, 29(1):19–24, 2007. ISSN 1570-5870.
doi: 10.1155/2007/971816.

[55] O. Caster, J. Dietrich, M. L. Kürzinger, M. Lerch, S. Maskell, G. N. Norén, S. Tcherny-
Lessenot, B. Vroman, A. Wisniewski, and J. van Stekelenborg. Assessment
of the Utility of Social Media for Broad-Ranging Statistical Signal Detection in
Pharmacovigilance: Results from the WEB-RADR Project. Drug Safety, 41(12):1355–
1369, 2018. ISSN 11791942. doi: 10.1007/s40264-018-0699-2.

[56] E. M. Castro, T. Van Regenmortel, W. Sermeus, and K. Vanhaecht. Patients’
experiential knowledge and expertise in health care: A hybrid concept analysis.
Social Theory and Health, 17(3):307–330, 2019. ISSN 1477822X. doi: 10.1057/
s41285-018-0081-6.

[57] D. Cer, Y. Yang, S.-y. Kong, N. Hua, N. Limtiaco, R. St. John, N. Constant,
M. Guajardo-Cespedes, S. Yuan, C. Tar, B. Strope, and R. Kurzweil. Universal
sentence encoder for English. In Proceedings of the 2018 Conference on Empirical
Methods in Natural Language Processing: System Demonstrations, pages 169–174,
Brussels, Belgium, 2018. Association for Computational Linguistics. doi: 10.18653/
v1/D18-2029.

[58] N. Cesare, C. Grant, and E. O. Nsoesie. Understanding demographic bias and
representation in social media health data. In WebSci 2019 - Companion of the
11th ACM Conference on Web Science, pages 7–9, 2019. ISBN 9781450361743. doi:
10.1145/3328413.3328415.

[59] I. Chalkidis, M. Fergadiotis, P. Malakasiotis, and I. Androutsopoulos. Large-Scale
Multi-Label Text Classification on EU Legislation. ACL 2019 - 57th Annual Meeting of
the Association for Computational Linguistics, Proceedings of the Conference, pages
6314–6322, 2019.

[60] W. W. Chapman, W. Bridewell, P. Hanbury, G. F. Cooper, and B. G. Buchanan.
A simple algorithm for identifying negated findings and diseases in discharge
summaries. Journal of Biomedical Informatics, 34(5):301–310, 2001. ISSN 15320464.
doi: 10.1006/jbin.2001.1029.

[61] M. E. Charlson, P. Pompei, K. L. Ales, and C. R. MacKenzie. A new method
of classifying prognostic comorbidity in longitudinal studies: development and
validation. Journal of chronic diseases, 40(5):373–383, 1987. ISSN 0021-9681.
doi: 10.1016/0021-9681(87)90171-8. URL https://pubmed.ncbi.nlm.nih.gov/
3558716/.

https://pubmed.ncbi.nlm.nih.gov/3558716/
https://pubmed.ncbi.nlm.nih.gov/3558716/


200 REFERENCES

[62] H. Chen, W. Chen, C. Liu, L. Zhang, J. Su, and X. Zhou. Relational Network for
Knowledge Discovery through Heterogeneous Biomedical and Clinical Features.
Nature Publishing Group, 2016. doi: 10.1038/srep29915.

[63] G. G. Chowdhury. Natural language processing. Annual Review of Information
Science and Technology, 37(1):51–89, 2005. ISSN 00664200. doi: 10.1002/aris.
1440370103.

[64] K. W. Church and W. A. Gale. Probability scoring for spelling correction. Statistics
and Computing, 1(2):93–103, 1991. ISSN 1573-1375. doi: 10.1007/BF01889984.

[65] E. Clark and K. Araki. Text Normalization in Social Media: Progress, Problems and
Applications for a Pre-processing System of Casual English. Procedia Soc Behav Sci,
27:2–11, 2011. doi: 10.1016/j.sbspro.2011.10.577. URL www.urbandictionary.
com.

[66] K. Clark, M.-T. Luong, G. Brain, Q. V. Le Google Brain, and C. D. Manning. ELECTRA:
Pre-training Text Encoders as Discriminators Rather Than Generators. ArXiv, 2020.
URL https://arxiv.org/abs/2003.10555v1.

[67] A. Cocos, A. G. Fiks, and A. J. Masino. Deep learning for pharmacovigilance:
recurrent neural network architectures for labeling adverse drug reactions in Twitter
posts. Journal of the American Medical Informatics Association, 24(4):813–821, 2017.
doi: 10.1093/jamia/ocw180.

[68] D. A. Coll, C. A. Rosen, K. Auborn, W. P. Potsic, and H. L. Bradlow. Treatment of
Recurrent Respiratory Papillomatosis With Indole-3Xarbinol. American Journal of
Otolaryngology, 18(4):283–285, 1997.

[69] J. A. Custers, R. Tielen, J. B. Prins, J. H. De Wilt, M. F. Gielissen, and W. T. Van Der
Graaf. Fear of progression in patients with gastrointestinal stromal tumors (GIST):
Is extended lifetime related to the Sword of Damocles? Acta oncologica (Stockholm,
Sweden), 54(8):1202–1208, 2015. ISSN 1651-226X. doi: 10.3109/0284186X.2014.
1003960.

[70] J. D’ Souza and V. Ng. Sieve-Based Entity Linking for the Biomedical Domain.
In 53rd Annual Meeting of the Association for Computational Linguistics and the
7th International Joint Conference on Natural Language Processing, pages 297–302,
2015.

[71] R. Dagher, M. Cohen, G. Williams, M. Rothmann, J. Gobburu, G. Robbie, A. Rahman,
G. Chen, A. Staten, D. Griebel, R. Pazdur, A. D. V. d. Abbeele, E. v. Sonnenberg, and
G. D. Demetri. Approval summary: imatinib mesylate in the treatment of metastatic
and/or unresectable malignant gastrointestinal stromal tumors. Clinical cancer
research : an official journal of the American Association for Cancer Research, 8(10):
3034–8, 10 2002. ISSN 1078-0432. doi: 10.1158/1078-0432.ccr-06-0858.

[72] X. Dai. Recognizing complex entity mentions: A review and future directions. In
Proceedings of ACL 2018, Student Research Workshop, pages 37–44. Association for
Computational Linguistics, 2018. doi: 10.18653/v1/P18-3006.

www.urbandictionary.com
www.urbandictionary.com
https://arxiv.org/abs/2003.10555v1


REFERENCES 201

[73] G. D’Amato, D. M. Steinert, J. C. McAuliffe, and J. C. Trent. Update on the
biology and therapy of gastrointestinal stromal tumors. Cancer control : journal
of the Moffitt Cancer Center, 12(1):44–56, 2005. ISSN 1073-2748. doi: 10.1177/
107327480501200106.

[74] H. T. Dang. Overview of DUC 2006. In Proceedings of HLT-NAACL 2006, pages 1–12,
2006.

[75] K. P. Davison, J. W. Pennebaker, and S. S. Dickerson. Who talks? The social
psychology of illness support groups. American Psychologist, 55(2):205–217, 2000.
ISSN 0003066X. doi: 10.1037/0003-066X.55.2.205.

[76] M. de Boer, A. Dirkson, G. van Oortmerssen, S. Verberne, and W. Kraaij. The Patient
Forum Miner: Text mining for patient communities. In Proceedings of the 17th
Dutch-Belgian Information Retrieval Workshop, pages 25–26, 2018.

[77] J. De Langen, F. Van Hunsel, A. Passier, L. De Jong-Van Den Berg, and K. Van
Grootheest. Adverse drug reaction reporting by patients in the Netherlands: Three
years of experience. Drug Safety, 31(6):515–524, 2008. ISSN 01145916. doi:
10.2165/00002018-200831060-00006.

[78] G. D. Demetri, M. von Mehren, C. D. Blanke, A. D. Van den Abbeele, B. Eisenberg,
P. J. Roberts, M. C. Heinrich, D. A. Tuveson, S. Singer, M. Janicek, J. A. Fletcher,
S. G. Silverman, S. L. Silberman, R. Capdeville, B. Kiese, B. Peng, S. Dimitrijevic, B. J.
Druker, C. Corless, C. D. Fletcher, and H. Joensuu. Efficacy and Safety of Imatinib
Mesylate in Advanced Gastrointestinal Stromal Tumors. New England Journal of
Medicine, 347(7):472–480, 2002. ISSN 0028-4793. doi: 10.1056/NEJMoa020461.

[79] G. D. Demetri, A. T. van Oosterom, C. R. Garrett, M. E. Blackstein, M. H. Shah,
J. Verweij, G. McArthur, I. R. Judson, M. C. Heinrich, J. A. Morgan, J. Desai, C. D.
Fletcher, S. George, C. L. Bello, X. Huang, C. M. Baum, and P. G. Casali. Efficacy and
safety of sunitinib in patients with advanced gastrointestinal stromal tumour after
failure of imatinib: a randomised controlled trial. The Lancet, 368(9544):1329–1338,
2006. ISSN 0140-6736. doi: 10.1016/S0140-6736(06)69446-4.

[80] G. D. Demetri, P. Reichardt, Y.-K. Kang, J.-Y. Blay, H. Joensuu, R. G. Maki,
P. Rutkowski, P. Hohenberger, H. Gelderblom, M. G. Leahy, M. von Mehren,
P. Schoffski, M. E. Blackstein, A. Le Cesne, G. Badalamenti, J.-M. Xu, T. Nishida,
D. Laurent, I. Kuss, and P. G. Casali. Randomized phase III trial of regorafenib in
patients (pts) with metastatic and/or unresectable gastrointestinal stromal tumor
(GIST) progressing despite prior treatment with at least imatinib (IM) and sunitinib
(SU): GRID trial. Journal of Clinical Oncology, 30(18_suppl):LBA10008–LBA10008,
2012. ISSN 0732-183X. doi: 10.1200/jco.2012.30.18_suppl.lba10008.

[81] G. D. Demetri, P. Reichardt, Y.-K. Kang, J.-Y. Blay, P. Rutkowski, H. Gelderblom,
P. Hohenberger, M. Leahy, M. von Mehren, H. Joensuu, G. Badalamenti,
M. Blackstein, A. Le Cesne, P. Schöffski, R. G. Maki, S. Bauer, B. B. Nguyen, J. Xu,
T. Nishida, J. Chung, C. Kappeler, I. Kuss, D. Laurent, P. G. Casali, and GRID



202 REFERENCES

study investigators. Efficacy and safety of regorafenib for advanced gastrointestinal
stromal tumours after failure of imatinib and sunitinib (GRID): an international,
multicentre, randomised, placebo-controlled, phase 3 trial. The Lancet, 381(9863):
295–302, 2013. ISSN 01406736. doi: 10.1016/S0140-6736(12)61857-1.

[82] D. den Hollander, A. R. Dirkson, S. Verberne, W. Kraaij, G. van Oortmerssen,
H. Gelderblom, A. Oosten, A. K. L. Reyners, N. Steeghs, W. T. A. van der
Graaf, I. M. E. Desar, and O. Husson. Symptoms reported by gastrointestinal
stromal tumour (GIST) patients on imatinib treatment: combining questionnaire
and forum data. Supportive Care in Cancer, mar 2022. ISSN 0941-4355.
doi: 10.1007/S00520-022-06929-3. URL https://link.springer.com/10.1007/
s00520-022-06929-3.

[83] L. Derczynski, E. Nichols, and M. van Erp. Results of the WNUT2017 Shared Task on
Novel and Emerging Entity Recognition. In Proceedings ofthe 3rd Workshop on Noisy
User-generated Text, pages 140–147. Association for Computational Linguistics,
2017.

[84] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova. BERT: Pre-training of deep
bidirectional transformers for language understanding. In Proceedings of the 2019
Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers),
pages 4171–4186, Minneapolis, Minnesota, 2019. Association for Computational
Linguistics. doi: 10.18653/v1/N19-1423.

[85] M. Di Maio, E. Basch, J. Bryce, and F. Perrone. Patient-reported outcomes in the
evaluation of toxicity of anticancer treatments. Nature reviews. Clinical oncology,
13(5):319–325, may 2016. ISSN 1759-4782. doi: 10.1038/NRCLINONC.2015.222.

[86] G.-A. Dima, D.-C. Cercel, and M. Dascalu. Transformer-based Multi-Task Learning
for Adverse Effect Mention Analysis in Tweets. In Proceedings of the Sixth Social
Media Mining for Health Workshop 2021, pages 44–51, 2021. doi: 10.18653/v1/2021.
smm4h-1.7.

[87] A. Dirkson, S. Verberne, and W. Kraaij. Narrative Detection in Online Patient
Communities. In A. Jorge, R. Campos, A. Jatowt, and S. Bhatia, editors, Proceedings
of the Text2StoryIR’19 Workshop. CEUR-WS, 2019. URL http://ceur-ws.org/
Vol-2342/paper3.pdf.

[88] A. Dirkson, S. Verberne, W. Kraaij, G. V. Oortmerssen, and H. Gelderblom. Auto-
mated gathering of real-world evidence from online patient fora can complement
pharma. Scientific Reports, 2022. doi: 10.1038/s41598-022-13894-8.

[89] Y. Doval Mosquera, J. Vilares, and C. Gómez-Rodríguez. Lysgroup: Adapting a
spanish microtext normalization system to english. In Proceedings of the Workshop
on Noisy User-generated Text, pages 99–105, Beijing, China, 2015. Association for
Computational Linguistics. doi: 10.18653/v1/W15-4315.

https://link.springer.com/10.1007/s00520-022-06929-3
https://link.springer.com/10.1007/s00520-022-06929-3
http://ceur-ws.org/Vol-2342/paper3.pdf
http://ceur-ws.org/Vol-2342/paper3.pdf


REFERENCES 203
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SUMMARY

Patients share valuable advice and experiences with their peers in online patient
discussion groups. These uncensored experiences can provide a complementary
perspective to that of the health professional and thereby yield novel hypotheses which
could be tested in further rigorous medical research. This thesis focuses on the
development of automatic extraction methods to harvest these patient experiences from
online patient forums using text mining techniques. We also examine the complementary
value of these patient-reported outcomes to traditional sources of medical knowledge for
scientific hypothesis generation. Specifically, we focus on the extraction of adverse drug
events (i.e. side effects) and coping strategies for dealing with adverse drug events.

In the first part, we investigated how spelling mistakes in medical social media
messages can be reduced. We studied which unsupervised spelling correction method
is most suitable for correcting spelling mistakes in medical social media data without
losing valuable information due to false positives (domain-specific terms or layman’s
terms that are corrected because they are not in the dictionary). We also examined how
posts containing patient experiences can best be distinguished from those that do not
to weed out irrelevant posts. This helped to select the discussion threads that are most
likely to contain adverse drug events (ADEs) and provided insight into the different types
of patient experiences shared on the forum. In a third study, we showed that despite the
fact that relevant posts cluster together, incorporating the structure of the conversation
into state-of-the-art text classification models did not help to identify relevant posts.

In the second part, we addressed challenges presented by the extraction of text
snippets containing patient-reported ADEs. We tested the efficacy of default Transformer
models, including the popular BERT model, for this task and evaluated the vulnerability of
BERT models to being fooled by variation in the input data. We also tackled the challenge
of discontinuous entities, which can be either composite (e.g. “hand and foot pain”) or
disjoint (e.g. “eyes are feeling dry”). We presented a more flat, continuous representation
of these entities that can benefit end-to-end extraction of ADEs.

In the third part, we showcased a novel task: the extraction of coping strategies for
adverse drug responses. We presented the first ontology for coping strategies, compared
the success of different conceptualizations of this task, and showed that automatically
derived coping strategies from an online patient forum could be used for hypothesis
generation.

In the fourth part, we described a case study on a specific patient forum for Gastro-
Intestinal Stromal Tumor (GIST) patients and demonstrated the value of extracting ADE
from patient forum posts for post-market drug monitoring. We showed that adverse
drug events can be extracted from patient forum messages with sufficient success to
enable the discovery of novel ADEs, long-term ADEs, and an indication of which ADEs
are most important to patients. A comparison of these results with ADEs reported by GIST
patients in a survey revealed that automatically extracted ADEs from patient forum data
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can be used to select the most appropriate questionnaire for the patient population and
to keep questionnaires up to date. To better understand the limitations of knowledge
discovery from patient forum data, we also investigated how representative the online
patient population of GIST patients is. We found that patients in relatively better condition
are generally under-represented on the patient forum.

Our work offers a starting point for knowledge discovery from online patient forums
and its use as a complementary data source for hypothesis generation. Future work will
need to elucidate to what extent the complementary value of patient knowledge may differ
between different types of disorders, such as between rare and more common disorders
and between chronic and more acute disorders.



SAMENVATTING

Patiënten delen waardevolle adviezen en ervaringen met hun lotgenoten op online
patiëntenfora. Deze ongecensureerde ervaringen kunnen een aanvullend perspectief
bieden op dat van de zorgprofessional en nieuwe hypotheses opleveren die vervolgens
gevalideerd kunnen worden met medisch onderzoek. Deze dissertatie richt zich
op het ontwikkelen van automatische methoden om patiëntenervaringen uit online
patiëntenfora te extraheren met behulp van text mining technieken. We onderzoeken
de complementaire waarde van deze kennis voor het genereren van wetenschappelijke
hypotheses ten opzichte van traditionele bronnen van medische kennis. In het bijzonder
richten wij ons op de extractie van bijwerkingen en copingstrategieën die patienten
gebruiken om om te gaan met hun bijwerkingen.

In het eerste deel van deze dissertatie onderzochten we hoe spelfouten in berichten op
het patiëntenforum verminderd kunnen worden. We onderzochten welke unsupervised
spellingcorrectiemethode het meest geschikt is voor het corrigeren van spelfouten, zonder
waardevolle informatie te verliezen door valse positieven (domein-specifieke termen of
termen van leken die onterecht gecorrigeerd worden omdat ze niet in het woordenboek
staan). We onderzochten ook hoe we berichten met patiëntenervaringen het best kunnen
onderscheiden van berichten zonder om zo irrelevante berichten uit de data te kunnen
filteren. Bovendien konden we hiermee inzicht verkrijgen in de verschillende soorten
ervaringen die patiënten op het forum delen. In een andere studie lieten we zien dat het
meenemen van de structuur van discussiedraad tekstclassificatiemodellen niet helpt om
relevante berichten te identificeren, ondanks dat relevante berichten vaak gegroepeerd
zijn.

In het tweede deel gingen we in op de uitdagingen die ontstaan bij het extraheren
van tekstfragmenten waar bijwerkingen in staan. We toetsten hoe goed Transformer-
modellen, waaronder het populaire BERT model, werken voor deze taak. Daarnaast
toetsten we de kwetsbaarheid van deze modellen voor variatie in de data: hoe makkelijk
kunnen ze voor de gek gehouden worden? We presenteerden daarnaast een eenvoudige
representatie voor discontinue of onderbroken concepten (bv.“pijn in handen en voeten”
wat bestaat uit zowel “pijn in handen” als “pijn in voeten”) die de extractie van
bijwerkingen ten goede komt.

In het derde deel introduceerden we een nieuwe taak: de extractie van coping
mechanismen voor bijwerkingen van geneesmiddelen. Hoe gaan patiënten om met hun
bijwerkingen en welk advies geven ze aan elkaar? We presenteerden de eerste ontologie
voor coping mechanismen, vergeleken verschillende mogelijke conceptualisaties van
deze taak en lieten zien dat automatisch geëxtraheerde coping strategieën uit berichten
van een patiëntenforum gebruikt kunnen worden om nieuwe hypotheses te genereren.

In het vierde en laatste deel beschreven we een casus: een specifiek patiëntenforum
voor Gastro-Intestinal Stromal Tumor (GIST) patiënten. We onderzochten de waarde van
automatisch geëxtraheerde bijwerkingen uit dit patiëntenforum voor het monitoren van
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geneesmiddelen die al op de markt zijn (ook wel post-market surveillance genoemd).
We lieten zien dat onze methode niet eerder gevonden bijwerkingen en lange-
termijnbijwerkingen kan ontdekken. Ook kan onze methode een indicatie geven van
welke bijwerkingen het meest belangrijk zijn voor de patiënt zelf. Een vergelijking van
deze resultaten met de bijwerkingen die door GIST-patiënten in een enquête worden
gemeld liet zien dat automatisch geëxtraheerde bijwerkingen uit patiëntenfora gebruikt
kunnen worden om de meest geschikte vragenlijst te selecteren en om vragenlijsten
up-to-date te houden. Tot slot hebben we onderzocht hoe representatief de online
patiëntenpopulatie van GIST-patiënten is om de beperkingen van kennis uit patiëntenfora
beter te overzien. Onze conclusie was dat patiënten die relatief gezonder zijn minder goed
vertegenwoordigd zijn op het patiëntenforum.

Ons werk biedt aanknopingspunten voor het ontsluiten van de waardevolle kennis
die gedeeld wordt op online patiëntenfora en het gebruik ervan als aanvullende infor-
matiebron voor het genereren van hypothesen. Toekomstig werk zal moeten uitwijzen
in hoeverre de complementaire waarde van patiëntenkennis verschilt voor verschillende
aandoeningen, waaronder tussen zeldzame en veelvoorkomende aandoeningen en tus-
sen acute en chronische aandoeningen.
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A
TECHNICAL DETAILS OF ADE

EXTRACTION

In Appendix A, we will elaborate on the technical details of how we preprocessed our data
(Section A.0.1), how we trained and evaluated models to extract adverse drug events (ADE)
(Section A.0.2), how we trained and evaluated machine learning models to map ADEs to
the medical ontology SNOMED-CT (Section A.0.3) and how we linked reported ADEs to
the medication for which the patient reports them (Section A.0.4). The Python code is
publicly available at https://github.com/AnneDirkson/CHyMer.

A.0.1. DATA PREPROCESSING
We preprocess the data with the pipeline described in Chapter 2 that includes replacing
URLs and email addresses with the strings -URL- and -EMAIL- with regular expressions,
lower-casing and tokenizing the text using NLTK, converting British to American English,
expanding abbreviations to their full form (e.g., lol to laughing out loud) and expanding
contractions (e.g., I”m to I am). Spelling mistakes were corrected using a combination of
relative Levenshtein edit distance (i.e., how many insertions, deletions, and replacements
are necessary to change one word into another word relative to the length of the word) and
cosine similarity based on a static (or context independent) word2vec language model. A
word2vec language model represents words based on how they are used, meaning that
words used in similar contexts are closer together in the model and therefore have a
lower cosine similarity. We excluded drug names in the FDA database of drugs1 from
spelling correction to prevent common drug names from replacing uncommon, similar
drug names. Removing empty messages (567) and messages in a language other than
English (1,493) left 121,516 messages. We also normalized drug names to their generic
forms using the FDA database. We manually added experimental names before FDA
approval for novel GIST drugs (BLU-285 for Avapritinib and DCC-2618 for Ripretinib).

1Downloaded from: https://www.fda.gov/drugs/drug-approvals-and-databases/
drugsfda-data-files
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F1 Precision Specificity Sensitivity/Recall

Token level performance 0.626 0.723 0.995 0.553
Entity level performance 0.716 0.739 0.998 0.695

Table A.1: The performance of the ADE extraction model on the held-out test set. Here the entity-level
performance is lenient: an entity is regarded as true positive if at least one token has been retrieved correctly.

A.0.2. EXTRACTING ADES FROM TEXT

The task of extracting words from a text that contain a certain concept (like an Adverse
Drug Event) is called Named Entity Recognition. For Named Entity Recognition, entities
are represented using the BIO scheme (B-Beginning, I-Inside and O-Outside). By default,
this representation is not able to represent entities that overlap with other entities
(e.g., hand and foot pain) or are split (eyes are feeling dry). These entities are termed
discontinuous entities. We converted annotated data labels to the FuzzyBIO annotation
scheme (described in Chapter 7) to deal with these entity types. Discontinuous entities are
transformed into continuous sequences that the BIO scheme can handle by annotating
the non-entity words in between.

We make use of a state-of-the-art machine learning model for named entity
recognition (BERT [84]) that has been trained on a large data set of English medical social
media (EnDR BERT [303]). BERT models are a type of transfer learning model. Transfer
learning models reuse a model trained on one (usually larger) data set as a starting point
for training a model on another (usually smaller) data set to perform a task such as
named entity recognition. For our model, we experimented with BERT models trained
on biomedical text (i.e., PubmedBERT [119], BioBERT [174], and SciBERT[28]), but they
did not perform as well as EnDR BERT.

The initialization of such models is stochastic (i.e., has a degree of randomness). This
can result in suboptimal models [336]. To reduce this effect and create a more robust
model, we use an ensemble of 10 models trained with different initialization seeds (1, 2, 4,
8, 16, 32, 64, 128, 256 and 512) following Weissenbacher et al. [336] and Miftahutdinov and
Tutubalina [206]. We split our labeled data into training (80%), a validation (penultimate
most recent 10% of the data), and a test set (most recent 10% of the data). We added a
second publicly available data set of patient forum texts labeled for ADEs (CADEC [151])
to the training set. We also tried using PsyTAR [353] to increase the amount of data, but
this was not beneficial. For each of the 10 models, we train for 3 or 4 epochs based on
the results of the model on the first validation data. We use a one-cycle learning rate (LR)
policy (max LR of 5-5) to train the models. We average the output of the 10 models using
majority voting.

Table A.1 reports the performance of the extraction of ADEs from text. The metrics
used to calculate performance are recall, precision, and the F1 score. Recall is the
percentage of true positives that have been found. Precision is the percentage of true
positives among the retrieved instances. The F1 score is a measure of the overall
performance: it is the harmonic mean of precision and recall.

Here, tokens are relevant words that are part of an ADE. Our algorithm was able to
retrieve 55.3% of all true positive tokens (“Recall”) in a held-out test set and 72.3% of
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the retrieved tokens are true positives (“Precision”). An entity is another term for the
full concept e.g., “pain in chest” is an entity while “pain”, “in” and “chest” are the tokens
belonging to the entity. Our algorithm was able to retrieve 52.3% of all entities fully
and 16.6% partially. On average, 69.5% of all retrieved entities were true positives. With
this performance, our model performs better than state-of-the-art models on this task
[194, 337]. It still falls below human performance (average mutual F 1 = 0.80).

In addition to good performance, a model needs to be able to find entities that it has
not seen in the training data [304]. We find that 40.2% of the true positive entities that our
model finds are not present in the training data, indicating that our model is able to find
novel entities in unlabeled data.

A.0.3. ADE NORMALIZATION

Normalization of adverse drug responses is the mapping of the text containing the ADE
to concepts in an ontology (e.g., “cannot sleep” to Insomnia in SNOMED-CT). We use
the current state-of-the-art method BioSyn [291] for normalizing the entities. We used
the default parameters of BioSyn. BioSyn uses BioBERT [174] (a BERT model trained on
biomedical text) to rank all possible concept labels for an extracted ADE. The highest
ranking label is selected. As was done in Sung et al. [291], we split composite mentions to
separate mentions using heuristic rules by D’ Souza and Ng [70] (e.g., non-familial breast
and ovarian cancers into non-familial breast cancer and ovarian cancers).

Our data does not contain annotations for normalization (i.e., the relevant concept
IDs for each ADE mention). We rely on three publicly available data sets for training our
normalization model: CADEC [151], PsyTAR [353] and the Clinical Findings subset of the
COMETA corpus [20].

We choose a curated subset of SNOMED, the CORE Problem List Subset as our target
ontology. We try to map the concepts in the data sets to synonymous concepts in the
CORE subset if possible. We do so by checking for a direct mapping in the community-
based mappings in BioPortal [220] between the original concept. We also map the concept
to its parent if the parent is in the CORE (e.g., “moderate anxiety” to “anxiety”). As target
concepts, we include all concepts of the CORE subset. SNOMED concepts present in
the training data that could not be mapped to a CORE concept and SNOMED concepts
present in the registration trial data that could not be mapped to a CORE concept as
candidates. We also removed all concepts that are not in the Clinical Findings of SNOMED
CT (e.g., procedures like knee replacement). This results in a total of 5813 concepts.
To employ the BioSyn method, we need to collect all synonyms of the target SNOMED
concepts. Synonyms for each concept are retrieved from the community based mappings
in BioPortal [220] using the REST API and from the UMLS using pymedtermino [170].

The performance of the normalization model is shown in Table A.2. On average, the
model could accurately label 64.5% of the ADEs when tested on a different data set than
those on which the model was trained. For an additional 14.6% of the cases, the correct
label was included in the top 5. We manually inspected these cases and found that 53
of 100 randomly selected cases, we would consider the first label to be correct or even
better than the gold label. For example, the mention “severe abdominal pain” has the gold
label “painful” (i.e., the label given by humans) and the predicted label “abdominal pain”.
Moreover, we inspected 100 random cases in which the correct label was not included in
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Trained on Tested on Acc @1 Acc @5

CADEC & COMETA PsyTAR 0.586 0.771
COMETA & PsyTAR CADEC 0.663 0.807
CADEC & PsyTAR COMETA 0.688 0.795

0.645 0.791

Table A.2: The performance of our normalization model on a held-out data set. As the normalization model
provides a ranking of candidate labels, Acc @1 and Acc @5 indicate the percentage of cases with the correct label
in the top 1 and top 5, respectively. The bold numbers indicate mean values

Category Frequency Example

Correct concept 67 -
Extraction errors 22 “feet”, “nose”, “losing”
Predicted concept is related 6 “kidney issues” instead of “nephrosis”
No SNOMED equivalent 2 “comfy eyes, woozy face”
Wrong but no clear reason 2

Table A.3: Manual analysis of 100 randomly selected found ADEs in the GIST data

the top 5 and found that for 36 of those we would consider the predicted label as correct.
Thus, the performance in Table A.2 is likely an underestimation.

One concern is the propagation of errors in the pipeline (i.e., errors from extraction
will influence normalization). Previous work has shown that ADE normalization is mainly
hampered by errors made during extraction [337]. To evaluate the pipeline end-to-end, we
manually inspect 100 of the ADEs found in the GIST data. As can be seen in Table A.3, we
find that 67 of the 100 cases are correct, while 22 of the 100 are incorrect due to extraction
errors prior to normalization. Thus, extraction appears to still be the major bottleneck.

Another concern is that the normalization model should be able to predict new types
of ADEs that are absent in the training data. The BioSyn model should theoretically be able
to do so because all the concepts of the SNOMED CT are considered as possible targets for
mapping. Our normalization model is indeed able to predict classes that were not part of
the training data at an Accuracy@1 of 0.417 on average and an Accuracy@5 of 0.612 on
average for the external data sets. On our own GIST data, we also see empirically that
15.0% of the predicted concepts are not part of the training data.

Manual analysis of the predicted concepts in the GIST data revealed that some ADEs
for tyrosine kinase inhibitors (TKIs) (e.g. split nails, hair color change, and hand-foot
syndrome) were not included in the target concepts. We manually added 5 concepts and
2 synonyms to existing concepts to improve normalization.

A.0.4. LINKING ADES TO MEDICATION
First, we identify all drugs mentioned in each message using a dictionary based on the
RxNORM [313]. During preprocessing, we already converted all brand names to their
generic equivalents (e.g., Gleevec to Imatinib).

We use heuristic rules to determine which drug is linked to each ADE. Whenever
possible, we select the drug mentioned prior to the ADE in the message. If there is
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none, we select the drug mentioned after the ADE in the message. If there are no drugs
mentioned in the message, we select the first drug mentioned in the conversational
thread prior to the message. These rules were determined based on further manual
annotation of our annotated subset by the first author. In some cases, it was not clear
which drug the patient believed was causing the ADE and these cases were excluded. In
this data set, our rules were 93% accurate if we restricted the possible drugs for linking to
a predetermined list (Imatinib, Sunitinib, Regorafenib, Avapritinib, Ripretinib, Nilotinib,
Pazopanib, Ponatinib, Sorafenib).
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thread_id post_id word tag

7581 155 I O
7581 155 really O
7581 155 do O
7581 155 not O
7581 155 know O
7581 155 what O
7581 155 I O
7581 155 would O
7581 155 do O
7581 155 without O
7581 155 you O
7581 155 guys O
7581 155 !! O
7581 155 I O
7581 155 started O
7581 155 sunitinib O
7581 155 12 O
7581 155 days O
7581 155 ago O
7581 155 and O
7581 155 now O
7581 155 have O
7581 155 some O
7581 155 crazy O
7581 155 rash B-ADR
7581 155 all I-ADR
7581 155 over I-ADR
7581 155 my I-ADR
7581 155 chest I-ADR
7581 155 and I-ADR
7581 155 back I-ADR
7581 155 . O
7581 155 They O
7581 155 are O
7581 155 little O
7581 155 red B-ADR
7581 155 elevated I-ADR
7581 155 bumps I-ADR
7581 155 all O
7581 155 over O
7581 155 that O
7581 155 itch O
7581 155 . O
7581 155 Has O
7581 155 anyone O
7581 155 else O
7581 155 had O
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7581 155 this O
7581 155 issue O
7581 155 ? O
7581 156 My O
7581 156 husband O
7581 156 has O
7581 156 it O
7581 156 but O
7581 156 not O
7581 156 itchy O
7581 156 and O
7581 156 his O
7581 156 is O
7581 156 from O
7581 156 imatinib O
7581 157 " O
7581 157 I O
7581 157 did O
7581 157 , O
7581 157 it O
7581 157 only O
7581 157 showed O
7581 157 up O
7581 157 on O
7581 157 my O
7581 157 legs O
7581 157 and O
7581 157 but O
7581 157 it O
7581 157 did O
7581 157 not O
7581 157 itch O
7581 157 . O
7581 157 I O
7581 157 went O
7581 157 to O
7581 157 the O
7581 157 emergency O
7581 157 room O
7581 157 , O
7581 157 just O
7581 157 in O
7581 157 case O
7581 157 it O
7581 157 was O
7581 157 an O
7581 157 allergic O
7581 157 reaction O
7581 157 , O
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7581 157 but O
7581 157 it O
7581 157 ended O
7581 157 up O
7581 157 being O
7581 157 “ O
7581 157 nothing O
7581 157 “.” O
7581 158 Yes O
7581 158 I O
7581 158 had O
7581 158 some O
7581 158 of O
7581 158 that O
7581 158 plus O
7581 158 it O
7581 158 dried B-ADR
7581 158 out I-ADR
7581 158 my I-ADR
7581 158 hands I-ADR
7581 158 and I-ADR
7581 158 feet I-ADR
7581 158 I O
7581 158 fought O
7581 158 that O
7581 158 with O
7581 158 immunotherapy O
7581 158 by O
7581 158 putting O
7581 158 it O
7581 158 on O
7581 158 my O
7581 158 feet O
7581 158 then O
7581 158 socks O
7581 158 and O
7581 158 put O
7581 158 it O
7581 158 on O
7581 158 my O
7581 158 hands O
7581 158 with O
7581 158 cotton O
7581 158 gloves O
7581 158 with O
7581 158 the O
7581 158 blue O
7581 158 plastic O
7581 158 gloves O
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7581 158 on O
7581 158 top O
7581 159 My O
7581 159 mouth B-ADR
7581 159 is I-ADR
7581 159 constantly I-ADR
7581 159 on I-ADR
7581 159 fire I-ADR
7581 159 too O
7581 159 . O
7581 159 Stuff O
7581 159 that O
7581 159 is O
7581 159 not O
7581 159 even O
7581 159 spicy O
7581 159 burns O
7581 159 !!! O
7581 159 I O
7581 159 was O
7581 159 just O
7581 159 trying O
7581 159 to O
7581 159 eat O
7581 159 some O
7581 159 cheese O
7581 159 Doritos O
7581 159 with O
7581 159 melted O
7581 159 colby O
7581 159 jack O
7581 159 cheese O
7581 159 on O
7581 159 them O
7581 159 and O
7581 159 my O
7581 159 mouth O
7581 159 is O
7581 159 on O
7581 159 fire O
7581 159 . O
7581 159 My O
7581 159 first O
7581 159 9 O
7581 159 days O
7581 159 on O
7581 159 it O
7581 159 were O
7581 159 really O
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7581 159 good O
7581 159 but O
7581 159 I O
7581 159 think O
7581 159 the O
7581 159 sunitinib O
7581 159 side O
7581 159 effects O
7581 159 are O
7581 159 way O
7581 159 worse O
7581 159 than O
7581 159 imatinib O
7581 159 !! O
7581 160 " O
7581 160 Yes O
7581 160 I O
7581 160 get O
7581 160 rash B-ADR
7581 160 on I-ADR
7581 160 my I-ADR
7581 160 neck I-ADR
7581 160 and I-ADR
7581 160 chest I-ADR
7581 160 , O
7581 160 some O
7581 160 mornings O
7581 160 I O
7581 160 wake O
7581 160 with O
7581 160 eyes B-ADR
7581 160 so I-ADR
7581 160 swollen I-ADR
7581 160 I O
7581 160 can O
7581 160 hardly O
7581 160 see O
7581 160 " O
7581 161 Had O
7581 161 rash B-ADR
7581 161 and O
7581 161 it O
7581 161 took O
7581 161 a O
7581 161 bit O
7581 161 for O
7581 161 me O
7581 161 to O
7581 161 adjust O
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7581 161 to O
7581 161 sunitinib O
7581 161 - O
7581 161 rash O
7581 161 finally O
7581 161 gone O
7581 162 " O
7581 162 My O
7581 162 wife O
7581 162 had O
7581 162 similar O
7581 162 issues O
7581 162 when O
7581 162 she O
7581 162 initially O
7581 162 started O
7581 162 on O
7581 162 imatinib O
7581 162 , O
7581 162 but O
7581 162 went O
7581 162 away O
7581 162 after O
7581 162 1 O
7581 162 . O
7581 162 5 O
7581 162 weeks O
7581 162 . O
7581 162 What O
7581 162 helped O
7581 162 was O
7581 162 that O
7581 162 her O
7581 162 oncologist O
7581 162 prescribed O
7581 162 some O
7581 162 steroid O
7581 162 , O
7581 162 and O
7581 162 also O
7581 162 I O
7581 162 had O
7581 162 her O
7581 162 taking O
7581 162 Epsom O
7581 162 Salt O
7581 162 with O
7581 162 Baking O
7581 162 Powder O
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7581 162 baths O
7581 162 . O
7581 162 It O
7581 162 helped O
7581 162 pull O
7581 162 toxins O
7581 162 out O
7581 162 of O
7581 162 the O
7581 162 skin O
7581 162 and O
7581 162 relieve O
7581 162 itching O
7581 162 and O
7581 162 discomfort O
7581 162 almost O
7581 162 immediately O
7581 162 . O
7581 162 She O
7581 162 took O
7581 162 these O
7581 162 baths O
7581 162 x2 O
7581 162 per O
7581 162 day O
7581 162 ." O

Table A.4: Example annotation of NER data for ADE extraction
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thread_id post_id word tag concept

5065 1873 " O -
5065 1873 On O -
5065 1873 day O -
5065 1873 4 O -
5065 1873 of O -
5065 1873 imatinib O -
5065 1873 , O -
5065 1873 was O -
5065 1873 very O -
5065 1873 nauseous B-ADR -
5065 1873 all O -
5065 1873 day O -
5065 1873 . O -
5065 1873 Previous O -
5065 1873 days O -
5065 1873 I O -
5065 1873 had O -
5065 1873 taken O -
5065 1873 the O -
5065 1873 imatinib O -
5065 1873 with O -
5065 1873 yogurt O -
5065 1873 . O -
5065 1873 But O -
5065 1873 was O -
5065 1873 out O -
5065 1873 last O -
5065 1873 night O -
5065 1873 so O -
5065 1873 I O -
5065 1873 took O -
5065 1873 it O -
5065 1873 with O -
5065 1873 something O -
5065 1873 else O -
5065 1873 . O -
5065 1873 Going O -
5065 1873 to O -
5065 1873 try O -
5065 1873 yogurt O -
5065 1873 again O -
5065 1873 tonight O -
5065 1873 and O -
5065 1873 see O -
5065 1873 if O -
5065 1873 it O -
5065 1873 makes O -
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5065 1873 a O -
5065 1873 difference O -
5065 1873 . O -
5065 1873 Only O -
5065 1873 other O -
5065 1873 side O -
5065 1873 effect O -
5065 1873 is O -
5065 1873 cold B-ADR -
5065 1873 hands I-ADR -
5065 1873 and I-ADR -
5065 1873 feet I-ADR -
5065 1873 while O -
5065 1873 the O -
5065 1873 rest O -
5065 1873 of O -
5065 1873 the O -
5065 1873 body O -
5065 1873 is O -
5065 1873 warm O -
5065 1873 . O -
5065 1873 These O -
5065 1873 side O -
5065 1873 effects O -
5065 1873 are O -
5065 1873 workable O -
5065 1873 ! O -
5065 1873 Do O -
5065 1873 you O -
5065 1873 take O -
5065 1873 it O -
5065 1873 with O -
5065 1873 a O -
5065 1873 certain O -
5065 1873 food O -
5065 1873 every O -
5065 1873 night O -
5065 1873 ?" O -
5065 1874 I O -
5065 1874 have O -
5065 1874 been O -
5065 1874 taking O -
5065 1874 mine O -
5065 1874 at O -
5065 1874 night O -
5065 1874 around O -
5065 1874 11pm O -
5065 1874 with O -
5065 1874 a O -
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5065 1874 couple O -
5065 1874 cookies O -
5065 1874 and O -
5065 1874 a O -
5065 1874 large O -
5065 1874 glass O -
5065 1874 of O -
5065 1874 water O -
5065 1874 and O -
5065 1874 then O -
5065 1874 I O -
5065 1874 drink O -
5065 1874 a O -
5065 1874 bottle O -
5065 1874 of O -
5065 1874 ensure O -
5065 1874 after O -
5065 1874 it O -
5065 1874 . O -
5065 1874 It O -
5065 1874 seems O -
5065 1874 to O -
5065 1874 work O -
5065 1874 I O -
5065 1874 have O -
5065 1874 not O -
5065 1874 felt O -
5065 1874 nauseous O -
5065 1874 just O -
5065 1874 a O -
5065 1874 lot O -
5065 1874 of O -
5065 1874 tummy O -
5065 1874 rumbling O -
5065 1874 . O -
5065 1874 it O -
5065 1874 will O -
5065 1874 be O -
5065 1874 my O -
5065 1874 6th O -
5065 1874 day O -
5065 1874 tonight O -
5065 1875 Hey O -
5065 1875 NAME O -
5065 1875 ... O -
5065 1875 I O -
5065 1875 take O -
5065 1875 mine O -
5065 1875 about O -
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5065 1875 an O -
5065 1875 hour O -
5065 1875 before O -
5065 1875 bedtime O -
5065 1875 . O -
5065 1875 I O -
5065 1875 have O -
5065 1875 tried O -
5065 1875 numerous O -
5065 1875 things O -
5065 1875 to O -
5065 1875 see O -
5065 1875 which O -
5065 1875 works O -
5065 1875 best O -
5065 1875 . O -
5065 1875 I O -
5065 1875 am O -
5065 1875 now O -
5065 1875 taking O -
5065 1875 my O -
5065 1875 imatinib O -
5065 1875 with O -
5065 1875 a O -
5065 1875 glass O -
5065 1875 of O -
5065 1875 dark B-STR CS06033
5065 1875 chocolate I-STR CS06033
5065 1875 almond I-STR CS06033
5065 1875 milk I-STR CS06033
5065 1875 with O -
5065 1875 much O -
5065 1875 success O -
5065 1875 . O -
5065 1875 Dark B-STR CS05345
5065 1875 chocolate I-STR CS05345
5065 1875 also O -
5065 1875 helps O -
5065 1875 with O -
5065 1875 nausea B-ADR -
5065 1875 and O -
5065 1875 the O -
5065 1875 almond O -
5065 1875 milk O -
5065 1875 has O -
5065 1875 lots O -
5065 1875 do O -
5065 1875 health O -
5065 1875 benefits O -
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5065 1875 . O -
5065 1875 I O -
5065 1875 try O -
5065 1875 to O -
5065 1875 stay B-STR CS03264
5065 1875 away I-STR CS03264
5065 1875 from I-STR CS03264
5065 1875 dairy I-STR CS03264
5065 1875 as O -
5065 1875 much O -
5065 1875 as O -
5065 1875 possible O -

Table B.1: Example of real annotated data for NER and entity linking of coping strategies.

thread_id Text Label*

5065 ’" On day 4 of imatinib , was very nauseous all day . Previous days I
had taken the imatinib with yogurt . But was out last night so I took
it with something else . Going to try yogurt again tonight and see if
it makes a difference . Only other side effect is cold hands and feet
while the rest of the body is warm . These side effects are workable !
Do you take it with a certain food every night ?" ’, ’I have been taking
mine at night around 11pm with a couple cookies and a large glass
of water and then I drink a bottle of ensure after it . It seems to work
I have not felt nauseous just a lot of tummy rumbling . it will be my
6th day tonight ’, ’Hey NAME ... I take mine about an hour before
bedtime . I have tried numerous things to see which works best . I am
now taking my imatinib with a glass of dark chocolate almond milk
with much success . Dark chocolate also helps with nausea and the
almond milk has lots do health benefits . I try to stay away from dairy
as much as possible’

1

5065 ’" On day 4 of imatinib , was very nauseous all day . Previous days I
had taken the imatinib with yogurt . But was out last night so I took
it with something else . Going to try yogurt again tonight and see if
it makes a difference . Only other side effect is cold hands and feet
while the rest of the body is warm . These side effects are workable !
Do you take it with a certain food every night ?" ’, ’I have been taking
mine at night around 11pm with a couple cookies and a large glass
of water and then I drink a bottle of ensure after it . It seems to work
I have not felt nauseous just a lot of tummy rumbling . it will be my
6th day tonight ’, ’Hey NAME ... I take mine about an hour before
bedtime . I have tried numerous things to see which works best . I am
now taking my imatinib with a glass of dark chocolate almond milk
with much success . Dark chocolate also helps with nausea and the
almond milk has lots do health benefits . I try to stay away from dairy
as much as possible’

0
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5065 ’" On day 4 of imatinib , was very nauseous all day . Previous days I
had taken the imatinib with yogurt . But was out last night so I took
it with something else . Going to try yogurt again tonight and see if it
makes a difference . Only other side effect is cold hands and feet while
the rest of the body is warm . These side effects are workable ! Do you
take it with a certain food every night ?" ’, ’I have been taking mine at
night around 11pm with a couple cookies and a large glass of water
and then I drink a bottle of ensure after it . It seems to work I have
not felt nauseous just a lot of tummy rumbling . it will be my 6th day
tonight ’, ’Hey NAME ... I take mine about an hour before bedtime . I
have tried numerous things to see which works best . I am now taking
my imatinib with a glass of dark chocolate almond milk with much
success . Dark chocolate also helps with nausea and the almond milk
has lots do health benefits . I try to stay away from dairy as much as
possible ’, ’I take mine nightly after a full meal normally diner but if I
take later I normally have a peanut butter sandwich and then my pill .
Sometimes I will have a couple Heresy kisses after taking my pill have
had little or no nausea since I started my imatinib almost 9 months
ago . ’, ’My husband has been taking 400 mg for 6 years . He started
breaking it in 1 / 2 and taking one half in the morning after breakfast
and the other half at night with dinner . That seems to have helped
his nausea.’

1

5065 ’" On day 4 of imatinib , was very nauseous all day . Previous days I
had taken the imatinib with yogurt . But was out last night so I took
it with something else . Going to try yogurt again tonight and see if
it makes a difference . Only other side effect is cold hands and feet
while the rest of the body is warm . These side effects are workable
! Do you take it with a certain food every night ?" ’, ’I have been
taking mine at night around 11pm with a couple cookies and a large
glass of water and then I drink a bottle of ensure after it . It seems to
work I have not felt nauseous just a lot of tummy rumbling . it will
be my 6th day tonight ’, ’Hey NAME ... I take mine about an hour
before bedtime . I have tried numerous things to see which works
best . I am now taking my imatinib with a glass of dark chocolate
almond milk with much success . Dark chocolate also helps with
nausea and the almond milk has lots do health benefits . I try to stay
away from dairy as much as possible ’, ’I take mine nightly after a full
meal normally diner but if I take later I normally have a peanut butter
sandwich and then my pill . Sometimes I will have a couple Heresy
kisses after taking my pill have had little or no nausea since I started
my imatinib almost 9 months ago . ’, ’My husband has been taking
400 mg for 6 years . He started breaking it in 1 / 2 and taking one
half in the morning after breakfast and the other half at night with
dinner. That seems to have helped his nausea .’

0

Table B.2: Example of real annotated data for CS-ADE relation extraction. *1 indicates true CS-ADE relation.
Bold indicates the ADE mentions and bold italic indicates the coping strategy (CS).
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Figure B.1: Top 10 coping strategies for Fatigue. Manual examination of messages shows that patients
recommend taking B12 or iron pills as a supplement. They also recommend naps (“bed rest”). Energy therapy
appears to be a false positive and concerns messages about energy levels. Strategies regarding dosage (“Dosage”,
“Change to other medication”, “Take whole dosage at once”, “Moderate-dose treatment”, “Other chemotherapy”)
do not appear to be about fatigue although they do relate to dosage.
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Figure B.2: Top 10 coping strategies for Pain. Manual examination of messages shows that patients recommend
reducing the dosage of the primary medication (“moderate-dose treatment”), using gabapentin (“Gabapentin”)
or other pain medication (“Pain management method”), getting a massage (“massage therapy”) or exercising
(“Exercise pain management”). Small meals and toothpaste do concern messages around these topics but do
not appear to be about pain management. Other categories related to dosage (“Other chemotherapy”, “Take
whole dosage at once”) are not insightful.
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Figure B.3: Top 10 coping strategies for Alopecia (hair loss). Manual examination of messages reveals several
true positives: Patients recommend using Biotin, using special shampoos, washing one’s hair less, and wearing
a wig. Other categories (e.g. “Hair dye”, “Hair removal” and “Hair weaving”) are false positives. The category
“Hair dye” specifically mainly concerns messages where patients relay that their hair color has changed due to
medication.
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Figure B.4: Top 10 coping strategies for Eruption (Rash). Manual examination of messages shows that patients
recommend cream, lotion, steroid creams, seeing a dermatologist, staying out of the sun and using sunscreen.
The category “taking whole dosage at once” mainly contains the advice to the contrary i.e. split the dosage
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Figure B.5: Top 10 coping strategies for a painful mouth. Manual analysis of the messages relating to these
coping strategies showed that patients recommend certain mouthwashes (e.g. magic mouthwash), using or
avoiding certain toothpastes, and rinsing with saline water.
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Figure B.6: Top 10 coping strategies for Periorbital Edema. Manual examination of messages shows patients
recommend certain eye products including eye drops, or eye washes. They also discuss home remedies like
cucumber and cotton pads with chamomile for on the eyes. Low salt food is also recommended.
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Sunitinib (n=6) Regorafenib (n=6) Ripretinib (n=3)

Age (mean ± SD (range)) 74.4 ± 8.0 (64-86) 65.5 ± 4.3 (60-71) 64.9 ± 4.6 (60-69)

Time since diagnosis in years
(mean ± SD (range))

6.0 ±2.1 (3.8-9.4) 5.8 ± 1.8 (3.8 – 8.2) 3.4 ± 1.2 (2.1-4.6)

Sex
– Male 2 (33.3%) 5 (83.3%) 2 (66.7%)
– Female 4 (66.7%) 1 (16.7%) 1 (33.3%)

Highest formal education
– Primary school only 0 1 (16.7%) 0
– High school 1 (16.7%) 2 (33.3%) 0
– College or university 5 (83.3%) 3 (50%) 3 (100%)

Relationship status
– Single 0 0 0
– Married/relationship 4 (66.7%) 5 (83.3%) 3 (100%)
– Separated/divorced 0 0 0
– Widowed 2 (33.3%) 1 (16.7%) 0

Comorbidities
– None 2 (33.3%) 3 (50%) 1 (33.3%)
– One 1 (16.7%) 2 (33.3%) 1 (33.3%)
– Two or more 3 (50%) 1 (16.7%) 1 (33.3%)

Table C.1: Patient characteristics from the survey study for different tyrosine kinase inhibitors than imatinib
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Sunitinib (n=6) Regorafenib (n=6) Ripretinib (n=3)

Symptoms Prevalence (%) Prevalence (%) Prevalence (%)

Swelling of the face or around the eyes 3 (50) 2 (33) 0 (0)
Swelling in any part of the body 1 (18) 1 (18) 0 (0)
Muscle aches, pains, or cramps 4 (67) 4 (67) 3 (100)
Aches or pains in joints 4 (67) 2 (33) 1 (33)
Food and drink tasting different from
usual

5 (83) 4 (67) 0 (0)

Pain or soreness in mouth 5 (83) 2 (33) 0 (0)
Indigestion or heartburn 5 (83) 1 (18) 1 (33)
Skin problems (e.g. itchy skin, dry
skin, skin discoloration)

5 (83) 4 (67) 2 (67)

Hand-foot syndrome 3 (50) 3 (50) 0 (0)
Problems because of changed appear-
ance

2 (33) 0 (0) 3 (100)

Feeling confused 1 (18) 1 (18) 0 (0)
Trouble speaking 2 (33) 1 (18) 0 (0)
Auditory hallucinations 0 (0) 0 (0) 0 (0)
Visual hallucinations 1 (18) 0 (0) 0 (0)
Shortness of breath 1 (18) 4 (67) 1 (33)
Pain 4 (67) 3 (50) 2 (67)
Feeling weak 5 (83) 4 (67) 1 (33)
Appetite loss 4 (67) 2 (33) 1 (33)
Nausea 5 (83) 1 (18) 0 (0)
Vomiting 2 (33) 1 (18) 0 (0)
Constipation 3 (50) 1 (18) 2 (67)
Diarrhea 4 (67) 2 (33) 1 (33)
Fatigue 6 (100) 5 (83) 3 (100)
Problems with concentrating 3 (50) 1 (18) 1 (33)
Problems with remembering things 3 (50) 2 (33) 1 (33)

Table C.2: Prevalence scores for symptoms in the survey study for different tyrosine kinase inhibitors (TKI) than
imatinib. Prevalence is based on percentage of patients with this symptom out of the total number of patients
taking each TKI.
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Sunitinib (n=6) Regorafenib (n=6) Ripretinib (n=3)

Symptoms Prevalence (%) Prevalence (%) Prevalence (%)

Fatigue 184 (8.0) 117 (9.5) 40 (12.6)
Nausea 111 (4.8) 35 (2.8) 14 (4.4)
Cramp 32 (1.4) 30 (2.4) 14 (4.4)
Disorder of skin 59 (2.6) 36 (2.9) 12 (3.8)
Edema - - -
Paina 92 (4.0) 80 (6.5) 13 (4.1)
Alopecia 90 (3.9) 72 (5.8) 42 (13.4)
Altered bowel functionb 121 (5.2) 42 (3.4) 5 (1.6)
Pain in limbc 137 (5.9) 87 (7.1) 13 (4.1)
Facial swelling - - -
Painful mouth 142 (6.1%) 27 (2.2) -
Weight loss 20 (0.9) 38 (3.1) 6 (1.9)
Hand-foot syndrome 27 (1.2) 58 (4.7) 10 (3.1)
Hypertensive disorder 86 (3.8) - 26 (2.1)
Taste sense altered 77 (3.3) - -

Table C.3: Prevalence scores for symptoms in the forum study for different tyrosine kinase inhibitors (TKI) than
imatinib. Forum data was adapted from https://dashboard-gist-adr.herokuapp.com/ accessed on July
14, 2021. Prevalence is based on the percentages of each symptom out of the total number of symptoms for
each TKI were calculated. aincludes: chronic pain and generalized aches and pains bincludes: constipation and
diarrhea cincludes: any pain in upper or lower limb, excludes: cramp, muscle pain, hand-foot syndrome

https://dashboard-gist-adr.herokuapp.com/
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Rank Survey Rank Forum

1. Fatigue 1. Fatigue
2. Pain or soreness in mouth* 2. Painful mouth

Indigestion or heart burn* 3. Pain in limb
Skin problems * 4. Altered bowel function
Nausea* 5. Nausea
Food and drink tasting different than
usual*

6. Pain

Feeling weak* 7. Alopecia
8. Muscle aches, pains or cramps # 8. Hypertensive disorder

Aches and pains in joints# 9. Taste sense altered
Pain# 10. Disorder of skin
Appetite loss #
Diarrhea#

Table C.4: Ranking of prevalence of symptoms related to sunitinib in survey study and forum study. * same
prevalence (83%) # same prevalence (67%)

Rank Survey Rank Forum

1. Fatigue 1. Fatigue
2. Muscle aches, pains or cramps* 2. Pain in limb

Shortness of breath* 3. Pain
Skin problems * 4. Alopecia
Feeling weak* 5. Hand-foot syndrome
Food and drink tasting different from
usual*

6. Altered bowel function

7. Hand-foot syndrome# 7. Weight loss
Pain # 8. Disorder of skin

9. † 9. Nausea
10. Cramp

Table C.5: Ranking of prevalence of symptoms related to regorafenib in survey study and forum study. * same
prevalence (67%) # same prevalence (50%) † six symptoms with same prevalence (33%)
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