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A B S T R A C T   

Over the past few decades, the strategies to perform energy systems analysis have evolved into multiple criteria- 
based frameworks. However, there still remains a lack of guidance on how to select the most suitable Multiple 
Criteria Decision Analysis (MCDA) method. These methods provide different decision recommendations for the 
Decision Makers, including ranking, sorting, choice, and clustering of the alternatives (e.g., technologies or 
scenarios) under evaluation. They deal with a variety of data typologies and preferences, and lead Decision 
Makers in shaping the energy systems of the future. Here, we evaluate the MCDA methods used in 56 case studies 
performing energy systems analysis at different scales. We find that close to 60% of these studies chose an MCDA 
method that was not the most adequate for the respective decision problem. In particular, this concerned the use 
of weighting methods (e.g., Analytical Hierarchy Process) in MCDA approaches not suited for this type of 
weights, sub-optimal selection of MCDA techniques for specific types of problem statements, and lack of handling 
rather evident interactions in preference models. Our analysis demonstrates that these deficiencies can be 
overcome by using a recently developed methodology and software that support Decision Makers and analysts in 
selecting the most suitable MCDA method for a given type of decision-making problem.   

1. Introduction 

As energy systems become increasingly complex, it is ever more 
critical to aid their assessment using structured decision support 
methods [7]. The energy systems analysis community has shown 
considerable advancements in the last decades in terms of approaches 
and strategies for assessing these systems. Mono-criterion and mono- 
disciplinary assessments such as risk analysis [22] have been extended 
with frameworks combining multiple criteria approaches with other 
disciplines, such as resilience [1], sustainability [29,77], energy security 
[4], supplier selection [13], and spatial analysis [36]. This shift has 
resulted in the need to include an increasing number and variety of 
stakeholders and their respective preferences [69], together with the 
need for transparency permitting tracking the development and per
formance of the systems under evaluation [60]. 

Given these requirements, decision support methods have been 
developed to integrate the multiple types of data and preferences to 
provide what is called a decision recommendation to the Decision 

Makers (DMs), which could be a ranking, sorting, clustering, or choice of 
the target systems [17]. In other words, analysts have to convey to the 
DMs a wealth of information in an easily digestible form. This led to the 
increasing use of Multiple Criteria Decision Analysis (MCDA) methods to 
provide the required decision recommendations [44] since these 
methods are specifically developed for delivering this type of decision 
support [3,28]. The selection of MCDA approaches that are adequate for 
a given Decision-Making Problem (DMP) is essential as they allow for its 
detailed analysis, in-depth exploration and interpretation of various 
possibilities, and structured interactions between the DMs and the 
analyst. 

Even if a large variety of MCDA methods has been used to assess the 
comprehensive performance of energy systems [11,21,24,35], the fit 
between the types of DMPs and the suitability of the used MCDA 
methods has been rarely verified. A few studies that did it follow. For 
example, Polatidis et al. [58] considered several features: the structure 
and measurement scale of the criteria, the pairwise comparison 
thresholds, the compensation rate between criteria, and the type of 
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slowinski@cs.put.poznan.pl (R. Słowiński).  
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exploitation of the preference model. Another study that justified the 
selection of MCDA methods for energy systems analysis is the one of 
Buchholz et al. [10], whose features included the type of problem 
statement, the structure of the criteria and their measurement scales, 
and the type and the exploitation of the preference model. 

Even if there are a few published studies where the selection of the 
MCDA methods has been justified and studied based on a small set of 
features, the energy systems analysis community is still unaware of the 
proper and improper uses of MCDA methods in this very domain. The 
notable increase in the use of MCDA methods in this area demands that 
the chosen methods are tailored to the characteristics of the DMP under 
consideration. Ultimately, the employed approaches are expected to 
deliver results that follow an adopted way of reasoning, being consistent 
with the context of a decision process, characteristics of available data, 
possibilities for acquiring preferential information from the DMs, and 
working hypotheses on the aggregation of performances on multiple 
criteria. If the choice of a method neglects or contradicts some of these 
factors, we may end up with a dissatisfactory, suboptimal or even wrong 

recommendation. 
In the area of energy systems analysis, there is no systematic 

assessment of the suitability of the MCDA methods that have been used. 
This paper starts tackling this research gap by considering a represen
tative set of real-world case studies. By comparing the methods used by 
the authors of the case studies and those recommended by our newly 
developed methodology and software, we are capable of studying which 
past case studies used a proper MCDA method and which ones did not. In 
this regard, we provide three main contributions:  

1. We tackle theoretical and technical issues in support of enhanced 
decision-making by upgrading the methodology and software that 
three of the authors of this paper developed to recommend MCDA 
methods, called the MCDA Methods Selection Software (MCDA-MSS) 
[18], accessible at http://mcdamss.com. The MCDA-MSS is freely 
accessible software that provides a structured and traceable path for 
the identification of the MCDA methods most suitable to a specific 
DMP, applicable to both new (prospective) and published 

Fig. 1. The methodology used to upgrade and test the MCDA-MSS with the case studies (Green boxes: Knowledge conceptualization; Brown boxes: Knowledge 
development for the MCDA-MSS; Blue boxes: Software development and application; Orange boxes: Intermediate outcomes from the MCDA-MSS based on its 
application to the case studies; Light red boxes: Outcomes provided by the MCDA-MSS when there are either no missed features between the used MCDA method and 
the case study description or when guidelines from the software are missed; Purple box: Cases where the database of the MCDA-MSS has to be updated). (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Table 1 
Example of decision rules used in the MCDA-MSS and developed from the description of MCDA methods in the MCDA-MSS database.  

Knowledge base (i.e., Rules) MCDA methods “If the conjunction of conditions on some features is true then this MCDA method can be recommended” 

Feature 1: Problem statement/typology Feature 2: 
Criteria 

Feature 
… 

Ranking Sorting Clustering Choice Hierarchical 
criteria 

… … 

No Yes 

Rule 1 SMAA-TRI  ✓   ✓   ✓  SMAA-TRI 
Rule 2 DRSA for sorting  ✓   ✓  ✓   DRSA for sorting 
Rule 3 MAVT ✓     ✓ ✓   MAVT  

M. Cinelli et al.                                                                                                                                                                                                                                  
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(retrospective) case studies. The upgrade consisted in formulating 
the guidelines to be respected when choosing an MCDA method.  

2. We test the functionality of the MCDA-MSS by assessing whether the 
guidelines for MCDA methods selection embedded in the MCDA-MSS 
had been violated or not in a set of 56 case studies dealing with the 
analysis of energy systems at different scales.  

3. We demonstrate how the expert knowledge in the MCDA-MSS can be 
updated based on its use with different case studies. The essential 
aspects of this update concern lessons learned from the irrelevant 
choice of MCDA approach, including the need to acquire knowledge 
about the structure of the DMP and requirements of the DMs, justify 
the process of selecting the method, and respect some rules 

facilitating the method’s selection and allowing to avoid the mistakes 
made by others. 

This paper is structured as follows. Section 2 presents the method
ology used to develop the MCDA-MSS and apply it to the case studies. 
Section 3 provides the results of the test of the MCDA-MSS, focusing on 
the six guidelines that are embedded in the software and that were often 
not followed by the case studies. Section 4 discusses the main findings 
and Section 5 summarizes the main contributions of this research in the 
area of decision support. 

Table 2 
Literature reviews considered for the selection of the case studies for the MCDA-MSS test (* Reviews selected for the test).  

Reference Number of 
articles 
included in the 
reviews 

Criteria for the evaluation of the literature reviews 

Main types of alternatives Included problem 
statements 

Recurrent reported decision- 
making features 

Most frequent MCDA methods 

[46]* 51 

Single and combinations of electricity generation 
technologies; Single and combinations of energy 
generation technologies; Multi-electricity & 
energy sources configurations; Geographic areas; 
Scenarios/policies; Strategic operational/business 
plans of energy companies; Types of heating 
systems; Designs of heating systems; Design of 
power plants (hydro); Energy crops; Cities; 
Desalination units; Countries 

Choice; Ranking; 
Sorting 

Criteria structure; Evaluation 
of criteria; Weighting; 
Aggregation algorithm 

(Fuzzy) AHP/ANP, Weighted sums, 
(Fuzzy) VIKOR, (Fuzzy) TOPSIS, 
PROMETHEE, ELECTRE, MAVT, 
DEMATEL 

[35]* 112 

Single and combinations of electricity generation 
technologies; Single and combinations of energy 
generation technologies; Geographic areas; Design 
of power plants; Scenarios/policies; Countries; 
Strategic operational/business plans of energy 
companies 

Choice; Ranking; 
Sorting 

Evaluation of criteria; 
Weighting; Aggregation 
algorithm 

AHP, ANP, TOPSIS, ELECTRE, 
PROMETHEE, VIKOR, TOPSIS, 
DEMATEL, Others 

[7] 15 Energy storage systems Choice; Ranking 
Evaluation of criteria; 
Weighting; Aggregation 
algorithm 

AHP, Weighted sums, MAVT, 
TOPSIS, PROMETHEE 

[11] 79 

Single and combinations of electricity generation 
technologies; Single and combinations of energy 
generation technologies; Geographical areas; 
Policies/scenarios 

Choice; Ranking; 
Sorting; 
Description; 
Portfolio 

Weighting 

AHP, ANP, Weighted sums, 
TOPSIS, ELECTRE, VIKOR, 
PROMETHEE, MAUT, MAVT, 
MODM 

[21] 12 
Electricity generation technologies; Electricity 
generation scenarios Ranking Evaluation of criteria 

MAVT, PROMETHEE, AHP, 
Weighted sum, TOPSIS 

[24] 184 

(All alternatives focused on the assessment of 
renewable sources) Energy technologies; 
Geographical areas; Scenarios for energy 
management; Barriers to energy project 
development 

Choice; Ranking 
Evaluation of criteria; 
Weighting; Aggregation 
algorithm 

AHP, ANP, ELECTRE, 
PROMETHEE, MAVT 

[41] 30 

Scenarios/Policies for energy management; Single 
and combinations of energy generation 
technologies; Single and combinations of 
electricity generation technologies; Geographical 
areas; Energy storage; Energy recovery options 

Choice; Ranking Evaluation of criteria; 
Weighting 

Weighted sums, ELECTRE, 
PROMETHEE, TOPSIS, MAUT, 
VIKOR, AHP 

[43] 39 
Electricity generation technologies; Energy supply 
strategies; Demand-side management programs; 
Energy resource scenarios; 

Choice; Ranking; 
Sorting 

Evaluation of criteria; 
Weighting; Aggregation 
algorithm 

AHP, MAVT, MAUT, Goal 
programming, TOPSIS, 
PROMETHEE, ELECTRE, 

[45] 54 
Electricity generation technologies; Energy 
generation technologies; Geographical areas; 
Recycling strategies; 

Choice; Ranking Evaluation of criteria 
(Fuzzy) AHP, ANP, VIKOR, (Fuzzy) 
TOPSIS, PROMETHEE 

[49] 62 

Single and combinations of energy generation 
technologies; Single and combinations of 
electricity generation technologies; Heating, 
ventilation, and air conditioning systems; 
Geographical areas; Scenarios/policies; Crops; 
Companies; Means of transport 

Choice; Ranking Evaluation of criteria; 
Aggregation algorithm 

MAVT, MAUT, AHP, ELECTRE, 
PROMETHEE, Weighted sums, 
TOPSIS, VIKOR, 

[70] 85 Geographical areas Choice; Ranking 

Evaluation of criteria; 
Normalization of criteria; 
Weighting; Aggregation 
algorithms 

Weighted sums, TOPSIS, ELECTRE, 
VIKOR, Goal programming 

[73] 55 
Electricity generation technologies; Energy 
generation technologies; Policies Choice; Ranking 

Evaluation of criteria; 
Weighting; Aggregation 
algorithms 

Weighted sums, AHP, 
PROMETHEE, ELECTRE, Fuzzy 
sets, Grey relational method 

[74] 115 
Electricity generation technologies; Energy 
generation technologies; Policies/scenarios; 
Geographical areas 

Choice; Ranking Aggregation algorithms MAUT, AHP, ANP, ELECTRE, 
PROMETHEE  
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Table 3 
Example table of the application of the MCDA-MSS on a set of case studies.  

Case studies Used MCDA method in 
the case study 

Missed features 
between used 
MCDA method 
and case study 
description by 
the authors of 
this paper 

Recommended 
MCDA method 
(s) (i.e., 
complete match 
with case study) 

MCDA  
methods  
match? 

“I don’t know”  
features in case  
study mapping 

Missed features 
from Guideline 
(s) 

Reason(s) for 
lack of match 
between used 
MCDA method 
and case study 
description 

Guideline(s) not  
followed 

1st recommended  
MCDA method that  
complies  

with the guideline(s) 

Ratio of  
covered features  
to required ones 

Missed  
features 

2nd recom 
mended  
MCDA method  
that complies  
with the  
guideline(s) 

Case study 1 SMAA-TRI None SMAA-TRI ✓  

Not applicable as  
there is a match  
between the  
MCDA method  
used in the case study  
and the one  

recommended by the  
MCDA-MSS 

Case study 2 MAVT 

Weights =
Relative 
importance 
coefficients 

None ✘  

Weights =
Relative 
importance 
coefficients 

Use of weights 
meaning 
importance 
coefficients in 
methods that 
require weights 
meaning trade- 
offs 

1. Criteria weights are 
tailored to each MCDA 
method 

PROMETHEE II 24/25 

It works with 
pairwise  
comparisons 
between  
the alternatives 

and  
not with 
piecewise  
linear functions 

… 

Case study 3 ELECTRE III 
Interactions 
between criteria 
= Yes 

ELECTRE III- 
Inter 
actions 

✘  
Interactions 
between criteria 
= Yes 

No consideration 
of interactions 
among criteria 

6. The interdependencies 
between the criteria can 
refine the preference 
model 

ELECTRE III-INT 22/22 None None  

M
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Decision Support Systems 163 (2022) 113848

5

2. Methodology 

The methodological framework of this research is presented in Fig. 1. 
It includes two phases, the first one to upgrade the MCDA-MSS and the 
second one to test it with the case studies. It shows the iterative nature of 
the process, which can be used to identify the improper uses of the 
MCDA methods as well as iteratively improve our software. Fig. 1 shows 
that the application of the MCDA-MSS allowed us to (i) understand if the 
MCDA method used in the case study was a relevant one and within the 
set recommended by MCDA-MSS (outcome 1), (ii) provide recommen
dations that respect the existing guidelines (outcome 2), (iii) develop 
new guidelines and provide recommendations that respect them 
(outcome 3), and (iv) update the MCDA-MSS database (outcome 4). 

2.1. Phase 1: MCDA-MSS upgrade 

During phase 1, the focus has been on the upgrade of the software. 
This part was devoted to the study of 205 methods and their evaluation 
based on 156 features to describe their capabilities of dealing with 
different DMPs. The MCDA-MSS is structured in four main sections, and 
Cinelli et al. [18] provide a detailed description of each feature included 
in the software and the methods that are part of it. The first section is the 
problem typology, where the type and structure of the DMP are defined. 
The second one refers to the desired features of the preference model. 
The third section includes the type, modality, and frequency of the 
preferences of the DM. The last one is devoted to exploiting the pref
erence relation induced by the preference model, which shapes the 
strategy used to derive and enrich the decision recommendation. A 
broad set of methods that include traditional and recent developments in 
the MCDA area compose the database. They are representative of the 
three main families of MCDA methods, namely scoring functions (109 
methods), binary relations (81 methods), and decision rules (15 
methods). 

The MCDA-MSS adopts rule-based modeling to provide the recom
mendation of the MCDA methods to its users. This strategy belongs to 
the first group of Decision Support Systems (DSSs) presented in Cinelli 
et al. [17], which has transparency and simplicity as key advantages. 
This modeling uses rules in the form of “if the conjunction of conditions on 
some features is true, then this MCDA method can be recommended”. A 
simplified example is provided in Table 1, where the first rule states that 
if a decision analyst is searching for a sorting method without a hier
archical structure of the criteria, then SMAA-TRI and DRSA for sorting 
are suitable approaches. 

During the upgrade of the MCDA-MSS, based on the available liter
ature on the MCDA methods and process (steps 1.1 and 1.2 in Fig. 1, 
respectively), four guidelines that need to be respected when choosing 
an MCDA method were formulated (step 1.3 in Fig. 1) and integrated 
into the MCDA-MSS (step 1.4 in Fig. 1). These four guidelines were thus 
driven by the analysis of the 205 methods included in the MCDA-MSS, in 
addition to the original taxonomy of the MCDA process proposed in 
Cinelli et al. [17]. They are presented and discussed in Sections 3.1 to 
3.4. 

2.2. Phase 2: MCDA-MSS application with the case studies 

During phase 2, the analysis of the case studies with the MCDA-MSS 
was implemented. This firstly consisted in describing each case study by 
means of the 156 decision-making features of the software (step 2.1 in 
Fig. 1). Each feature was scored with a 1 or 0 according to whether the 
case study qualified or not for its activation. The lack of information was 
accounted for as well. 

2.2.1. Selected case studies 
Several literature reviews were considered for the selection of the 

case studies. These were chosen from the search of Web of Science 
(WOS) and Scopus database with several keyword combinations, 

Fig. 2. Reasons for improper use of MCDA methods. Frequencies of lack of implementation for each guideline in the analyzed set of case studies with respect to the 
specific reasons for improper use of the MCDA method. *Guidelines defined during the upgrade of the MCDA-MSS; ^Guidelines developed during the test of the 
MCDA-MSS with the case studies. 

M. Cinelli et al.                                                                                                                                                                                                                                  
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including “MCDA”, “energy systems”, “analysis”, “decision making”, 
and “multiple criteria”. 

Thirteen literature reviews were considered for the selection of the 
case studies. These are listed in Table 2, showing the criteria used to 
evaluate their suitability for the test of the MCDA-MSS. These included 
the main types of alternatives, problem statements, other recurrent 
decision-making features, and the most frequent MCDA methods. Four 
selection requirements were set to justify the inclusion of the reviews in 
the database of case studies. They include (i) the coverage of a broad 
range of alternatives (such as technologies, systems, designs, policies, 
scenarios, companies, or geographical units) to represent a broad scope 
of problems considered in energy systems analysis, (ii) the inclusion of 
several problem statements to reflect a variety of DMPs that are handled 
with MCDA, (iii) the consideration of several features so that the 
decision-making process conducted by the authors could be recon
structed and potentially revised, and (iv) the inclusion of a wide range of 
MCDA methods (not overlapping with methods from the other studies) 
so that the considered set is not dominated by a few most popular ap
proaches that might serve as default choices for the less experienced 
analysts in a given domain. Two reviews were selected as they matched 
all the selection requirements, the one of Mardani et al. [46] and Kaya 
et al. [35]. When compared to the other reviews, the discriminatory 
factors were the coverage of a broad range of alternatives and several 

different MCDA methods. This was primarily evident in Mardani et al. 
[46], which was thus chosen to develop the bulk of the case studies, with 
42 that were included in the database. Given that a wide majority of 
methods reported in the second chosen review are primarily the same as 
in the first one (i.e., AHP/ANP, TOPSIS, ELECTRE, PROMETHEE, 
VIKOR), the focus, in this case, has been placed on under-represented 
methods, resulting in additional 14 case studies selected from column 
“Other” in Table 4 in Kaya et al. [35]. In this research, a case study is 
defined as a DMP solved with an MCDA method. This means that one 
research paper can contain more than one case study. 

In order to maintain the research within a manageable reach, the 
limit of approximately 50 case studies seemed reasonable, similar to 
other research studies, such as Wątróbski et al. [75]. It must be noted 
that some studies from these reviews were not included in our set for at 
least two main reasons. First, some studies reported very limited infor
mation regarding the features that are included in the MCDA-MSS and 
are needed to describe the DMP. Their description would have been 
highly subjective and unreliable. Second, some studies were out of the 
topic as they did not directly relate to energy system analysis, such as the 
one of Podgórski [57], which is actually tailored to operational safety 
assessment and only considered criteria weighting. 

Table 4 
A sample of case studies that did not follow the MCDA-MSS guideline 1.  

Case studies Ligus [42] Villacreses et al. [71] 

Used MCDA method in 
the case study 

MAVT VIKOR 

Missed features between 
used MCDA method 
and case study 
description by the 
authors of this paper 

1. Weights = Relative 
importance coefficients 

1. Weights = AHP; 2. 
MCDA method 
inconsistency 
management =
Inconsistency with respect 
to preference comparison 
of criteria 

Recommended MCDA 
method(s) (i.e., 
complete match with 
case study) 

None None 

MCDA methods match? ✘ ✘ 
Missed features from 

Guideline(s) 
1. Weights = Relative 
importance coefficients 

1. Weights = AHP 

Reason(s) for lack of 
match between used 
MCDA method and case 
study description 

1. Use of weights 
meaning importance 
coefficients in methods 
that require weights 
meaning trade-offs 

1. Use of AHP-like methods 
for weighting combined 
with other methods for the 
development of decision 
recommendation 

Guideline(s) not followed 
1. Criteria weights are 
tailored to each MCDA 
method 

1. Criteria weights are 
tailored to each MCDA 
method 

1st recommended MCDA 
method that complies 
with the Guideline(s) 

QUALIFLEX BWM 

Ratio of covered features 
to required ones, e.g., 
24/25 

18/21 22/24 

Missed features 

1. Criteria structure =
Hierarchical; 2. Input 
information used by the 
method = Qualitatively 
& Type = Performance- 
based; 3. Comparison of 
performances =
Performances are 
compared by the DM 
with respect to the non- 
graded intensity of 
preference 

1. Criteria profiles = Yes; 2. 
Exploitation of the 
preference model =
Univocal recommendation 
without output variability 
analysis & single and 
deterministic model 

2nd recommended MCDA 
method that complies 
with the Guideline(s) 

… …  

Table 5 
A sample of case studies that did not follow the MCDA-MSS guideline 2.  

Case studies Hobbs and Horn [30] Baležentis and 
Streimikiene [5] 

Used MCDA method in 
the case study 

WAM with performances 
transformation 

WASPAS 

Missed features between 
used MCDA method 
and case study 
description by the 
authors of this paper 

1. Problem statement =
Sorting & Order of classes 
= Complete; 2. Problem 
statement = Sorting & 
scale leading the 
recommendation =
Cardinal; 3. Problem 
statement = Sorting & 
Cardinality = without 
constraints 

1. Problem statement =
Ranking & Scale leading 
the recommendation =
Ordinal 

Recommended MCDA 
method(s) (i.e., 
complete match with 
case study) 

1. TOPSIS-SORT-B None 

MCDA methods match? ✘ ✘ 

Missed features from 
Guideline(s) 

1. Problem statement =
Sorting 

1. Problem statement =
Ranking & Scale leading 
the recommendation =
Ordinal 

Reason(s) for lack of 
match between used 
MCDA method and 
case study description 

1. Method(s) not suited for 
this type of decision- 
making problem (in this 
case sorting) has (have) 
been selected 

1. Use of ordinal ranking 
method(s) could have 
been sufficient instead of 
cardinal ranking one(s) 

Guideline(s) not 
followed 

2. The desired decision 
recommendation should 
be carefully selected 

2. The desired decision 
recommendation should 
be carefully selected 

1st recommended 
MCDA method that 
complies with the 
Guideline(s) 

NA EVAMIX 

Ratio of covered 
features to required 
ones, e.g., 24/25 

NA 21/22 

Missed features NA 

1. Input information used 
by the method =
Quantitatively & Type =
Performance-based, linear 

2nd recommended 
MCDA method that 
complies with the 
Guideline(s) 

NA …  
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2.2.2. Test of the MCDA-MSS with the case studies 
Each case study was described according to the 156 features in the 

MCDA-MSS, which can be found in Cinelli et al. [15], together with their 
reference, the type of alternatives, and the MCDA method used in each of 
them. The description of each case study was achieved by answering all 
questions in the MCDA-MSS (i.e., fill in all the features), using the in
formation reported in the corresponding publication. For some features, 
information is reported explicitly, while for others, deductions and as
sumptions were made based on the method used by the authors. Lastly, 
there were cases where information about one or more features was not 
reported, so missing data was chosen for them. As a result of this process, 
a matrix of 56 rows and 156 columns was generated. The data used to 
develop the matrix consisted of 86.14% explicitly reported information 
in the case studies, 3.18% deductions by the authors of this paper, 7.92% 
assumptions by the authors of this paper, and 2.76% of missing data. 

The input file with all the case studies described according to the 156 
features was then run in the MCDA-MSS (step 2.2 in Fig. 1) to assess the 
correspondence between the description of the case studies with the 205 
MCDA methods. The MCDA-MSS returned an output file, as shown in 
Table 3, distinguishing between the studies with a match or not of the 
used MCDA methods with those recommended by the software. In case 

Table 6 
A sample of case studies that did not follow the MCDA-MSS guideline 3 and 4.  

Case studies Golić et al. [27] Georgiou et al. [26] 

Used MCDA method in 
the case study 

VIKOR AHP 

Missed features between 
used MCDA method 
and case study 
description by the 
authors of this paper 

1. Input information 
used by the method =
Qualitatively & Type =
Performance based 

1. Input information used 
by the method =
Qualitatively & Type =
Pairwise comparisons 
based; 2. Input information 
used by the method =
Quantitatively & Type =
Pairwise comparisons 
based 

Recommended MCDA 
method(s) (i.e., 
complete match with 
case study) 

None None 

MCDA methods match? ✘ ✘ 

Missed features from 
Guideline(s) 

1. Input information 
used by the method =
Qualitatively 

1. Input information used 
by the method =
Qualitatively; 2. Input 
information used by the 
method = Quantitatively 

Reason(s) for lack of 
match between used 
MCDA method and 
case study description 

1. Use of number-coded 
qualitative-ordinal 
criteria in methods 
interpreting all scales of 
criteria as quantitative 

1. Use of criteria with 
qualitative-ordinal or 
quantitative-interval scales 
in methods requiring the 
expression of the intensity 
of preference in ratio terms 
(e.g., AHP) 

Guideline(s) not followed 
3. Numerical does not 
always mean 
quantitative 

3. Numerical does not 
always mean quantitative; 
4. Numerical does not 
necessarily mean ratio 

1st recommended MCDA 
method that complies 
with the Guideline(s) 

MAVT EVAMIX 

Ratio of covered features 
to required ones, e.g., 
24/25 

21/23 17/24 

Missed features 

1. Comparison of 
performances =
Performances are 
transformed with a data- 
driven normalization 
approach and then 
compared; 2. Criteria 
profiles = Yes 

1. Problem statement =
Ranking & Scale leading 
the recommendation =
Cardinal; 2. Criteria 
evaluation = Deterministic 
& Type = Relative 
performance comparison; 
3. Comparison of 
performances =
Performances are 
compared by the DM with 
respect to the graded 
intensity of preference; 4. 
MCDA method 
inconsistency 
management = Yes & Type 
= Cardinal inconsistency; 
5. Weights = Relative 
importance with pairwise 
comparison ratio; 6. 
Indirect preferences for 
ranking or choice =
Comparisons of reference 
alternatives with respect to 
the intensity of preference 
expressed on a ratio scale; 
7. Exploitation of the 
preference model =
Univocal recommendation 
without output variability 
& Type = Single 
representative and 
algorithmic 

2nd recommended 
MCDA method that 
complies with the 
Guideline(s) 

… …  

Table 7 
A sample of case studies that did not follow the MCDA-MSS guideline 5 and 6.  

Case studies Jun et al. [34] Papadopoulos and 
Karagiannidis [56] 

Used MCDA method in 
the case study 

ELECTRE II ELECTRE III 

Missed features between 
used MCDA method 
and case study 
description by the 
authors of this paper 

1. Comparison of 
performances =
Performances are 
transformed with a data- 
driven normalization 
approach and then 
compared 

1. Problem statement =
Ranking & Scale leading 
the recommendation =
Cardinal; 2. Interactions 
between criteria = Yes 

Recommended MCDA 
method(s) (i.e., 
complete match with 
case study) 

None None 

MCDA methods match? ✘ ✘ 

Missed features from 
Guideline(s) 

1. Comparison of 
performances =
Performances are 
transformed with a data- 
driven normalization 
approach and then 
compared 

1. Interactions between 
criteria = Yes 

Reason(s) for lack of 
match between used 
MCDA method and 
case study description 

1. Data-driven 
transformation used for 
methods that do not 
need it (e.g., ELECTRE) 

1. No consideration of 
interactions among criteria 

Guideline(s) not 
followed 

5. Not all the MCDA 
methods implement the 
same steps 

6. The interdependencies 
between the criteria can 
refine the preference model 

1st recommended MCDA 
method that complies 
with the Guideline(s) 

ELECTRE II ELECTRE III-INT 

Ratio of covered features 
to required ones, e.g., 
24/25 

23/24 21/22 

Missed features 

1. Comparison of 
performances =
Performances are 
transformed with a data- 
driven normalization 
approach and then 
compared 

1. Problem statement =
Ranking & Scale leading 
the recommendation =
Cardinal 

2nd recommended 
MCDA method that 
complies with the 
Guideline(s) 

… …  
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of a match (step 2.3a and outcome 1 in Fig. 1), this means that there are 
no features missed between the MCDA method used by the authors of the 
case study and the description of the case study by the authors of this 
paper (case study 1 in Table 3). In case of no match (step 2.3b in Fig. 1), 
it implies that there is at least one feature missed between the MCDA 
method used by the authors of the publication and the case study 
description by the authors of this paper. At this point, a key question is 
raised for the developers of the MCDA-MSS, being “Does the used MCDA 
method support this (these) missed feature(s)?” (step 2.4 in Fig. 1). If the 
answer is “No”, this leads to a further question for the analysts, being 
whether a guideline already exists or not in the MCDA-MSS (step 2.5 in 
Fig. 1). The database of the MCDA-MSS is thus analyzed, and in case the 
answer is “Yes”, the reasons for lack of match between the used MCDA 
method and the case study description are listed. This is followed by the 
guideline(s) not respected in the case study, and then by the recom
mended MCDA methods with (case study 2 in Table 3) or without (case 
study 3 in Table 3) missed decision-making features (outcome 2 in 
Fig. 1). If the answer is “No”, a new guideline is developed (outcome 3a 
in Fig. 1), and then the recommended MCDA methods with (case study 2 
in Table 3) or without (case study 3 in Table 3) missed decision-making 
features are provided (outcome 3b in Fig. 1). In this research, two new 
guidelines (outcome 3a in Fig. 1) were developed based on the test with 
the selected case studies, and they are presented and discussed in Sec
tions 3.5 and 3.6. 

In case the answer is “Yes” to the question “Does the MCDA method 
support this(these) missed feature(s)?”, it implies that the MCDA 
method chosen by the authors of the publication supports the missed 
feature(s), which leads to outcome 4 in Fig. 1. This implies that the 
developers of the MCDA-MSS can update its database, re-run the soft
ware and obtain outcome 1 in Fig. 1 for these case studies (i.e., the 
match between the used MCDA method in the case study and the one 
recommended by the updated MCDA-MSS). 

3. Results 

Four main findings can be derived from the test of the MCDA-MSS 
with the 56 literature case studies. First, 37.5% (i.e., N = 21/56) of 
the case studies used a method that was also recommended by the 
MCDA-MSS (outcome 1 in Fig. 1). One example is the case study of 
Alanne et al. [2], who used the PAIRS method [66] to score and rank ten 
micro-cogeneration and traditional heating systems for a Finnish single- 
family house based on environmental and economic criteria. 

Second, four guidelines from the MCDA-related literature were not 
followed in more than half of the case studies (outcome 2 in Fig. 1). This 
means that 31 case studies out of 56 (~55%) used an MCDA method that 
is unsuitable for the specific DMP. 

Third, the improper use of MCDA methods in two further case studies 
(~3.5% of the total) led to the development of two new guidelines 
(outcome 3a in Fig. 1). 

Fourth, two case studies (~3.5%) led to an improvement of the 
MCDA-MSS database of MCDA methods (outcome 4 in Fig. 1). This 
update of the MCDA methods descriptions was implemented for the 
PAIRS [66] and MACBETH [6] methods. In the former, this implied 
adding the capability of accepting interval evaluation of performances 
and the option of data-driven normalization. In the latter, the update 
resulted in adding the capability of handling hierarchical as well as 
qualitative criteria. 

The frequencies of lack of implementation of the guidelines in the 
analyzed case studies with respect to the specific reasons for the 
improper use of the MCDA methods are presented in Fig. 2. The figure 
distinguishes between the four guidelines defined during the develop
ment of the software (labeled with an asterisk “*”) and the two guide
lines developed and added during the test of the software with the case 
studies (“^”). It is noted that the overall number of improper uses is 41, 
which is higher than the one (i.e., 33) shown in Fig. 1, and this is because 
some case studies did violate more than one guideline. 

The remainder of this section explains the rationale behind each 
guideline used in the MCDA-MSS, and discusses the case studies that did 
not follow a specific guideline. Tables 4 to 7 show at least one case study 
per guideline for which a mismatch was found, as well as the MCDA 
methods recommended by MCDA-MSS for these cases. All the results 
from the test of the MCDA-MSS with the 56 case studies are available in 
Cinelli et al. [16]. 

3.1. Guideline 1: Criteria weights are tailored to each MCDA method 

The values of the weights of the criteria are essential to represent the 
preferences and priorities of the stakeholders involved in the decision- 
making process. The meaning of the weights assigned to criteria can 
be of different types, trade-offs on one side and importance coefficients 
on the other side. 

Trade-off weights define substitution (trade-off) rates between the 
units of the different criteria in a weighted sum aggregation [31]. If wc1 is 
the weight of one unit in criterion 1 (c1) and wc2 is the weight of one unit 
in criterion 2 (c2), then one unit in c1 is worth the same as wc1

wc2 
units in c2. 

For example, if wc1= 0.3 and wc2= 0.6, it means that one unit of c1 is 
worth the same as 0.3/0.6 = 0.5 units in c2. In other words, their ratio 
means how much of one criterion compensates for a unit change of the 
other criterion. In this example, their ratio (i.e., 0.3/0.6 = 0.5) means 
that two units of c1 compensate for a unit change of c2. Moreover, when a 
linear aggregation method is used (e.g., additive weighted mean), the 
substitution rates depend on the measurement scales [52]. Conse
quently, if the measurement scales change, the trade-offs need to be 
modified, hence the weights too. 

Importance coefficients weights express the intrinsic importance of 
each criterion, meaning their voting power [23]. This type of weights is 
typically used in methods that compare two alternatives (at a time), say 
a1and a2, and conclude that a1 is at least as good as (i.e., outranks) a2 if a 
sufficient majority of the criteria supports this conclusion. This type of 
weights does not typically mean that being better in one criterion may 
compensate for being worse in another one. These weights are inde
pendent of any measurement scale employed since they represent the 
importance of the criterion per se [52]. As an example of this type of 
weights, assuming the cumulative weights of all criteria amount to a 
100% majority (unanimity), the weights can be assigned as a share of 
this percentage to define the weight (or voting power) assigned to each 
criterion. Let us assume that c1 has a weight of 45%, c2 has a weight of 
20%, c3 has a weight of 35%, and a1 outperforms a2 on c1 and c2. The 
coalition of c1 and c2 has a joint weight of 65%, which would be suffi
cient to state that a1 outranks a2 if a simple majority is required but 
insufficient if a majority is set to 85% (for instance). 

A further distinction in weighting is between weights obtained with 
relative preference comparisons on a ratio scale (e.g., AHP and its ex
tensions) and those derived with absolute statements related to their 
measurement scales. Those obtained with the first approach (e.g., rela
tive comparison) cannot be used in methods requiring substitution rates 
derived with the second approach. 

Given all these differences in the meaning of the weights, they cannot 
be used interchangeably in MCDA methods. Their meaning depends on 
the type of aggregation formula used to derive the decision recom
mendation. This means that, according to the chosen MCDA methods, 
the weights must be elicited with a relevant approach that provides 
meaningful weights to be used in them. 

In the application of MCDA-MSS, we found two improper uses of 
weights, which led to trigger our first guideline “Criteria weights are 
tailored to each MCDA method”. The first is the use of weights meaning 
importance coefficients in methods that require weights meaning trade- 
offs (3.5% of the case studies, N = 2/56). Both studies with this improper 
use employed multiple attribute value theory (i.e., MAVT [37]) as the 
MCDA method and chose the weights with approaches requiring points 
allocation to the criteria [42]. The essence of point allocation-based 
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weighting methods is that they require the decision makers to assign 
numbers to criteria according to their perceived significance, and they 
do result in importance coefficient weights [51,79]. 

In the case of Ligus [42], the MCDA-MSS recommends QUALIFLEX 
[54] as one of the methods that is as close as possible to this DMP, as 
summarized in Table 4. When compared to the one chosen by the au
thors of the case study, this method uses weights suitable for those 
developed by the authors of this publication (i.e., relative importance 
coefficients), and it requires the structure of the criteria to be flat, which 
can easily be adapted at the problem formulation stage. In addition, it 
uses the information on the criteria performances with pairwise com
parisons between the alternatives and not by accounting for the indi
vidual performance on each criterion. Lastly, it compares the raw 
performances directly instead of requesting the DM to compare them 
with respect to the non-graded intensity of preference. 

The second and most common improper use (25% of the case studies, 
N = 14/56) is the use of weights obtained from methods like the 
Analytical Hierarchy Process (AHP) [64] or Analytical Network Process 
(ANP) [65] in other MCDA methods also requiring weights but of a 
different type. The authors of these case studies use the AHP/ANP 
weights in a variety of MCDA methods, like ELECTRE and TOPSIS [68], 
VIKOR [67], PROMETHEE [26], COPRAS [78], and TOPSIS [40]. As the 
weights obtained with AHP and ANP have the specific meaning of 
relative preference expressed in ratio terms, they can be meaningfully 
used only in the methods they originate from. 

Table 4 shows an example of this improper use with the study of 
Villacreses et al. [71], who employed VIKOR as the chosen method. The 
MCDA-MSS identifies this error and proposes as a relevant solution the 
Best Worst Method (BWM) [59]. However, there are two decision- 
making features that this method does not satisfy from the provided 
description of the case study. The first one is the use of criteria profiles, 
as the BWM does not need any. The second one is the way the preference 
model is exploited, as in this case, it is representative algorithmic and 
not single deterministic as for VIKOR (see Cinelli et al. [18] for a 
description of the different exploitations of the preference relation 
induced by the preference model). 

3.2. Guideline 2: The desired decision recommendation should be 
carefully selected 

The formulation of every DMP requires selecting the type of decision 
recommendation the stakeholders would like to receive. In MCDA, this is 
defined as selecting the type of problem statement and the most common 
ones in MCDA include ranking (i.e., place alternatives in a preference- 
oriented order), sorting (i.e., classify alternatives to preference- 
ordered classes), choice (i.e., choose an alternative or a subset of alter
natives that satisfy specific preference requirements), and clustering (i. 
e., group alternatives according to similarity features or preference re
lations) [50,61]. 

The selection of the correct problem statement is pivotal to identi
fying the most suitable MCDA method, which is the driving reason for 
naming this guideline “The desired decision recommendation should be 
carefully selected”. As it can be seen in Fig. 2, it was found that close to 
9% (N = 5/56) of the studies whose problem statement was actually a 
sorting one, chose methods for ranking problems, primarily using the 
provided score to assign the alternatives to decision classes. The case 
study of Hobbs and Horn [30] shows an example of this in Table 5. The 
authors chose a scoring and ranking method (i.e., weighted additive 
mean with performances transformation [33]) to define the level of 
recommendation to assign to a series of demand-side energy manage
ment plans. Given that the final desired decision recommendation is a 
set of decision classes (e.g., the plan is recommended, the plan is 
strongly recommended, the plan is not recommended), the methods 
more suitable for this type of DMP are sorting ones instead of scoring and 
ranking. The MCDA-MSS accounts for this requirement and recommends 
two methods that fully match the description of the DMP. These are 

TOPSIS-SORT-B and TOPSIS-SORT-C, both proposed by de Lima Silva 
and de Almeida Filho [20]. 

Further differentiation within each problem statement can also be 
driven by the type of outcome that rules the decision recommendation, 
which can either be a score or a set of binary relations. Scoring methods 
provide a cardinal recommendation, meaning that the distance between 
the alternatives has a meaning from a quantitative standpoint. For 
example, if the score of alternative a is 0.2 and the score of alternative b 
is 0.4, it means that there is a 0.2 difference in score between the two 
alternatives. Binary relations, on the contrary, result in an ordinal de
cision recommendation, with only the position of the alternatives having 
a meaning. With the same example above, the only conclusion that can 
be provided could be that alternative a performs worse than alternative 
b. Hence it will be in a lower rank position. Fig. 2 shows that MCDA-MSS 
found that for five of the case studies, an ordinal ranking method could 
have been sufficient instead of a cardinal ranking one. The case study of 
Baležentis and Streimikiene [5] is an example of the latter improper use. 
These authors do not show or discuss the score obtained with the 
WASPAS method [14] and, instead, only focus their discussion on the 
ranking of their alternatives, which are manufacturing processes. The 
MCDA-MSS accounts for this aspect and proposes ordinal ranking 
methods instead. As shown in Table 5, it proposes, for example, EVAMIX 
[72] as the most suitable method, with the consideration that it does not 
operate with linear performance-based modeling, as it is one based on 
pairwise comparisons between the alternatives. 

3.3. Guideline 3: Numerical does not always mean quantitative 

The guideline “Numerical does not always mean quantitative” builds 
upon the work of Roy [62], who discusses the use of numbers and their 
intrinsic meaning in the measurement scale of criteria. On the one hand, 
there are criteria characterized by physical properties that can be veri
fied with measurements and experiments in an objective manner. These 
are quantitative criteria, and some examples are the amount of raw 
materials used (in, e.g., kg), the time required to perform a task (in, e.g., 
minutes), and the length of the transport (in, e.g., km). In these cases, the 
type of measurement scale is defined as quantitative, where the differ
ences between the performances have a well-defined meaning. For 
example, 10 kg is twice as much as 5 kg and four times as much as 2.5 kg. 

On the other hand, there are criteria that are developed by assigning 
values to sensory perceptions that cannot be measured objectively, and 
they are called qualitative criteria. These perceptions are given nu
merical values for the convenience of communication and information 
management. Examples are the risk perception or social acceptability of 
technologies, the job creation potential of policies, and the contribution 
to the social sustainability of company strategies. The values used to 
characterize the achievement (or not) of these criteria can be low, me
dium, and high, and they can be coded with, e.g., low = 1, medium = 2, 
high = 3. These increasing or decreasing values have a subjective 
meaning, and it does not mean that the difference between low and 
medium is the same as the one between medium and high (unless this is 
agreed with the DM). These criteria are not suited to methods that as
sume that all criteria have a quantitative meaning, such as those 
computing averages and/or distances [62], more generally those using 
usual arithmetic operations, except those that only consider the orders 
[47]. 

As an example, let us consider two criteria c1 and c2, where c1 is 
quantitative (e.g., distance autonomy of an electric car) and c2 is qual
itative (e.g., the comfort of a car). Although both criteria have six ech
elon scales, the meaning of the numbers coding the echelons of these two 
criteria is different. In c1, e.g., echelon 6 means 2 times more autonomy 
than 3, while in c2, 6 means only that it is a higher comfort than any 
lower comfort echelon, without the possibility of comparing the differ
ences of comfort between echelons and without knowing if comfort 6 is 
2 times better than 3. In this situation, the performances of these two 
criteria cannot be aggregated by an algorithm that computes averages 
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and/or distances between the performances. This is because the 
numbers coding echelons of c2 do not have a quantitative meaning. 
Remarque that if the order of the 6 echelons of c2 would be coded by 
even numbers, instead of consecutive numbers, then the sum of two 
performances, c1+c2, would be different, and the ranking of the cars 
could also change solely based on this coding choice, which is the result 
of a wrong interpretation of numbers coding the order in case of c2. 

Of the 56 case studies we analyzed (see also Fig. 2), over 14% (N = 8/ 
56) did not follow this guideline, using number-coded qualitative 
criteria in methods interpreting all scales of criteria as quantitative. The 
case study of Golić et al. [27] is one of these, using VIKOR to score and 
rank four designs for solar water heating systems in Belgrade, Serbia. 
Due to the use of qualitative criteria, the MCDA-MSS signals the lack of 
respect for this guideline, and it proposes MAVT [38] instead as a suit
able alternative, as shown in Table 6. This method does not need to use 
criteria profiles, and it requires the DM to compare the criteria perfor
mances with respect to the non-graded intensity of preference. 

3.4. Guideline 4: Numerical does not necessarily mean ratio 

Numbers are used to define the performances of alternatives. Ac
cording to the criterion being evaluated, they can be of two types as 
presented above, qualitative and quantitative. The latter can yet be 
divided into two categories, being interval and ratio scales. 

Interval scales are those where the zero-point has no meaning of an 
absolute zero as it is defined arbitrarily, and the values of such a crite
rion can be below the zero-point [55]. An example is a temperature 
expressed in Celsius degrees, where the values can be below zero. With 
interval scales, only distances between evaluations define the intensity 
of preference and can be compared. With this scale, one cannot interpret 
the ratio of evaluations as the intensity of preference. For example, on 
the Celsius temperature scale, 40-degree air is not two times warmer 
than 20-degree air. 

Ratio scales have the same characteristics as interval ones, and in 
addition, the zero-point has the meaning of an absolute zero, so a ratio of 
evaluations may be interpreted as the intensity of preference [55]. An 
example is weight, where a 40 kg object is two times heavier than a 20 
kg object. The zero-point, in this case, is the lowest available number. 
Other examples of ratio scales are age, height, and speed. 

We found that 9% (N = 5/56) of the case studies used AHP and its 
extensions with qualitative and interval criteria, which these methods 
have not been developed for. Hence, we propose the guideline “Nu
merical does not necessarily mean ratio”. This means that analysts should 
be aware of the types of measurement scales of their criteria to receive a 
recommendation of a method that can meaningfully use the input in
formation. To illustrate the reasoning behind this guideline, we provide 
an example where we consider one of the used criteria in a case study as 
the social acceptability of energy technologies, expressed in an ordinal 
Likert scale (1 to 5, with 1 as the worst, 3 as neutral, and 5 as the best 
value). In methods like AHP, the DM must define how many times more 
she prefers higher social acceptability values over lower ones. The 
answer is the supposed ratio of the scores. However, the differences in 
social acceptability do not have the meaning of the intensity of prefer
ence. These numbers (1 to 5) are just numerical codes of ordinal eche
lons. The difference between, e.g., 2 and 3 is not equal to the difference 
between 3 and 4, so these questions cannot be answered meaningfully. 
Consequently, a different method should have been used with such a 
case study, which only considers the order of the performances, and a 
difference in evaluations in such a scale has no meaning of the intensity 
of preference. An example of this type of improper use is presented in 
Table 6 for the paper of Georgiou et al. [26], who use several qualitative 
criteria to assess the energy performance of desalination units. 

The MCDA-MSS signals that the study does not follow guidelines 3 
and 4, and proposes one that does instead, being EVAMIX [72]. This 
method does, however, require several changes to the DMP, as EVAMIX 
does not provide a cardinal ranking, and the performances are not 

compared by the DM with respect to the graded intensity of preference 
as the raw performances are compared directly. What is more, the 
weights are relative importance coefficients defined per criterion and 
not based on pairwise comparison ratios, and no indirect preferences in 
the form of comparisons of reference alternatives with respect to the 
intensity of preference on a ratio scale are needed. 

3.5. Guideline 5: Not all the MCDA methods implement the same steps 

A tailored set of steps needs to be followed to let MCDA methods 
provide a decision recommendation. These methods are many, and not 
all of them require the same ones [13]. To help analysts using MCDA 
methods, several implementation checklists have been provided, 
including, e.g., the selection and structuring of the criteria [39], as well 
as their weighting and aggregation [48]. One common step for com
posite indicators, also defined as indices, is the normalization of the 
performances, which means the transformation of the evaluation of the 
performances from different scales to a common one. This can include 
normalizations that are dependent on the dataset, such as the min/max 
or the target [53], those imposed by the pre-defined scale with prefer
ences from the decision maker (e.g., AHP [64]), and those without a pre- 
defined scale with preferences from the decision maker (e.g., MAVT 
[9]). 

Even if normalization is widespread among MCDA methods, it is not 
required for all of them, and there are, in fact, many which exploit the 
raw information on the criteria to assess whether one alternative per
forms better (and possibly also by how much) in comparison to another 
one. This is the common procedure for outranking methods [25]. In
dependence from normalization was actually one of the main reasons 
that justified their development, since working with the raw perfor
mances can be seen as less “invasive” on the dataset. Consequently, 
using normalization in outranking methods is not a relevant practice as 
it goes against the nature of these methods, especially when qualitative 
criteria are part of the assessment set. The case study by Jun et al. [34] 
actually showed this improper use as the authors explicitly stated that 
criteria should be dimensionless to apply the chosen outranking algo
rithm (i.e., ELECTRE II), which does not actually apply to this method. 
Hence, this improper use led to the guideline “Not all the MCDA methods 
implement the same steps”, and the recommendation from the MCDA- 
MSS, reported in Table 7, is to reapply the same method but without 
any normalization. 

3.6. Guideline 6: The interdependencies between the criteria can refine the 
preference model 

During the problem formulation, the collaboration between the an
alyst and DM should lead to a discussion of the relevance of the selected 
criteria and the possible presence of synergies and redundancies be
tween them [12]. Synergies are treated with MCDA methods using 
positive interactions, while redundancies by means of negative in
teractions. Criteria that score the same for all the alternatives in the set 
can be kept in the criteria set only if at least one type of interaction is 
present. Otherwise, the criterion does not bring any valuable informa
tion and should be deleted, because its presence leads to violating the 
conditions of a consistent family of evaluation criteria. 

The MCDA-MSS test found that the case study of Papadopoulos and 
Karagiannidis [56], as summarized in Table 7, chose a method that does 
not consider interactions, even if one criterion (i.e., black-out costs) has 
the same performance for all the alternatives. This triggered the last 
guideline “The interdependencies between the criteria can refine the pref
erence model”. In this situation, the MCDA-MSS points out in Table 7 this 
sub-optimal selection of method and recommends ELECTRE III-INT [8] 
instead, an extension of ELECTRE III to deal with interacting criteria. 
The only remaining feature not matched by this method is the provision 
of a cardinal ranking since its outcome is “just” an ordinal one. 
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4. Discussion 

The MCDA-MSS embeds in its structure six guidelines for the relevant 
choice of MCDA methods for DMPs of a different type. Since these 
guidelines are integrated into the MCDA-MSS, the user does not actually 
“see” them while answering its questions, as (s)he is guided with the 
knowledge embedded in the software, while respecting these guidelines 
automatically. 

In this research, the MCDA-MSS has been used retrospectively, 
testing whether its guidelines had been violated or not in published case 
studies using MCDA methods in energy systems analysis. The research 
we propose in this paper shows an interesting link with what Robyn 
Dawes did in the late 1970s’, when he studied the proper and improper 
strategies to develop (linear) psychological models [19]. In our research, 
we still studied the proper and improper uses of some methods that have 
been made to develop models, but instead of focusing on those that 
propose weights to describe correlations between variables, we focused 
on those that have been shaped for energy systems analysis using the 
MCDA methodology. 

A large share of erroneous weighting practices was discovered. Thus, 
future training of decision analysts should concern a broad range of 
weighting methods. In this way, they could account for the different 
meanings (in particular, importance coefficients and trade-offs between 
criteria) and suitability of weights. Then, they would be able to justify 
“going the extra mile” when choosing a weighting approach that is 
potentially more demanding in terms of required implementation effort 
but aligns with the requirements of the specific method and hence 
provides meaningful decision recommendations. 

As far as the problem statement is concerned, we found that 18% of 
the case studies suboptimally selected it. This indicates the need to 
spend some additional effort at the problem structuring stage to decide 
what type of recommendation would be the best fit for every specific 
research study. We suppose that many improper uses were implied by 
the users’ unconsciousness of the existence of approaches adequate for 
different types of problems, using various scales leading the decision 
recommendation, or tolerating additional requirements that can be 
imposed on the delivered results. 

Many (N = 13/56, just over 23%) improper uses of MCDA methods 
have been found due to the lack of consideration of the intrinsic meaning 
in the measurement scales of criteria. Different measurement scales 
exist, with qualitative and quantitative being the broadest categories, 
and interval and ratio the two types within the quantitative category. 
MCDA methods are suited for different types of measurement scales, so 
choosing the relevant method according to the type of DMP also requires 
considering the scales of the criteria. If there is even only one criterion 
whose scale is ordinal, then a method that is tailored to (also) exploiting 
the order of the performances should be chosen [55]. In case studies 
where all the criteria have a ratio scale, the methods that express an 
intensity of preference in ratio terms are relevant ones. Methods that do 
require ratio scales should not be used with criteria that are either 
qualitative and/or interval. The main example, in this case, is the AHP 
method and its extensions. They operate by comparing alternatives and 
criteria on a ratio scale to define how many times one alternative is 
better than another and how many times one criterion is preferred over 
another one [32,76]. 

This research points out the need to stress that MCDA methods have 
their own implementation checklists, which can vary notably from one 
method to another. For this reason, decision analysts are encouraged to 
carefully study these checklists to avoid any mixes that might add layers 
of unnecessary complexity to the case study. For example, normalization 
of criteria is needed for some scoring-based MCDA methods, while it is 
irrelevant for those based on binary relations or decision rules. Using 
normalization in methods from the latter families would not only result 
in additional work for the analyst, but could also bias the final decision 
recommendation. 

Lastly, decision analysts should strive for consistent families of 

evaluation criteria. They should make sure that possible synergies and 
redundancies between the criteria are tested and included whenever 
relevant. At the same time, they should make sure that any criterion 
should provide added value to the assessment. If that is not the case, for 
example, because a criterion is not diversifying the performances of the 
alternatives, or it does not show a preference orientation, then it should 
be omitted from the set. 

The MCDA-MSS provides the most comprehensive software to sup
port complex decision-making with 205 MCDA methods and more than 
150 selection features. Nevertheless, it only represents the first step to 
helping perform multiple criteria-based energy systems analyses. 
Therefore, its future use and broad acceptance will strongly depend on 
the input of scholars and practitioners in this domain that can enrich the 
MCDA-MSS database with new methods and case studies to shape the 
software in a dynamic and evolving fashion. 

This first test of the MCDA-MSS has shown that two main research 
avenues could be explored in future software implementations. First, the 
application of the MCDA-MSS to more case studies in the energy systems 
analysis literature and/or to other research areas, possibly leading to 
further guidelines to be added to the software. This could result in the 
identification of other misuses in MCDA methods selection that were not 
observed in the considered studies. These could include some reported 
in, e.g., Roy and Słowiński [63] and Roy [62], which encompass, among 
others, (i) confusing indifference and incomparability relations, (ii) 
selecting a preference model characterized by an undesired compensa
tion level, or (iii) neglecting evident imprecision, uncertainty, and in
determinacy when computing the decision recommendation. 

Second, the extension of the software database with more methods 
and its application to the same case studies to verify if any method exists 
that completely matches the description of the case studies that did not 
have any complete match with the previous version of its database. In 
addition, a logical next step for published studies with improper uses of 
MCDA methods would be to re-calculate the results with the recom
mended method(s) to assess whether the main findings and conclusions 
would change. This would mean understanding if the MCDA-MSS does 
not just improve the whole methods selection process, but also leads to 
better decisions, both in terms of accuracy and suitable and correct 
methodology. 

5. Conclusions 

This paper presents the first systematic assessment of the suitability 
of using MCDA methods in a representative set of real-world case studies 
concerning energy systems analysis. While achieving this, it provides 
several contributions at different levels in the area of DSSs. These 
include:  

1. Foundations-level: We embed an extensive taxonomy of the MCDA 
process and a set of guidelines for MCDA methods selection in a DSS 
infrastructure, enabling considerable improvements in decision- 
making; 

2. Functionality- and interface-level: We streamline the implementa
tion of the MCDA taxonomy and guidelines in a web-based DSS, 
available for free at http://mcdamss.com; we show the DSS’s use in 
computer-supported research in a specific area and exhibit sound, 
non-trivial knowledge from such an application;  

3. Implementation-level: We demonstrate the use of the DSS in more 
than 50 real-world case studies, together with its iterative 
improvement process;  

4. Evaluation- and impact-level: We show that our DSS can have an 
actual impact in shaping decision-making processes by guaranteeing 
a proper use of MCDA methods. It can lead MCDA methods de
velopers and practitioners (including consultants and analysts) who 
work with DMs in real-life case studies. Also, it can be used for 
educational purposes to convey knowledge to less experienced users 
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on the common mistakes and the critical guidelines to be followed in 
the method selection process. 

Even if the software test is focused on the energy systems analysis, 
the described DSS, the formulated guidelines, and the arguments for 
updating the expert knowledge are also relevant for other domains in 
which the MCDA methods find use. 

This research provides three main practical contributions to the 
practice of decision support. Firstly, it enables decision analysts to “look 
back” at what has been done and published in the scientific literature in 
this domain. It allowed us to discover (ir-)relevant uses of the MCDA 
methods, explain the rationale, propose more adequate methods, and 
motivate their selection by referring to the missed features. The con
ducted research confirmed that the authors of the case studies mostly 
focused on obtaining results from applying the MCDA methods rather 
than justifying the method selection. This has resulted in a large share 
(about 60%) of improper uses of MCDA methods, neglecting some 
essential aspects of the DMPs and potentially leading to biased, unde
sired, or sub-optimal decision-making. This suggests that decision ana
lysts should allocate more time to learning about the structure of the 
DMP and collect information that can be used to learn the requirements 
of the DMs to select or develop the most suitable MCDA method. Such 
information concerns problem formulation, preference elicitation, in
formation, and models, and decision recommendation construction. The 
MCDA-MSS can be used as the flagship tool to lead this effort, since it is 
freely accessible software that provides a structured and traceable path 
for the identification of the MCDA methods most suitable to a specific 
DMP, applicable to both new (prospective) and published (retrospec
tive) case studies. 

Secondly, the strategy proposed to update the MCDA-MSS during the 
test with the case studies shows an important virtuous feedback loop. In 
fact, it ensures validating if the MCDA methods support any of the fea
tures that the developers of the MCDA-MSS had not considered met by 
such methods. This is a valuable demonstration of co-constructive 
knowledge management of the MCDA methods. Overall, the analysis 
conducted with the 56 studies validates the practical usefulness of the 
MCDA-MSS, which is the broadest available database of MCDA methods 
and features relevant for their selection. Specifically, when describing 
all these studies, 76 features were used, whereas more than 70 different 
methods were recommended among the most suitable three. Such a 
great variety of characteristics and approaches used in the analysis and 
an even more extensive system’s scope support the employment of 
MCDA-MSS for future real-world decision aiding. 

Lastly, the conducted research provides considerations on the 
improper use of MCDA methods due to incorrect assumptions, unjusti
fied interpretations, and false compromises. The conclusions of these 
considerations should be used in the training of decision analysts and 
subsequently followed by the practitioners when they analyze the 
characteristics of the DMPs and select the approaches that best fit their 
description. 
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