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Abstract: We perform a thorough comparative investigation of the excitation energies of the
anionic and neutral forms of the green fluorescent protein (GFP) chromophore in the gas phase
using a variety of first-principle theoretical approaches commonly used to access excited state
properties of photoactive molecules. These include time-dependent density functional theory
(TDDFT), complete-active-space second-order perturbation theory (CASPT2), equation-of-motion
coupled cluster (EOM-CC), and quantum Monte Carlo (QMC) methods. We find that all
approaches give roughly the same vertical excitation for the anionic form, while TDDFT predicts
an excitation for the neutral chromophore significantly lower than the highly correlated methods.
Our findings support the picture emerging from the extrapolation of the Kamlet-Taft fit of
absorption experimental data in solution and indicate that the protein gives rise to a considerable
bathochromic shift with respect to vacuum. These results also open some questions on the
interpretation of photodestruction spectroscopy experiments in the gas phase as well as on the

accuracy of previous theoretical calculations in the more complex protein environment.

1. Introduction

Computational modeling is a crucial complement to experi-
ments in deepening our understanding of optical processes
occurring in photosensitive biological systems. Despite
significant theoretical progress in electronic structure meth-
ods, it is far from trivial to accurately compute excitation
properties of even relatively small photoactive molecules. It
is not unusual in surveying the vast theoretical literature on
photosensitive biosystems to find that the large spread of
first-principle approaches used for a particular case yields
an equally large spread of results and predictions.

The difficulties arise from the rather strict requirements
the theoretical approach must meet to provide a predictive
description of a photoactive biosystem. It should give an
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accurate and balanced description of the ground and the
excited states of the photoactive site and also be able to treat
a realistically large model of the biosystem. Time-dependent
density functional theory (TDDFT)' is the most appealing
approach to efficiently compute the excitations of large
molecular complexes. However, known shortcomings of
conventional adiabatic TDDFT as the underestimation of
charge transfer excitations® * or the lack of explicit inclusion
of two- and higher-electron excitations’ ® may severely
affect the accuracy in the case of photoactive molecules.
Therefore, despite their less favorable scaling with system
size, highly correlated quantum chemical methods such as
complete-active-space second-order perturbation theory
(CASPT2)° have established themselves as the main theo-
retical tool to compute excitations of photosensitive systems'*!!
even for relatively large systems where compromises must
be taken in the choice of the size of the active space or of
the basis set.

The green fluorescent protein (GFP) first isolated in the
jellyfish Aequorea victoria'? is an intrinsically fluorescent
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protein which has revolutionized cellular biology in the last
decades.'*" Its most numerous and successful applications
are as a genetic fusion partner to host proteins which maintain
their normal functions but are then fluorescent and can be
dynamically visualized in living cells and organisms. Beyond
being extremely relevant in biotechnology, GFP represents
a perfect playground for theoretical investigation of photo-
active biomolecules due to several reasons. First, the
spectroscopic features of the chromophore of GFP have been
experimentally extensively studied in vacuo,'®™"® solution,'*%*
and in the protein environment,” >° offering a wealth of
data for theoretical comparison. Then, GFP has already been
the subject of alarge number of computational semiempirical®' —>
and first-principle** *° studies, which often differ in the
conclusions and do not therefore offer a consistent picture.
For instance, early semiempirical calculations incorrectly
assigned the charge state of the chromophore to the absorp-
tion bands in the protein.®' On the other hand, first-principle
TDDFT*~* and CASPT2*” calculations significantly differ
in the prediction of the absorption spectrum in vacuo, while
these methods in combination with different quantum-
mechanics/molecular-mechanics (QM/MM) schemes®®- yield
results in agreement with each other and with the experi-
mental spectrum in the more complex protein environment.
These findings have opened new questions which require a
more thorough comparative investigation already at the level
of simple gas-phase models.

In this paper, we employ a variety of first-principle
theoretical approaches to compute the electronic excitations
in the gas phase of the neutral and anionic forms of the GFP
chromophore. These are the protonation states relevant in
the protein and responsible for the two room-temperature
absorption peaks of wild-type GFP at 398 nm (3.12 eV) and
478 nm (2.59 eV), respectively.*® In addition to the neutral
and anionic chromophores, we consider a cationic model
compound which was recently characterized in gas-phase
spectroscopy experiments.'® For all these models, we com-
pare the performance of TDDFT and highly correlated
techniques such as CASPT2, equation-of-motion coupled
cluster (EOM—CC),47 and the less widely used quantum
Monte Carlo (QMC) methods.*® We find that the treatment
of the neutral form is more problematic for all theoretical
approaches due to a stronger multiconfigurational nature of
its electronic states as compared to the anionic case where a
small complete-active-space (CAS) wave function is suf-
ficient to converge both QMC and CASPT?2 calculations. For
the neutral chromophore, TDDFT predicts a vertical excita-
tion significantly lower than the other correlated approaches,
while all theoretical methods yield practically the same
excitation energy for the anionic form. We note that a
multistate approach has to be adopted in the CASPT2
calculations for the neutral chromophore and that our
CASPT2 results for the anionic form are at variance with
previous studies®” using the same technique but a different
definition of the zero-order Hamiltonian. Our findings are
rather puzzling and raise concerns on the interpretation of
photodestruction spectroscopy experiments in the gas
phase'®'® as well as on the accuracy of previous TDDFT>®
and CASPT2%® calculations in the more complex protein
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environment. Differently from what had been inferred from
these experiments and calculations, our theoretical excitations
in the gas phase indicate that the bathochromic shifts in the
protein are quite significant. Our results are consistent with
values extrapolated from absorption experiments in solu-
tion.”

In Section 2, we briefly present the methods used in this
paper and focus on the description of a novel QMC scheme
where we simultaneously optimize orthogonal Jastrow-Slater
wave functions for ground and excited states. Computational
details are given in Section 3. The model chromophores are
described in Section 4, and the results are presented in
Section 5. Finally, discussion and conclusions are in Section
6.

2. Methods

In this paper, we employ a variety of first-principle quantum
chemical methods. We omit here the description of the more
traditional TDDFT, CASSCF, CASPT2, and CC approaches
since these methods have become a well-established part of
quantum chemistry, and their description can be found in
appropriate textbooks.'*? In contrast, QMC methods*®
represent a less explored alternative to conventional highly
correlated approaches and as such deserve a brief presenta-
tion. Moreover, the method used to optimize excited state
QMC wave functions is novel and is therefore described in
detail below.

2.1. QMC and State-Average Optimization of
Multiple States. QMC methods provide an efficient and
accurate description of both dynamical and static electronic
correlation and have been mostly employed for ground-state
studies of molecular and extended systems.*® Their applica-
tion to the computation of excited states of small photosensi-
tive molecules is more recent and appears very encouraging.”* >

The key ingredient which determines the quality of a QMC
calculation is the many-body trial wave function which, in
the present work, is chosen of the Jastrow-Slater type. As
we treat multiple states of the same symmetry, we write the
ground- and excited-state wave functions as linear combina-
tion of spin-adapted configuration state functions (CSF)
multiplied by a Jastrow correlation factor

Ncsr

v =Y dac, (1

i=1

where different states depend on their individual linear
coefficients ¢/ but share a common set of single-particle
orbitals and Jastrow factor % We use here a Jastrow factor
which correlates pairs of electrons and each electron
separately with a nucleus and employ different Jastrow
factors to describe the correlation with different atom types.
Since the optimal orbitals and expansion coefficients in W’
may differ from the values obtained for instance in a
CASSCEF calculation in the absence of the Jastrow factor %,
it is important to reoptimize them in the presence of the
Jastrow component.

Here, we present an efficient and simple approach to obtain
accurate and orthogonal many-body wave functions for
multiple states of the same symmetry.’>>> We obtain the
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Jastrow and orbital parameters which minimize the average
energy over the state of interest and the lower states, while
the linear coefficients in the CSF expansion ensure that
orthogonality is preserved among the states. In the orbital
and Jastrow optimization step, we extend the linear optimiza-
tion method for ground states>* to the optimization of multiple
states in a state average fashion. The resulting scheme is simpler
and superior to the approach we previously proposed>® where
only the orbitals were optimized and orthogonality was only
approximately preserved among the states.

It is well-known that an optimal set of linear coefficients
is readily obtained by solving the generalized eigenvalue
problem

Ncsr Ncsk

2 HZ/C/ = E 2 Sijcjl’ 2
j= =1

The Hamiltonian and overlap matrix elements are estimated
by a finite-sample average in variational Monte Carlo as

TJC. HIC. 9C. 9C.
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where the statistical average is over the Monte Carlo
configurations sampled from W2 To obtain an accurate
estimate of the optimal coefficients of more than one state,
the guiding wave function W, should be chosen to have
significant overlap with all states of interest. In particular,
we use here ~/ZW2. Importantly, it has been shown that
the use of the nonsymmetric estimator of the Hamiltonian
matrix of eq 3 yields a strong zero-variance principle and
results in a particularly efficient approach.> The scheme has
also the advantage to enforce orthogonality between the wave
functions of the multiple states and ensure a generalized
variational principle.

To optimize the nonlinear parameters in the Jastrow factor
and orbitals of the multiple states, we follow a state-average
(SA) approach to determine a set of orbitals and a Jastrow
factor which give a comparably good description of the states
under considerations while preserving orthogonality among
the states. We alternate between optimizing the linear
coefficients and the nonlinear (Jastrow and orbital) coef-
ficients in which the quantity minimized is the weighted
average of the energies of the states under consideration

S I(lp’ FZaL'S)

4
e (P ©@

where the weights wy are fixed and Y, w; = 1. Therefore, at
convergence, the averaged energy Esa is stationary with
respect to all parameter variations subject to the orthogonality
constraint, while the individual state energies E; are stationary
with respect to variations of the linear coefficients but not
with respect to variations of the orbital or Jastrow parameters.
In this approach, the wave functions are kept orthogonal and
a generalized variational theorem applies.

To improve the orbital and Jastrow parameters at each SA
iteration step, we extend the ground-state linear optimization
approach®® to the SA optimization of multiple states. Under
a common variation in an orbital or Jastrow parameter p;,
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the changes in the states W/ are given by W} = (dW/dpy)
and can be made orthogonal to the corresponding state as

1
_ lplp 1}112
P =gl — < > /— g (5)
k k v, w lp; v

To linearize the minimization with respect to the nonlinear
parameters, we work in the semiorthogonal basis of the
functions {W),W}}, where W) = W/, and find the variations
Ap; in the parameters as the lowest eigenvalue solution of
the generalized eigenvalue problem

SA _ SA
Hij Apj = ESl:j Apj (6)

where Apy = 1. The SA Hamiltonian matrix is computed as

WIHP) ||
2 w, <1p v >w/<gi>ly§ (7

leA

and an analogous definition holds for the SA overlap matrix
elements. The matrix elements for all states are computed
in a single variational Monte Carlo run with a guiding wave
function W, chosen to have significant overlap with the states
of interest. At convergence and for the optimal linear
coefficients, the minimal energy Esa (eq 4) is obtained: if
the iterative scheme converges, the matrix elements H3* are
zero, and, consequently, the derivatives of Ess with respect
to the parameter p; are zero as they equal H3.

In summary, one iteration of excited state optimization
consists of the following steps: i) sample the quantities
needed for the optimization of the linear coefficients with
the appropriate guiding wave function; ii) diagonalize the
matrix (eq 2) to obtain the optimal linear coefficients for
the states under consideration; iii) sample for all states the
quantities needed in the linear equations (eq 6) and obtain
the parameters Ap;; and iv) construct a set of improved
orbitals and Jastrow parameters as p; — p; + Ap;. As in the
optimization of a ground state wave function, when the
nonlinear parameters are far from the optimal values, the
optimization may need to be stabilized by shifting all
diagonal elements except the first one as HY* — H* +
AdiagOi(1 — O10) Where agi,, 18 automatically determmed in a
correlated sampling run as described in ref 54.

The trial wave functions are then used in diffusion Monte
Carlo (DMC), which produces the best energy within the
fixed-node approximation [i.e., the lowest-energy state with
the same zeros (nodes) as the trial wave function].

3. Computational Details

The DFT calculations are carried out using the Gaussian 03°°

and the Amsterdam Density Functional (ADF)*’>° code.
The Gaussian code is used to optimize the ground state
geometries of the chromophores within all-electron DFT with
the BLYP® and B3LYP®' functionals. The same code is also
used to perform the all-electron linear-response adiabatic
TDDFT calculations with the BLYP and B3LYP functionals
at the corresponding ground state structures. All Gaussian
calculations use a cc-pVTZ basis set and default convergence
criteria. The ADF code is employed to perform all-electron
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TDDFT calculations using the state-average orbital-depend-
ent potential (SAOP)®? in the eigenvalue difference matrix
of the response equations, in combination with the LDA
exchange-correlation potential in the linear response kernel
and for the computation of the reference state. The Slater
ET-pVQZ basis set is used in all ADF calculations.

The program MOLCAS 7.2% is used for the all-electron
CASPT2 and multistate (MS) CASPT2%* calculations. The
starting SA-CASSCF wave functions are obtained with equal
weights over the states of interest. We employ the default
IPEA zero-order Hamiltonian,®> and we indicate if an
additional constant level shift® is added to the Hamiltonian.
Most calculations are done with the cc-pVDZ basis set, but
other basis sets such as 6-31G*, 6-31+G*, and cc-pVTZ
are also tested. In the CASPT2 calculations, we do not
correlate as many lowest orbitals of o character as the number
of heavy atoms in the model.

The EOM-CC calculations are performed with the code
MOLPRO 2006.1.°” The CC calculations include single and
double excitations (CCSD) and employ both the cc-pVDZ
basis and a basis we denote with cc-pVTZ’ where the cc-
pVTZ basis is used for all atoms except hydrogen which is
described by a cc-pVDZ basis. We do not correlate as many
lowest orbitals of o character as the number of heavy atoms
in the model.

The program package CHAMP®® is used for the QMC
calculations. We employ scalar-relativistic energy-consistent
Hartree—Fock pseudopotentials®® where the carbon, nytro-
gen, and oxygen ls electrons are replaced by a nonsingular
s-nonlocal pseudopotential and the hydrogen potential is
softened by removing the Coulomb divergence. We employ
the cc-pVDZ Gaussian basis sets®® constructed for these
pseudopotentials. Different Jastrow factors are used to
describe the correlation with a hydrogen, oxygen, and carbon
atom. For each atom type, the Jastrow factor consists of an
exponential of the sum of two-fifth-order polynomials of the
electron—nuclear and the electron—electron distances, re-
spectively.”® The starting determinantal components are
obtained in CASSCF calculations which are performed with
the program GAMESS(US).”! In all SA-CASSCF calcula-
tions, equal weights are employed for the states, and the final
CAS expansions are expressed on the weighted-average
CASSCEF natural orbitals. The CAS wave functions of the
ground and excited states may be truncated with an ap-
propriate threshold on the CSF coefficients, and the union
set of surviving CSFs for the states of interest is retained in
the QMC calculations. The Jastrow correlation factor and
the CI coefficients are optimized by energy minimization in
a state-averaged sense within VMC as described in the
previous Section, where equal weights are used in the
optimization. When indicated in the text, also the orbitals
are optimized along with the Jastrow and CI parameters. The
pseudopotentials are treated beyond the locality approxima-
tion,”* and imaginary time steps of 0.055 or 0.075 au are
used in the DMC calculations.

4. Chromophore Models

The fluorescent chromophore of GFP consists of a p-
hydroxybenzylideneimidazolinone”® (p-HBI) which sits in
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a f-can structure formed by the protein® and, in wild-type
GFP, exists in two protonation states, neutral and anionic,
corresponding to a protonated (1C) and deprotonated (1A)
phenolic oxygen, respectively.'?-?>-27-3%-32:35 The chro-
mophore models studied in this paper are depicted in Figure
1 and can be divided in three groups: The anionic chro-
mophores (A, B), the neutral chromophores (C, D), and a
positively charged chromophore (E). We always refer to
Figure 1 and its labels when describing the models in the
rest of the paper.

The p-HBI anionic minimal model (A) is the smallest
possible representation of the GFP chromophore and pos-
sesses C; symmetry. Given its favorable size and symmetry,
we study very extensively this model (and its neutral
counterpart) using a variety of correlated techniques. This
chromophore was also employed in previous correlated
CASPT2 calculations,?” but no experimental characterization
is available. The anionic methyl-terminated model (B) has
also C,; symmetry and only differs from the minimal model
(A) in the termination with two methyl groups instead of
the hydrogens in the imidazolone ring (p-HBDI). Even
though we expect its electronic properties to be rather similar
to those of model (A), we study this chromophore since it
was synthesized and investigated in gas-phase photodestruc-
tion spectroscopy experiments, which place its absorption
maximum at 2.59 eV,'® that is, very close to the value of
the anionic chromophore in the protein. The p-HBDI (B)
model was also studied in absorption experiments in solu-
tion.??

For the neutral chromophore, we construct two models
analogous to the anionic case, namely the minimal (C) and
the methyl-terminated (D) model. To the best of our
knowledge, no experiments are available for these neutral
chromophores in the gas phase. The methyl-terminated (D)
model was studied in absorption experiments in solution.??

The experimental photodestruction spectroscopy technique
employed to study the anionic chromophore (B) makes use
of an electrostatic ion storage ring and can therefore be
applied only to charged molecules. Therefore, a positively
charged compound (E) was synthesized by adding a meth-
yleneammonium cation to the neutral p-HBDI choromphore
(D) to mimic the spectrum of the neutral chromophore.'®
We refer to model (E) as the neutral® chromophore. In the
photodestruction spectroscopy experiment, the absorption
maximum of model (E) is located at 2.99 eV.

5. Results

5.1. Structural Analysis of the Models. The structures
of the chromophores are relaxed in the ground state using
DFT and various exchange-correlation functionals. We
discuss in detail the geometrical features of the minimal
anionic (A) and neutral (C) models as the same bond-length
patterns are observed for the methyl-terminated models. The
neutral” (E) chromophore requires a separate discussion. For
the atom labeling, we refer the reader to Figure 2.

The bond lengths of the minimal anionic (A) and neutral
(C) models optimized with the BLYP functional and a cc-
pVTZ basis are shown in Figure 3. We only show the bond
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Figure 1. Gas-phase chromophore models: the anionic minimal (A) and methyl-terminated (B) models; the neutral minimal (C)
and methyl-terminated (D) models; and the positively charged (neutral™) model (E).

Figure 2. Atom numbering used for the chromophore of GFP.

lengths obtained with this exchange-correlation functional
as other functionals yield practically equivalent geometries.
In particular, the bond lengths obtained with the hybrid
B3LYP functional are always shorter by only about 0.01 A
than the BLYP values.

Since the anionic chromophore may pose some difficulties
for DFT, we also perform a CASPT2 optimization of the
minimal anionic (A) model using a CAS(12,11) expansion
(12 m-electrons distributed in 11 m-orbitals) and the 6-31G*
basis set. The CASPT2 bond lengths are shown in Figure 3
where we also report the CASSCF bond lengths obtained in
ref 37 using the same basis set and active space. We find
that the CASSCF bond lengths are systematically shorter than
the BLYP ones with an average deviation smaller than 0.02
A and that the use of the CASPT2 method yields a geometry
in better agreement with the BLYP one reducing the

1.5 -
<L 14k J
ey
ES)

C

o

2

8 1.3 e Neutral BLYP b
o Anion BLYP
v Anion CASSCF/6-31G*

12l < Anion CASPT2/6-31G* i
. Czjcs \ C4TC5 L CBTC7 \ CaTN . C10,'N11 L Cafo12

9
0C, €z C, CsC, C-C, NC

Bonds

10 N11'C7

Figure 3. Bond lengths of the minimal anionic (A) and neutral
(C) models optimized within DFT/cc-pVTZ with the BLYP
functional. For the anionic model, the results from CASSCF/
6-31G*3” and CASPT2/6-31G* calculations are also shown.
The bonds of the central carbon bridge are Cs-Cs and Ce-C-.

deviation to 0.01 A. Therefore, since also the CASSCF and
CASPT2 geometries are very close to the BLYP structure,
we can safely claim that, when we compare excitation spectra
for gas-phase models, the eventual differences one may
observe should be attributed to the theoretical approaches
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employed to compute the excitations rather then the approach
adopted to optimize the geometry.

While the main structural features are largely independent
of the theoretical method, the most evident difference is
between the bond lengths of the anionic (A) and the neutral
(C) model as shown in Figure 3. The geometrical changes
between neutral and anionic chromophore can be rationalized
in terms of the resonant benzenoid and quinoid forms which
are accessible upon deprotonation of the phenolic oxygen.*
The neutral model is characterized by the aromaticity of the
phenolic ring with rather similar bond lengths and by a
single—double bond-length alternation at the carbon bridge
given by the bonds Cs-C¢ and Cg¢-C5. In the anionic model,
the phenolic oxygen is deprotonated, and the oxygen—carbon
bond, O;—C,, shortens by about 0.1 A as compared to the
neutral model, losing its single-bond character. As a conse-
quence, the aromaticity of the phenolic ring is reduced,
yielding a quinoid-like structure of the ring. The degree of
bond alternation in the central carbon bridge is also decreased
in the anionic chromophore, where the two central bond
lengths differ by only 0.02 A as compared to a value of about
0.08 A in the neutral chromophore. Beyond the central
bridge, the deprotonation of the phenolic oxygen does not
have a large effect.

The neutral™ (E) chromophore represents a more compli-
cated case due to the existence of two possible isomers. One
isomer is depicted in Figure 1E and is characterized by the
additional proton sitting on the NH7 group, hydrogen bonded
to the imidazolone oxygen. In the other isomer, the proton
has jumped on the imidazolone oxygen leaving behind a
neutral NH, moiety. In the paper where this compound was
first studied, only the existence of the first isomer was
postulated, and a minimal geometry was also obtained using
MP3 techniques.'® We find that, when optimizing the
geometry of chromophore (E) with the BLYP functional, the
structure with the proton on the NH7 group is not stable as
the proton prefers to bind to the oxygen. The use of the
B3LYP functional yields instead two minima with the proton
bound to the oxygen being energetically slightly favored by
2 mHartree. The BLYP and B3LYP geometries with the
proton bound on the imidazolone oxygen are practically
identical. Finally, we note that the bond length pattern of
the neutral* chromophore has significant differences from
both the anionic and the neutral models. Along the phenolic
ring, the structure of the (E) model resembles the neutral
form, but the carbon bridge is characterized by a much
smaller bond-length alternation of only 0.03 A, in line with
the anionic value. Perhaps not surprisingly, the structure of
the imidazolone ring of the (E) model differs from both the
neutral and the anionic case due to the additional proton close
to it.

5.2. TDDFT Excited States. We compute the low-lying
singlet linear-response adiabatic TDDFT vertical excitations
of the minimal (A, B), methyl-terminated (C, D), and
neutral™ (E) models. The BLYP and B3LYP functionals are
employed on the corresponding BLYP and B3LYP geom-
etries using the cc-pVTZ basis, while the SAOP excitations
are computed only on the BLYP geometries with the ET-
pVQZ basis.
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Table 1. Adiabatic TDDFT Vertical Excitation Energies
(eV) and Oscillator Strengths (in Parentheses) for the
Minimal (A) and Methyl-Terminated (B) Anionic Models?®

BLYP B3LYP SAOP
Minimal Model (A)
So— Sy 2.30(0.00) 3.16(0.00) 2.59(0.00)
H-1—L(0.70) H-1—L(0.69) H-1—L(1.00)
So— Sz 2.97(0.75) 3.16(0.88) 2.99(0.79)
H—L(0.54) H—L(0.58) H—L(0.95)
—EHOMO 0.59 1.29 5.10
Methyl-Terminated Model (B)
So¢—S1 2.29(0.00) 3.09(0.92) 2.58(0.00)
H-1—L(0.70) H—L(0.58) H-1—L(1.00)
So— S2 2.89(0.77) 3.16(0.00) 2.93(0.80)
H—L(0.54) H-1—L(0.69) H—L(0.94)
H—L+2(0.13)
H—L+3(0.11)
—&HoMo 0.53 1.22 5.02

2The BLYP and B3LYP excitations are computed with a
cc-pVTZ basis on the corresponding ground state geometries,
while SAOP employs the BLYP geometries and the ET-pvVQZ
basis. The electronic transitions are listed if their weight (in
parentheses) is greater than 0.1. The ionization threshold (—&nomo)
is also given. We use boldface characters to indicate the dominant
excitation.

For all models, we report the TDDFT excitation energies
with their oscillator strength and character. We also list minus
the Kohn—Sham energy of the highest occupied molecular
orbitals (HOMO) which gives the DFT ionization threshold.
TDDFT may place a bound excitation in the continuum since
the ionization threshold is underestimated in DFT due to the
incorrect exponential decay of the Kohn—Sham potential for
a pure functional.”* The use of an asymptotically corrected
exchange-correlation potential as SAOP cures this deficiency,
raising the threshold to a significantly higher value, and
allows us to verify that the excitation can in fact be trusted.”

In Table 1, we summarize the TDDFT results for the
anionic minimal (A) and methyl-terminated (B) models. As
expected, the electronic properties of these two chromophores
are rather similar. The addition of the methyl groups only
lowers the BLYP, B3LYP, and SAOP dominant excitations
by 0.08, 0.07, and 0.06 eV, respectively, while preserving
the same HOMO — LUMO character of the excitation and
the same oscillator strength. The excitations obtained with
B3LYP are consistently higher by about 0.2 eV than the
BLYP values as can be expected for a hybrid functional,
while SAOP gives excitations which are slightly higher than
BLYP. For the methyl-terminated (B) model, the TDDFT
excitation lies in the range 2.9—3.1 eV and is therefore
significantly different from the location at 2.59 eV of the
absorption maximum of photodestruction spectroscopy ex-
periments.'®

For both models, the dominant TDDFT excitation is a 7t
— gt transition and is not characterized by charge transfer
as we can infer by inspecting the HOMO and LUMO orbitals
in Figure 4. The HOMO orbital is 7z-bonding on both bonds
of the central bridge and on the C;,-N;; bond of the
imidazolone ring, while the LUMO is antibonding on these
three bonds. As these orbitals are rather similar for the (A)
and (B) models and all functionals, we only plot them for
SAOP approach and the methyl-terminated (B) model.
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Figure 4. The DFT/SAOQOP orbitals for the anionic methyl-terminated (B) model. An isosurface of 0.03 is shown in red, and an
isosurface of —0.03 is shown in blue. We only show the HOMO-1 (top), HOMO (bottom left), and LUMO (bottom right) orbitals,

which are involved in the TDDFT/SAOP excitations.

Table 2. TDDFT Excitation Energies (eV) and Oscillator
Strengths (in Parentheses) for the Minimal (C) and the
Methyl-Terminated (D) Neutral Models?

BLYP B3LYP SAOP
Minimal Model (C)
So— S 2.88(0.00) 3.54(0.68) 3.13(0.00)
H-1—L(0.70) H—L(0.61) H-1—L(1.00)
So— Ss 3.22(0.59) 3.56(0.00) 3.28(0.62)
H—L(0.57) H-1—L(0.69) H—L(0.95)
H-5—L1(0.13)
—&HOMO 4.98 5.85 9.50
Methyl-Terminated Model (D)
So— Sy 2.99(0.00) 3.46(0.66) 3.20(0.61)
H-1—L(0.70) H—L(0.61) H—L(0.94)
So— Ss 3.10(0.52) 3.66(0.00) 3.21(0.00)
H—L(0.57) H-1—L(0.69) H-1—L(1.00)
H-5—L(0.14)
H-2—L(0.13)
—E&HOMO 4.75 5.62 9.27

2 See footnote a in Table 1 for further explanations.

We observe that the BLYP and B3LYP excitations of both
anionic chromophores are significantly above the corre-
sponding ionization threshold and lie in the continuum. The
use of the SAOP potential cures the problem since the SAOP
ionization threshold is well above the dominant excitation,
which is now bound. Nevertheless, the TDDFT/SAOP
excitation energies for the (A) and (B) models are very close
to the BLYP values, and the picture remains practically
unchanged with respect to the use of the BLYP functional.”

The TDDFT results for the neutral minimal (C) and
methyl-terminated (D) models are summarized in Table 2.
As in the anionic case, the electronic properties of the two
chromophores are rather similar. The dominant excitation
has HOMO — LUMO character and is only lowered by
about 0.1 eV when the methyl groups are added. The B3LYP
excitation energies are larger than the BLYP ones by more
than 0.3 eV, while SAOP yields excitations which are at
most 0.1 eV larger than the BLYP energies. The excitations
of the neutral chromophores are larger than the excitations

of the corresponding anionic models by roughly 0.2, 0.4,
and 0.3 eV for the BLYP, B3LYP, and SAOP functionals,
respectively.

Differently from the case of the anionic models, the
underestimation of the DFT ionization threshold is not a
concern for the neutral chromophores as this threshold is
above the dominant excitation for both the BLYP and
B3LYP functionals. The character of the excitations is 7 —
s* also in the neutral models as can be seen from the orbitals
in Figure 5. We only plot the orbitals which are involved in
the SAOP excitations for the neutral methyl-terminated (D)
model since these orbitals are rather similar for the other
model and the other functionals. The HOMO orbital has
m-antibonding character on the first carbon bond of the
central bridge, while it is sr-bonding on the second bond.
The situation is reversed in the LUMO where the sequence
along the bridge is instead sz-bonding/antibonding.

In Table 3, we report the TDDFT excitations for the
neutral”™ (E) model. The B3LYP excitations for the two
structural B3LYP minima with the proton on the imidazolone
oxygen and with the proton on the NH¥ group only differ
by 0.03 eV, so the two structures are energetically very close
both in the ground and in the excited state. For the structure
with the proton on the oxygen, BLYP yields an excitation
energy lower by about 0.2 eV than the B3LYP value, while
SAOP lies as always between BLYP and B3LYP. We note
that, for this model, the DFT underestimation of the
ionization threshold is not an issue. Photodestruction spec-
troscopy experiments place the absorption maximum at 2.99
eV,'® reasonably close to the vertical BLYP excitation but
0.2 and 0.3 eV lower than the SAOP and B3LYP values,
respectively.

5.3. CASPT2 Calculations. The CASPT?2 vertical excita-
tion energies are computed on the BLYP geometries of all
models in Figure 1. Unless otherwise stated, the standard
IPEA zero-order Hamiltonian® is used, and no additional
constant level shift® is applied.
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Figure 5. The DFT/SAOP orbitals for the neutral methyl-terminated (D) model. An isosurface of 0.03 is shown in red, and an
isosurface of —0.03 is shown in blue. We only show the HOMO-1 (top), HOMO (bottom left), and LUMO (bottom right) orbitals,

which are involved in the TDDFT/SAOP excitations.

Table 3. Adiabatic TDDFT Vertical Excitation Energies
(eV) and Oscillator Strengths (in Parentheses) for the
Neutral™ (E) Model®

BLYP B3LYP B3LYP SAOP
H*on O H* on O H* on N H* on O
So—S; 3.07(0.76)  3.30(0.92) 3.33(0.91) 3.21(0.69)
H—L(0.55) H—L(0.59) H—L(0.60) H—L(0.83)
H-1—L(0.15) H-1—L(0.15)
—EHOMO 8.29 9.17 8.74 12.79

2 For the B3LYP functional, we list the results for the two
geometries with the proton on the imidazolone oxygen (H* on O)
and with the proton on the NH3 group (H" on N). See footnote a
in Table 1 and text for further explanations.

Table 4. CASPT2 Excitation Energies (eV) of the Anionic
Minimal Model (A) Obtained Using Different Basis Sets and
CAS(n, m) Expansions with n Electrons Distributed over m
Orbitals of &” Symmetry (x Orbitals)?

CAS(n,m) 6-31G* cc-pvVDZ cc-pVTZ
2,2 2.84 2.81 2.70
4,4 3.06 3.06 2.97
6,6 3.00 3.01 2.93
8,8 2.99 3.01 2.91
10,10 2.98 3.00 2.92
12,12 2.94 2.96 2.87
14,14 2.95 2.96 2.88
16,15 2.92 - -

2The number of doubly occupied &’ orbitals in the
Hartree-Fock reference configuration is 8 for a total of 16
electrons. The DFT/BLYP ground state geometry is used.

The CASPT?2 energies of the minimal anionic (A) model
are listed in Table 4 for increasing size of the CAS expansion
and different basis sets. The ground and the dominant excited
state have A’ character, and the CAS(n, m) expansion to
describe both states in a state-average CASSCF calculation
is obtained by distributing n electrons over m orbitals of a”
symmetry, that is, of 7 bonding/antibonding character. The
system has 8 doubly occupied a” orbitals in the Hartree—Fock

reference configuration, so 16 is the maximum number of 7
electrons which can be excited. We employ the cc-pVDZ
and cc-pVTZ basis sets as well as the small 6-31G* basis
set also used in the CASPT2/CASSCF(12,11) calculations
on the same model in ref 37.

The dependence of the CASPT?2 excitation energy on the
size of the CAS is not very strong, and the result is already
converged to better than 0.1 eV when a small CAS(6,6)
expansion is employed. The character of the ground state is
not strongly multiconfigurational, and the excited state is
predominantly a HOMO — LUMO excitation. The oscillator
strength computed using the state-average CASSCF wave
functions is always greater than one. The 6-31G* and cc-
pVDZ basis sets yield comparable excitations, while employ-
ing the cc-pVTZ basis systematically lowers the excitation
by roughly 0.1 eV.

Our CASPT2 calculations therefore place the vertical
excitation energy of the minimal anionic (A) model at about
2.9 eV. This result is at variance with previous CASPT2
calculations®” which find an excitation energy of 2.67 eV
employing the 6-31G* basis and a CASSCF(12,11) expan-
sion. Our tests indicate that the basis and the size of the CAS
do not influence the result to such an extent and that the
discrepancy originates from the use of two different zero-
order Hamiltonians. We employ the standard IPEA Hamil-
tonian implemented in MOLCAS 7.2, while the authors of
ref 37 use a previous version of the code where the IPEA
Hamiltonian was not available. If we perform a CASPT2
calculation with the CAS(14,14) expansion and set the IPEA
shift to zero to reproduce similar conditions to ref 37, we
find indeed an excitation of 2.63 eV.

For the methyl-terminated anionic (B) model, we find that
CASPT?2 predicts a very similar behavior as in the case of
the minimal (A) model. The character and CASSCF oscillator
strength of the electronic states are comparable, and, as a
function of CAS size, the CASPT2 excitation energies are
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Table 5. MS-CASPT2 Excitation Energies (eV) and
CASSCEF Oscillator Strengths (in Parentheses) of the
Neutral Minimal (C) Model Obtained Using the cc-pVDZ
Basis Set and CAS(n,m) Expansions with n Electrons
Distributed over m Orbitals of a” Symmetry (x Orbitals)?

CAS(n,m) energy (osc. strength)
10,10 4.13 (0.96)
12,12 4.03 (1.00)
14,13 3.77 (0.82)
14,14 3.78 (0.78)
16,15 3.72 (0.85)

?We use 4 states in the state-average CASSCF and
MS-CASPT2 calculations, and the dominant state is always the
4th within CASSCF and the 2nd state within MS-CASPT2. We
apply an additional level shift of 0.1 hartree in all CASPT2
calculations except in the CAS(16,15) calculation. The DFT/BLYP
ground state geometry is used.

only slightly lower than the values of the minimal (A) model
of Table 4. The CASPT2 excitation energy of the methyl-
terminated anionic (B) model computed with a CAS(14,14)
and a cc-pVDZ basis is equal to 2.92 eV. Photodestruction
spectroscopy experiments locate the absorption maximum
for this model at 2.59 eV.'®

In Table 5, we show the CASPT2 excitation energies for
the neutral minimal (C) model. The nature of the electronic
states is different and more complex than in the anionic case
since the dominant excited state is now strongly multicon-
figurational and the CASPT?2 result is very sensitive to the
size of the CAS expansion. Moreover, the dominant CASSCF
excited state is not always the lowest, but, as the size of the
CAS increases, it becomes one of three excited states with
relatively close CASSCF energies in a range of only 30
mHartree. Therefore, we need to perform multistate (MS)
CASPT2 calculations over more than two states and to
introduce an additional level shift to ensure convergence of
the CASPT?2 result. In the MS-CASPT?2 calculations, the
dominant excited state is the second one and is separated by
more than 30 mHartree from the subsequent higher states,
so the near degeneracy observed in CASSCF is lifted. In
Table 5, we do not report the results for the smaller CAS
expansions as the variations in the CASPT2 energy of the
dominant state are as large as 0.3 eV as a function of the
number of states included and the magnitude of the added
level shift. Only with an expansion as large as a CAS(10,10)
over 4 states and with a level shift of 0.1 hartree, we obtain
a stable result in the sense that the dominant CASSCF state
is the fourth one, an increase of the shift does not significantly
affect the result, and employing 5 states with a shift of 0.2
hartree changes the excitation by only 0.02 eV. We note that
this problematic convergence was ignored in a previous
CASPT2 study of the neutral form using only a CAS(2,2)
expansion over 2 states.*! From Table 5, we observe that
the convergence of the CASPT?2 energy is not as smooth as
in the anionic case, and it is necessary to correlate as many
as 14 electrons to yield an apparently converged MS-
CASPT?2 result. As for the anionic case, we test the effect
of setting the IPEA shift to zero and find that the MS-
CASPT?2 excitation with a CAS(14,14) expansion is lowered
by as much as 0.45 eV when compared to the value given
in Table 5.
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Table 6. EOM-CCSD Vertical Excitation Energies in eV of
the Anionic Minimal (A) and Methyl-Terminated (B), Neutral
Minimal (C) and Methyl-Terminated (D), and Neutral™ (E)
Models®

model cc-pVDZ cc-pVTZ
minimal anionic (A) 3.08 3.03
minimal neutral (C) 411 4.01
methyl-term. anionic (B) 3.04 -
methyl-term. neutral (D) 4.00 -
neutral™ (E) 3.31 -

2We employ the cc-pVDZ and cc-pVTZ’ basis sets. The DFT/
BLYP ground state geometries are used.

We also employ a CAS(14,14) expansion over 4 states to
compute the excitation energy of the methyl-terminated
neutral (D) model with the MS-CASPT2 approach and a
level shift of 0.1 hartree. The resulting excitation of 3.58
eV is 0.2 eV lower than the CAS(14,14) value obtained for
the minimal (C) model. Finally, we note that the excitation
of the methyl-terminated neutral (D) model is significantly
higher by as much as 0.7 eV than the excitation of the anionic
(B) model.

Finally, we compute the CASPT?2 excitation of the neutral™
(E) model, using the BLYP geometry where the additional
proton is bound to the oxygen of the imidazolone ring. It is
not a priori obvious whether the behavior of the electronic
states of the neutral™ model are closer to the neutral or the
anionic case since its geometrical features are distinct from
either of them as discussed in Section 5.1. We find that the
dependence of the CASPT?2 excitation on the size of the CAS
expansion is very smooth and similar to what we observe
for the anionic model. The dominant excitation has strong
HOMO — LUMO character, and a CAS(6,6) yields already
a converged excitation to better than 0.1 eV. The CASPT2
excitation computed with a CAS(14,14) expansion and a cc-
pVDZ basis is equal to 3.21 eV. Also in this case, setting
the IPEA shift to zero reduces the excitation energy to 2.87
eV. We recall that photodestruction experiments locate the
absorption maximum of the neutral* choromophore at 2.99
ev.'®

5.4. CC Calculations. We compute the EOM-CCSD
vertical excitation energies of all models in Figure 1. We
employ the BLYP ground state geometries and the cc-pVDZ
basis. For the (A) and (C) models, we also use the cc-pVTZ'
basis set.

The EOM-CCSD results are shown in Table 6. For all
systems, the state with the largest oscillator stength is the
second one and displays HOMO — LUMO character. We
find that the use of a larger basis on the heavy atoms lowers
the excitations of the minimal anionic (A) and neutral (C)
models by only 0.05 and 0.1 eV, respectively. As expected,
the excitation of the methyl-terminated anionic (B) model
is very close to the value of the minimal anionic (A) model.
The effect of deprotonation is instead very large as the
difference between the excitation energy of the neutral (C)
and anionic (A) chromophores is about 1.0 eV. The same
large difference is observed between the excitations of the
neutral and anionic methyl-terminated chromophores. Our
EOM-CCSD results for the minimal models are in agreement
with previous CC calculations.*' Finally, the excitation
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Table 7. Variational (VMC) and Diffusion Monte Carlo
(DMC) Vertical Excitations in eV of the Minimal Anionic (A)
Model, Computed with the cc-pVDZ Basis Set?
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Table 8. Vertical Excitations Energies (eV) of the Minimal
Anionic (A) and Neutral (C), Methyl-Terminated Anionic (B)
and Neutral (D), and Neutral* (E) Models®

CAS(n,n) Thrcs,: NCSF VMC DMC
2,2 0.00 3 3.41(4) 3.21(4)
44 0.00 20 3.39(4) 3.18(4)
6,6 0.10 7 3.18(4) 3.11(4)
8,8 0.10 9 3.14(4) 3.02(4)
8,8 0.05 25 3.18(4) 3.07(4)
8,8 0.02 75 3.21(4) 3.04(4)
10,10 0.05 27 3.20(4) 3.06(4)

2 The statistical error on the last digit is indicated in brackets.
We employ CAS(n,n) expansions obtained by distributing n
electrons over n orbitals of a” symmetry and expressed on the
state-averaged CASSCF natural orbitals. We list the threshold
applied to the CSF coefficients and the number of CSFs kept in
the determinantal component of the QMC wave function. The CI
and Jastrow parameters are optimized in a state-average
minimization within VMC. The DFT/BLYP ground state geometry is
used.

energy of the neutralt (E) is quite different than the value
of the neutral model.

5.5. QMC Calculations. We compute the QMC vertical
excitation energies of the minimal anionic (A), methyl-
terminated (B), and neutral” (E) models. We employ the
BLYP ground state geometries and the cc-pVDZ basis.

In Table 7, we present the VMC and DMC excitation
energies of the minimal anionic (A) model, computed with
different determinantal components in the trial wave function
where only the CI coefficients and Jastrow parameters are
optimized in a state-averaged minimization within VMC. As
in the CASPT2 calculations, we compute the QMC excita-
tions using CAS(n, n) expansions of increasing size obtained
by distributing n electrons over n orbitals of a” symmetry.
We do not consider expansions larger than CAS(10, 10) since
we have already demonstrated that the states of the anionic
chromophore do not have a strong multiconfigurational
character.

We notice that, starting with the CAS(6,6) expansion, the
VMC excitation energy is reduced by about 0.2 eV with
respect to the smaller CAS wave functions. The DMC
excitation is also lowered by roughly the same amount when
a CAS(8,8) is employed. In the CAS(8,8) calculations, we
use three different thresholds to truncate the expansion and
find equivalent VMC excitations in the range of 3.14—3.21
eV and in agreement with the CAS(6,6) value. The three
corresponding DMC excitation energies are also compatible
within one statistical error and fall in the range of 3.02—3.07
eV. Using a larger CAS(10,10) expansion truncated with a
threshold of 0.05 yields a DMC excitation energy consistent
with the CAS(8,8) results.

For the minimal anionic (A) model, we also investigate
the effect of optimizing the orbitals together with the CI and
Jastrow parameters and perform a full state-averaged opti-
mization within VMC for the CAS(2,2) and CAS(4,4) wave
functions as well as for the CAS(6,6) and CAS(8,8) wave
functions truncated with a threshold of 0.1. Even though the
gain in the VMC energy for each state can be as large as 30
mHartree, we find that, in all cases, the VMC and DMC
excitation energies obtained with fully optimized QMC wave
functions are compatible within one standard deviation with

PDS  sol.

model DMC SAOP CASPT2 CCSD expt. expt.
anionic (A)  3.06(4) 2.99 2.96 3.08 - -

anionic (B) 3.04(4) 2.93 2.92 3.04 259> 2.84¢
neutral (C) - 3.28 3.72 4.11 - -

neutral (D) 3.20 3.58 400 - 3.519

neutral* (E) 3.36(5) 3.21 3.21 331 299° -

4We list the results computed with diffusion Monte Carlo
(DMC), TDDFT/SAOP, CASPT2/cc-pVDZ, and EOM-CCSD/
cc-pVDZ. The ground state DFT/BLYP geometries are used. We
report the photodestruction spectroscopy (PDS) experimental
absorption maxima from refs 16° and 18° as well as the results of
the Kamlet-Taft multivariant fit of the absorption maxima in various
solvents?2¢.

the corresponding values obtained by optimizing only the
CI and Jastrow parameters.

For the methyl-terminated anionic (B) model, we compute
the VMC and DMC excitation energies using wave functions
obtained from a CAS(8,8) expansion truncated with a
threshold of 0.05. We do not employ larger CAS expansions
as we know that the CASSCF and CASPT?2 calculations yield
a well converged excitation energy already with a CAS(8,8)
as discussed in Section 5.3. Moreover, the QMC calculations
for the minimal (A) model indicate that the DMC excitations
are well converged with this choice of CAS and threshold.
The VMC and DMC excitation energies for the methyl-
terminated anionic (B) model are equal to 3.21(4) and 3.04(4)
eV, respectively.

Finally, we compute the QMC excitation energies of the
neutralt (E) model using wave functions obtained from a
CAS(8,8) expansion truncated with a threshold of 0.05 on
the CSF coefficients. We find that the VMC and DMC
excitation energies are equal to 3.43(5) and 3.36(5) eV,
respectively.

6. Discussion and Conclusions

We will begin with the analysis of the relative performance
of the various theoretical approaches and then compare with
available experimental data. In particular, we will focus on
the results from photodestruction spectroscopy experiments'®
which predict the bathochromic shift to be very small when
the anionic chromophore is embedded in the protein as well
as on the data in solution®* where instead the absorption
maximum of the neutral form is found to be significantly
blue-shifted with respect to the protein.

To simplify the discussion, we summarize the key results
in Table 8, where we report the vertical excitations of the
minimal anionic (A) and neutral (C), the methyl-terminated
anionic (B) and neutral (D), and the neutral™ models. We
recall that the minimal (A) and (C) models are sufficient to
access the impact of deprotonation on the excitation energy,
while, for the methyl-terminated (B) and neutralt (E)
chromophores, photodestruction spectroscopy experiments
are available.'®'® For the methyl-terminated (B) and (D)
models, we can also compare to absorption experiments in
solution.””> We list the TDDFT results obtained using the
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Figure 6. DMC and CASPT2 excitation energies (eV) of the
anionic minimal (A) model obtained using increasing CAS(n,
n) expansions. The EOM-CCSD and TDDFT/SAOP excita-
tions are also reported on the right axis where the filled and
open symbols refer to the anionic minimal (A) and the anionic
methyl-terminated (B) model, respectively. The CASPT2
energy computed with the CAS(14,14) is also plotted for the
(B) model using an open square symbol. The DFT/BLYP
ground state geometry is used. For the methyl-terminated
anionic (B) model, we indicate the location of the absorption
maximum in photodestruction spectroscopy experiments'®
and the result of the Kamlet-Taft multivariant fit of the
absorption maxima in various solvents.?®> The value of the
absorption maximum in the wild-type GFP?° is also plotted.

SAOP approach since SAOP yields excitations which are
between the BLYP and B3LYP results and cures the problem
of the underestimation of the ionization threshold in the
anionic models. For the CASPT2 and EOM-CC excitations,
we only list the values obtained with the cc-pVDZ basis since
results with this basis are consistently available for all
models. We recall that the use of a larger basis set in these
calculations is found to lower the excitation energies by
roughly 0.05—0.1 eV. For the CASPT2 and DMC excita-
tions, we report the values obtained with the largest CAS
expansions.

We first observe that all theoretical approaches agree in
predicting an excitation energy of the minimal anionic (A)
model in the range of 2.96—3.08 eV. It is evident from Figure
6 that, when the quality of the wave function is improved,
CASPT?2 and DMC converge to a similar excitation, which
is also in close agreement with the TDDFT/SAOP and EOM-
CC values. We already noted that our CASPT?2 excitation
energy is significantly higher than the CASPT2 value of 2.67
eV reported in ref 37, and we attributed this discrepancy to
the use of a different zero-order Hamiltonian. The IPEA
Hamiltonian used in this work yields on average more
accurate excitations, and its good performance appears to
be here corroborated by the good agreement found between
the CASPT2 and the DMC and EOM-CC excitations.

For all theoretical methods, the excitation energies of the
methyl-terminated anionic (B) model are only slightly smaller
than the corresponding values for the minimal anionic (A)
model by about 0.05 eV. This is not surprising since the
two chromophores only differ in the termination. We can
therefore conclude that theory predicts an excitation of the
methyl-terminated (B) model in the range of 2.92—3.04 eV.
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Figure 7. MS-CASPT2 excitation energies (eV) of the
minimal neutral (C) model obtained using increasing CAS(n,
n) expansions and 4 states. The EOM-CCSD and TDDFT/
SAOP excitations are also reported on the right axis where
the open symbols refer to the methyl-terminated (D) model.
The MS-CASPT2 energy computed with the CAS(14,14) is
also plotted for the (D) model using an open square symbol.
For the methyl-terminated neutral (D) model, we indicate the
result of the Kamlet-Taft multivariant fit of the absorption
maxima in various solvents.?®> The value of the room-
temperature absorption maximum in the wild-type GFP?° is
also plotted together with the location of the absorption peak
of the neutralt (E) model measured in photodestruction
spectroscopy experiments.'®

This estimate is rather robust since the effect of using a larger
basis only affects the CASPT2 and EOM-CC excitations of
the smaller minimal (A) model by less than 0.1 eV, and we
may expect a similar behavior in the case of methyl
terminations.

The minimal neutral (C) chromophore appears to be more
difficult and controversial for theoretical methods than the
anionic case. TDDFT/SAOP yields an excitation energy
significantly smaller than the CASPT2 and EOM-CC values,
which do also not agree with each other. TDDFT/SAOP
places the vertical excitation of the neutral chromophore only
0.29 eV higher than the excitation of the anionic counterpart,
while CASPT2 and EOM-CC predict a significant blue shift
of 0.76 and 1.02 eV, respectively. The more complex nature
of the excitation in the neutral chromophore is evident from
Figure 7, where the convergence of the CASPT?2 energy with
the dimension of active space is clearly nontrivial: We
employ the MS-CASPT2 approach over 4 states and do not
even show the results for small CAS expansions given their
dramatic dependence on the details of the calculations.

For the neutral® (E) model, all theoretical methods agree
within 0.1 eV and predict an excitation energy in the range
of 3.21—3.36 eV and, therefore, a similar shift of 0.27—0.32
eV between the excitations of the (E) and the anionic methyl-
terminated (B) model. As it was the case for the anionic
chromophore, the neutral” model does not pose any particular
difficulty in the calculations. The states are not strongly
multiconfigurational, and the CASPT2 and DMC excitations
are well converged already when a small CAS expansion is
employed. This must be contrasted to the situation encoun-
tered in the study of the neutral model. Therefore, even
though the neutral™ model was originally synthesized to
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Figure 8. Experimental absorption maxima (nm) of the
methyl-terminated anionic (B) model in solution from ref 22.
The location of the peak is plotted as a function of the dielectric
constant of the solvent. The solvents are classified as
nonpolar, polar aprotic, and polar protic.

mimic the behavior of the neutral chromophore in photode-
struction spectroscopy experiments,'® its electronic states are
very perturbed by the presence of the additional proton, and,
consequently, this chromophore shares in fact very little with
the neutral one.

To understand the link between our theoretical calculations
and experiments, we report the relevant experimental data
in Figures 6 and 7 as well as in Table 8. For the anionic
chromophore, all theoretical approaches yield a vertical
excitation energy in the gas phase significantly higher than
the room-temperature absorption peak at 2.59 eV of the
anionic form in the wild-type GFP protein.?’ Therefore, the
predicted bathochromic shift is large, of the order of 0.3—0.4
eV, and the protein pocket must significantly modulate the
excitation with respect to vacuum. This is in contrast to
photodestruction spectroscopy experiments in the gas phase
which predict an excitation very close to the value in the
protein.'® The disagreement between our threoretical results
and photodestruction spectroscopy experiments is puzzling.

In an attempt to clarify this discrepancy, we also analyze
recent extensive experimental data in solution?? and plot the
location of the absorption maximum of the anionic chro-
mophore as a function of the dielectric constant of the solvent
in 8. We note that the location of the absorption peak strongly
depends on the solvent and spans a range as large as 60 nm
(0.34 eV). While some solvents such as DMSO give very
red-shifted excitations close to the value of 478 nm (2.59
eV) in the protein,'® we can see at a glance that nonpolar
solvents yield significantly blue-shifted values, and the
extrapolation to the vacuum dielectric constant of one falls
in the range 440 + 5 nm (2.82 £ 0.03 eV). A more
quantitative analysis is carried out in ref 22, where the
multivariant Kamlet-Taft fit’® of the absorption maxima in
terms of the acidic, basic, and polar solvating parameters
extrapolates to zero, that is, to the conditions of vacuum, at
2.84 eV. This value is only slightly lower than the vertical
excitations computed with the various theoretical approaches,
and this small red shift of 0.1—0.2 eV can easily be explained
with a combination of basis set errors and vibronic effects
which are very strong in this system. To estimate the
energetic shift in the excited state due to vibronic effects,

J. Chem. Theory Comput., Vol. 5, No. 8, 2009 2085

we perform a CASPT2 geometry optimization in the excited
state, preserving C, symmetry since the initial excited-state
relaxation is believed to occur mainly in plane.?** We find
that the excitation is lowered by about 0.1 eV, a value
compatible with a previous CASPT2/CASSCF study.?’

For the neutral chromophore, the multivariant Kamlet-Taft
fit of the absorption maxima in solution extrapolates to the
conditions of vacuum, at 3.51 eV.?* This value is significantly
blue-shifted with respect to the absorption at 3.12 eV of the
neutral form in the wild-type GFP protein, and no solvent
yields an absorption sufficiently red-shifted to cover the value
in the protein.”” Our CASPT?2 calculations support the picture
emerging from the data in solution and yield an excitation
of about 3.6 eV, slightly blue-shifted with respect to the
extrapolation from the solution data but still perfectly
compatible if basis set and vibronic effects are taken into
account as in the case of the anionic chromophore. For the
neutral case, there are no gas-phase experiments available,
and we note that the absorption maximum observed in
photodestruction spectroscopy experiments for the neutral®
model'® is rather far from the theoretical estimate obtained
for the neutral chromophore and even slightly below the
absorption value in the protein. We already pointed out that,
theoretically, the neutral™ model has a significantly lower
excitation and little in common with the neutral chromophore
in vacuum. Interestingly, we may expect this model to be
closer to the situation in the protein where the Arg-96 positive
counterion is in close proximity to the imidazolone oxygen.
Therefore, the significant red-shift of the neutral™ absorption
in the direction of the protein value can be explained with
the fact that neutral* does not mimic the neutral form in
vacuum as originally suggested but possibly mimics the
neutral chromophore in the protein environment.

In summary, we employ state-of-the-art theoretical ap-
proaches to investigate the absorption properties of several
GFP chromophore models in the gas phase. Our theoretical
findings nicely support the picture emerging from absorption
experiments in solution and raise concerns on the interpreta-
tion of gas-phase photodestruction spectroscopy experiments
especially for the anionic case. Our theoretical vertical
excitations in the gas phase clearly indicate that the batho-
chromic shifts are quite significant and that the conditions
of the chromphore in the protein are not close to those in
vacuo. We finally note that our CASPT2 calculations differ
from previous studies in the use of a more accurate zero-
order Hamiltonian and that TDDFT differs significantly from
highly correlated approaches in treating the neutral form of
the chromophore.
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