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Part 2: Regimes of internet intermediary liability: the
European and the US approach
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3 The US Approach

Introduction

As discussed in Chapter 1, providers are defined by the service they offer. Providers provide access
to information by hosting, transmitting, and indexing this information.””" Without these providers,
spreading and accessing information would become more challenging. These providers allow users
to encounter new information.”” Because providers enabled users to share whatever they like to
whomever they like — without any gatekeeping — they were seen as a democratising force.””

As discussed in Chapter 1, these providers were even granted an exception for liability
from user-provided information. In the US, this exception was a response to the Stratton Oakmont
ruling,” which exposed providers to publisher liability whenever they conducted any editorial
control over the content of user-provided information.”” The hearth of the US liability regime
forms Section 230 codified in the Communications Decency Act of 1996, which offers immunity
for liability from the content of user-provided information while also providing a safe harbour for
liability from moderation decisions regarding this information.”

This chapter thus discusses the liability regime established by Section 230. The central
question in this chapter is how the liability regime provided by Section 230 in the US protects
providers from liability for (moderating) the content of user-provided information.

The first part of this chapter sees the liability regime offered by Section 230. What
providers can rely on Section 230? Furthermore, for what categories of content or conduct can
Section 230 shield these providers? Moreover, what does Section 230 encourages when it comes
to the moderation of user-provided information with illegal content? The answer to these
questions contributes to understanding how the US liability regime may incentivise over- or
underregulation of user-provided information, which will be discussed in Chapter 5. However, it
must be clarified what can be attributed to Section 230 and what must be attributed to other
legislation. In the Section 230 debate in the US, legal scholars weigh whether providers rely on
Section 230 or (ultimately) on the First Amendment to the United States Constitution, which
prohibits a wide range of governmental interference in exercising freedom of expression rights.””
Therefore, the relationship between Section 230 and the First Amendment is discussed.

1 Perset, 2010, “The Economic and Social Role of Internet Intermediaries’, p. 9.

592 Van Eecke, ‘Online service providers and liability: A plea for a balanced approach’, Common Market Law Review,
2011, p. 1455.

393 E. Morozov, The Net Delusion: How Not to Liberate The World, London, Penguin Books, 2012, p. 4; Gillespie, 2018,
Custodians of the Internet, p. 25.

594 Stratton Oakmont, Inc. v. Prodigy Services Co., 23 Media L Rep 1794 (N.Y. Sup. Ct. 1995).

595 Kosseft, 2019, The Twenty-Six Words That Created the Internet, p. 64; G. Fishback, ‘How the Wolf of Wall Street
Shaped the Internet: A Review of Section 230 of the Communications Decency Act’, Texas Intellectual Property Law
Journal, Vol. 28, No. 2, 2020, pp. 283-284; Citron & Wittes, “The Internet Will Not Break: Denying Bad Samaritans §
230 Immunity’, Fordbam Law Review, 2017, pp. 404-406; Klonick, “The New Governors: The People, Rules, and
Processes Governing Online Speech’, Harvard Law Review, 2018, p. 1605; Par. 4.09 of Wilman, 2020, The Responsibility
of Online Intermediaries for Illegal User Content in the EU and the US, pp. 100-101.

96 47 USCA § 230(c)(1) and (2) (West 2018, Westlaw Next through PL 116-91).

%97 For example, Goldman, “Why Section 230 Is Better Than the First Amendment’, Notre Dame Law Review, 2019,
pp. 40-42.
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As noted in Chapter 1, these providers are increasingly held (morally) responsible for the
harmful content of user-provided information they allow to be spread.”™ Besides, there ate
allegations of political bias.”” As discussed in this chapter, these concerns relate to numerous
proposals to amend Section 230 to hold providers responsible for not interfering in illegal or
unlawful content of user-provided information or alleged interference in the political debate by
favouring some political speech over others.

3.1 Section 230
Goldman refers to Section 230 codified in the CDA in 1996°" as an “exceptionalist statute” that
“treats the internet differently than other media.”*”" As discussed here, it is not hard to see why
“exceptionalist” is an accurate terminology. Both how providers are handled and the (broad)
immunities offered to them are exceptional. Section 230 even shields providers from civil liability
for the content of user-provided information originating from others when the provider is aware
of the illegal (nature of the) content and even when the provider is notified that the content in
question may lead to (serious) harm.*”

Section 230 has two features in terms of provided immunity that will be discussed here. At
tirst, Section 230(c)(1) states that

[n]o provider or user of an interactive computer service shall be treated as the publisher or
speaker of any information provided by another information content provider®®

Section 230(c)(1) functions as a “legal shield” for providers for (potential) liability from the content
of user-provided information by offering comprehensive protection.®”

The second feature of Section 230 discussed here is that Section 230(c)(2) offers some
protection to providers for liability arising from moderation. Section 230(c)(2) reads that providers
are not to be held liable for:

(A) any action voluntarily taken in good faith to restrict access to or availability of material that
the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent,
harassing, or otherwise objectionable, whether or not such material is constitutionally protected;
or

98 For example, Anti-Defamation League, ‘Stop Hate for Profit’, Anti-Defamation Ieague, 16 June 2021, available at
stophateforprofit.org (retrieved on 14 February 2022).

599 For example, US Department of Justice, 2020, ‘Department of Justice’s Review of Section 230 of the
Communications Decency Act of 1996’

600 47 USCA § 230 (West 2018, Westlaw Next through PL 116-91).

601 Goldman, 2020, ‘An Overview of the United States’ Section 230 Internet Immunity’, p. 162.

002 Kosseff, 2019, The Twenty-Sixc Words That Created the Internet, p. 5.

03 47 USCA § 230(c)(1) (West 2018, Westlaw Next through PL 116-91).

604 See, for example, D. Wakabayashi, ‘Legal Shield for Social Media Is Targeted by Lawmakers’, The New York Times,
15 December 2020, available at nytimes.com/2020/05/28/business/section-230-internet-speech.html (tetrieved on
2 February 2022); L. Nylen, B.W. Swan & C. Lima, ‘DO]J proposes crackdown on tech industry's legal shield’,
DPolitico, 17 June 2020, available at politico.com/news/2020/06/17/doj-crackdown-tech-industry-legal-shield-325594
(retrieved on 15 February 2022).
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(B) any action taken to enable or make available to information content providers or others the
technical means to restrict access to material described in paragraph (1) [subparagraph (A),
MIK].005

Section 230(c)(2)(A) thus sets out the categories of the content of user-provided information that
the provider can restrict in “good faith”. While these categories are broadly defined (“or otherwise
objectionable”), providers have to demonstrate that restrictions are taken in “good faith”, which
conditional nature, as shown in the following paragraphs, makes Section 23(c)(2)(A) less attractive
than (c)(1). Section 230(c)(2)(B) sees to offering services to filter the categories of content that are
defined in Section 230(c)(2)(A)."

Section 230(c) is captioned “Protection for ‘Good Samaritan’ blocking and screening of
offensive material”,*” which forms one of the points for discussion about what Section 230 aims
to protect. Is Section 230 only meant to shield providers that act responsibly regarding the content
of the information shared by their users?™”® Does Section 230 require (political) neutrality with
respect to content moderation?®” Or is Section 230(c) meant to provide immunity regardless of
whether or how the provider moderates?*'” As discussed in Paragraph 3.1.2, the US courts adopted
the latter perspective, which sparked political and academic debates over the desirability of such
extensive Section 230 protections.

In US debates on Section 230, there is much confusion in which fact and fiction are
difficult to separate.”’’ As Goldman observes, the approach by Section 230 “is simple and elegant,
but is hardly intuitive, and it has had extraordinary consequences for the internet and our
society.”®"? The outcome of Section 230, in particular, is incomprehensible to many users and
contrary to their intuition. Section 230, in an international context, is also exceptional. Especially
in comparison with the approach provided by the EU and ECHR,”” which are discussed in
Chapter 4, Section 230 stands out as exceptional in both its protections and broad applicability.

605 Paragraph (1) should read subparagraph (A), see 47 USCA § 230(c)(2) (West 2018, Westlaw Next through PL
116-91).

606 Goldman, 2020, ‘An Overview of the United States’ Section 230 Internet Immunity’, p. 160.

607 47 USCA § 230(c) (West 2018, Westlaw Next through PL 116-91). This caption may play a role in the
interpretation of (c)(1) and (c)(2). This is for example the case when the interpretation of (c)(1) and (c)(2) produce
conflicting results, see Doe v. GTE Corp., 347 F.3d 655, 660 (7th Cir. 2003); Chicago Lawyers' Commiittee for Civil Rights
Under Law, Inc. v. Craigslist, Inc., 519 F.3d 666, 669-670 (7th Cir. 2008); Fair Housing Council of San Fernando 1 alley v.
Roommates.com, .LC, 521 F.3d 1157, 1163-1164 (9th Cit. 2008).

08 Citron & Wittes, “The Internet Will Not Break: Denying Bad Samaritans § 230 Immunity’, Fordham Law Review,
2017, pp. 407-408.

09 Harmon, 2018, ‘No, Section 230 Does Not Require Platforms to Be “Neutral’”.

010 Kosseff, 2019, The Twenty-Sixc Words That Created the Internet, p. 2; Gillespie, 2018, Custodians of the Internet, pp. 30-
31.

611 See, for an overview, M. Masnick, ‘Hello! You’ve Been Referred Here Because You’re Wrong About Section 230
Of The Communications Decency Act’, fechdirt, 23 June 2020, available at techditt.com/2020/06/23/hello-youve-
been-referred-here-because-youre-wrong-about-section-230-communications-decency-act (retrieved on 11 July
2022).

012 Goldman, 2020, ‘An Overview of the United States’ Section 230 Internet Immunity’, p. 155.

013 As observed by, for example, Kosseff, 2019, The Twenty-Six Words That Created the Internet, pp. 152-153 and 159; F.
Stjernfelt & A.M. Lauritzen, Your Post has been Removed: Tech Giants and Freedom of Speech, Cham, Springer, 2019,
doi:10.1007/978-3-030-25968-6, p. 169; Jones, ‘Silencing Bad Bots: Global, Legal and Political Questions for Mean
Machine Communication’, Communication Law and Poligy, 2018, p. 180.
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3.1.1 What providers are protected under Section 2307

As noted, Section 230 was a direct reaction to the possibility that courts could hold providers liable
for the content of user-provided information as if the provider was a publisher or a speaker of this
content itself.®* In Stratton Oakmont, Inc. v. Prodigy Services Co. (1995),°" the New York Supreme
Court®® argued that Prodigy, an online messaging board (comparable to an internet forum), should
be considered the publisher of the defamatory comments posted by users. The judge argued that
Prodigy presented itself as an administrator exercising editorial control. Besides, Prodigy removed
and filtered some information based on its content. Since Prodigy exercised some editorial control
over the content of some information, Prodigy was made responsible for all the content of user-

provided information on its service.”’’ The New York Supreme Court argued:

That such control is not complete and is enforced both as early as the notes arrive and as late
as a complaint is made, does not minimize or eviscerate the simple fact that PRODIGY has
uniquely arrogated to itself the role of determining what is proper for its members to post and
read on its bulletin boards.6!8

The New York Supreme Court also discussed the distinction between publishers and distributors.
The judge concluded that Prodigy must be regarded as a “publisher rather than a distributor.”"”
As Wilman notes, a publisher is exposed to the same legal liability as the author of the information
because it can exercise editorial control over its content.”® By concluding that Prodigy is a publisher
for the content of information posted by its users, the door was opened to civil liability for all user-
provided information. Under the Prodigy ruling, providers could be held liable as a publisher for
user-provided information. Service providers that refrain from moderation could escape the
stricter publisher liability and could only be held liable as a distributor. Distributor liability for the
content of user-provided information, as the United States District Court for the Southern District
of New York ruled in Cubby v. CompuServe (1991), can only be established when the plaintiff
demonstrates that the provider knows or should know of this content on its service.””! The
difference with Prodigy was that in Cubby, CompuServe did not exercise editorial control over what
was uploaded to its services by others. As the District Court argued:

CompuServe has no more editorial control over such a publication than does a public library,
book store, or newsstand, and it would be no more feasible for CompuSetve to examine every

014 Kosseff, 2019, The Twenty-Sixc Words That Created the Internet, p. 64; Fishback, ‘How the Wolf of Wall Street Shaped
the Internet: A Review of Section 230 of the Communications Decency Act’, Texas Intellectual Property Law Journal,
2020, pp. 283-284; Citron & Wittes, “The Internet Will Not Break: Denying Bad Samaritans § 230 Immunity’,
Fordham Law Review, 2017, pp. 404-406; Klonick, “The New Governors: The People, Rules, and Processes Governing
Online Speech’, Harvard Law Review, 2018, p. 1605; Par. 4.08-4.09 of Wilman, 2020, The Responsibility of Online
Intermediaries for lllegal User Content in the EU and the US, pp. 100-101.

15 Stratton Oakmont, Inc. v. Prodigy Services Co., 23 Media L Rep 1794 (N.Y. Sup. Ct. 1995).

616 Unlike the name might suggest, The New York Supreme Court is a trial court and not the highest appellate court
in the State of New York.

617 Fishback, ‘How the Wolf of Wall Street Shaped the Internet: A Review of Section 230 of the Communications
Decency Act’, Texas Intellectual Property Law Journal, 2020, p. 282.

18 Stratton Oakmont, Inc. v. Prodjgy Services Co., 23 Media L. Rep 1794 (N.Y. Sup. Ct. 1995).

1 Stratton Oakmont, Inc. v. Prodjgy Services Co., 23 Media L. Rep 1794 (N.Y. Sup. Ct. 1995).

620 Par. 4.03 of Wilman, 2020, The Responsibility of Online Intermediaries for lllegal User Content in the EU and the US, p. 98.
2V Cublby, Inc. v. CompuServe, Inc., 776 F.Supp. 135, 139-141 (S.D. New York 1991).
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publication it carties for potentially defamatory statements than it would be for any other
distributor to do 50.6%2

Publisher liability thus exposes the provider to liability for all the content on its service
(independent of knowledge) because the provider exercises editorial control. In contrast,
distributor liability is contingent on some scienter of the provider of the existence of illegal or
unlawful content.

Of course, the ruling not merely affected Prodigy but a far more extensive range of
providers. According to Kosseff, any involvement with user content introduced the risk to the
provider of becoming liable for user-provided information as a publisher under the S#atton
Oakmont ruling.”” As Klonick argues, Stratton Oakmont and Cubby “seemed to expose intermediaries
to a wide and unpredictable range of tort liability if they exercised any editorial discretion over
content posted on their sites.”*** All providers that moderate user-provided information could be
exposed to publisher liability. The St#ratton Oakmont ruling thus meant that providers that engage in
editorial control are exposed to liability for the content of all user-provided information. In and
outside the US, legal scholars are critical about what an internet under the S#atton Oakmont standard
would mean. Holding providers liable as a publisher would cause providers to refrain from
(voluntary) moderation, may cause providers to withdraw their services, and — ultimately — less
freedom of expression.”” Service providers that did engage in moderation could be held liable as
a publisher because they exercised some editorial control over the content of user-provided
information.

As discussed under Paragraph 3.1.3, the drafters of Section 230 wished to enable providers
to self-regulate by moderating the content of user-provided information on their services.** Their
proposal for Section 230 thus directly aimed to overturn the Stratton Oakmont ruling.*” Without
exempting providers from liability arising from moderation, the barrier for providers to engage in
self-regulation is too high.*® Section 230(c)(1) took down this barrier by shielding providers from
liability as a speaker or publisher of the content of user-provided information.”” Section 230
applies to every “interactive computer service”*’ dealing with third-party information.””' Note that

22 Cubby, Inc. v. CompuServe, Inc., 776 F.Supp. 135, 140 (§.D. New York 1991).

023 Kosseff, 2019, The Twenty-Sixc Words That Created the Internet, p. 506.

024 Klonick, “The New Governors: The People, Rules, and Processes Governing Online Speech’, Harvard Law Review,
2018, p. 1605.

25 Klonick, “The New Governors: The People, Rules, and Processes Governing Online Speech’, Harvard Law Review,
2018, p. 1605; Par. 4.10 of Wilman, 2020, The Responsibility of Online Intermediaries for Illegal User Content in the EU and
the US, p. 101.

626 Citron & Wittes, “The Internet Will Not Break: Denying Bad Samaritans § 230 Immunity’, Fordbam Law Review,
2017, p. 405.

627 Par. 4.10 of Wilman, 2020, The Responsibility of Online Intermediaries for Illegal User Content in the EU and the US, p.
101.

628 Perry & Zarsky, “‘Who Should Be Liable for Online Anonymous Defamation?’, University of Chicago Law Review
Dialogue, 2015.

029 47 USCA § 230(c)(1) (West 2018, Westlaw Next through PL 116-91).

030 Section 230 defines “interactive computer service” as “any information service, system, or access software
provider that provides or enables computer access by multiple users to a computer server, including specifically a
service or system that provides access to the Internet and such systems operated or services offered by libraries or
educational institutions.”, see 47 USCA § 230(f)(2) (West 2018, Westlaw Next through PL 116-91).

031 Gillespie, 2018, Custodians of the Internet, p. 33.
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both the provider and the user are exempted from liability for the content of third-party
information.”” According to Goldman, the courts extended this exemption from immunity to
diverse content categories with only a few exceptions codified in Section 230.°” T discuss these
exceptions in Paragraph 3.1.3. However, the general rule is that providers in the US under Section
230(c)(1) cannot be held legally liable — as publisher or speaker — for the content of user-provided
information.”*

Section 230 aimed to protect active providers who exercise editorial discretion while not
forcing passive providers to engage in moderation. Therefore, Section 230 provides protections to
a broad range of providers. Section 230 does not only apply to providers that offer a service
without any knowledge or involvement with the content of user-provided information. In one of
the first Section 230 cases in which plaintiffs sought to hold AOL (a service provider) liable for
the defamatory content of user-provided information on its service, the United States District
Court of the District of Columbia argued that

it would seem only fair to hold AOL to the liability standards applied to a publisher or, at least,
like a book store owner or library, to the liability standards applied to a distributor. But Congress
has made a different policy choice by providing immunity even where the interactive service
provider has an active, even aggressive role in making available content prepared by others.®3

While it may be counterintuitive for plaintiffs, Section 230 not merely shields passive providers
but also providers that are active in varying degrees. As the wording of Section 230 suggests, its
immunities do not apply to providers that are active in such a manner that they contribute to the
development of the content of the provided information themselves. Such conduct would cause
providers to forfeit Section 230 protections since this would cause the provider to become a

content provider itself.”*

As discussed in the following paragraphs, the line between these is
sometimes difficult to draw. After all, assuming too quickly that providers are responsible as a
developer for the content of user-provided information would render Section 230 protections

useless.

3.1.2 For what does Section 230 protect providers?

As noted in the previous paragraph, Section 230 offers a broad and (almost) unconditional
immunity for providers for liability arising from the content of user-provided information.
However, Section 230, regarding the question of what is protected, is hardly as clear and elegant
as some legal scholars wish it to be.””” Courts especially offer little clarity between the two
components of Section 230. Section 230(c)(1), as Wilman puts it, protects providers from under-
filtering (a hands-off approach), while Section 230(c)(2) protects providers from over-filtering (a
hands-on approach).”® T first discuss Section 230(c)(1) and then turn to Section 230(c)(2). The
focus, to recall, lies on liability for user-provided information or interventions on its content.

32 Barrett v. Rosenthal, 146 P.3d 510, 526-529 (Cal. S.C. 2000); Par. 4.18 of Wilman, 2020, The Responsibility of Online
Intermediaries for lllegal User Content in the EU and the US, pp. 104-105.

033 Goldman, 2020, ‘An Overview of the United States’ Section 230 Internet Immunity’, p. 158.

03 Goldman, 2020, ‘An Overview of the United States’ Section 230 Internet Immunity’, p. 159.

935 Blumenthal v. Drudge, 992 F.Supp. 44, 51-52 (D.D.C. 1998).

036 47 USCA § 230(f)(3) (West 2018, Westlaw Next through PL 116-91).

937 For example, Goldman, 2020, ‘An Overview of the United States’ Section 230 Internet Immunity’, p. 155.

638 Par. 4.16-4.17 of Wilman, 2020, The Responsibility of Online Intermediaries for 1llegal User Content in the EU and the US,
p. 104.
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Section 230(c)(1)
As noted, Section 230(c)(1) reads:

(c) Protection for “Good Samaritan” blocking and screening of offensive material
(1) Treatment of publisher or speaker

No provider or user of an interactive computer service shall be treated as the publisher or
speaker of any information provided by another information content provider.®3

%4 can rely on the

According to Goldman, three distinct criteria must be fulfilled before providers
immunities provided by Section 230(c)(1). First, the provider must qualify as a user or operator of
an interactive computer service.””’ As Goldman notes, “in practice [...] everyone online should
satisfy this first element.”** As set out in the previous paragraph, Section 230 shields users and
providers from liability for third-party content that they did not develop themselves. The second
criterion is that the plaintiff seeks to hold the provider responsible as a “publisher or speaker”. As
Goldman notes, this requirement is interpreted broadly by the courts. The courts include all causes
of action that rely on holding the provider responsible for the content of user-provided
information. When the user secks to hold the provider responsible for user-provided information
while using terminology such as “editor”, “publisher”, “distributor”, or “speaker”, the chances are
very high that the judge will side with the provider and dismiss the claim.* Of course, as long as
the content of the information originates from someone other than the service provider. The third
criterion is this: the provider cannot rely on Section 230 when it qualifies as the information
content provider. Service providers cannot rely on Section 230 when they are “responsible, in
whole or in part, for the creation or development of information provided”* since that would
render the service provider an information content provider itself. Section 230 protections only
apply to a “provider or user of an interactive computer service” for liability as a publisher or
speaker for “information provided by another information content provider”. Providers that
develop the content of the information itself thus cannot rely on the immunity provided by Section
230(c)(1). As a rule of thumb, Goldman distinguishes between information containing content
authored by employees of the provider and the content of user-provided information. Section
230(c)(1) does not apply to the first, while Section 230(c)(1) shields from liability for the latter.’*
Section 230(c)(1) renders knowledge of information with illegal or unlawful content

meaningless.**

The immunities provided by Section 230 also extend to providers aware of user-
provided information’s illegal or unlawful content — even when they are notified of its existence.*®’

In Zeran v. America Online, Inc. (1997), the Third Circuit argued that a notice-based liability system

639 47 USCA § 230(c)(1) (West 2018, Westlaw Next through PL 116-91).

640 Or users, but the focus in this dissertation lies on the service providers.

641 47 USCA § 230(f)(2) (West 2018, Westlaw Next through PL 116-91).

642 Goldman, 2020, ‘An Overview of the United States’ Section 230 Internet Immunity’, p. 158.

43 Barnes v. Yahoo!, Inc., 570 F.3d 1096, 1103-1104 (9th Cir. 2009); Barzel v. Smith, 333 F.3d 1018, 1027 (9th Cit.
2003); Zeran v. America Online, Inc., 129 F.3d 327, 331-334 (3rd Cir. 1997); Kosseft, 2019, The Twenty-Six Words That
Created the Internet, p. 93.

644 47 USCA § 230(f)(3) (West 2018, Westlaw Next through PL 116-91).

045 Goldman, 2020, ‘An Overview of the United States’ Section 230 Internet Immunity’, pp. 158-159.

46 Goldman, “Why Section 230 Is Better Than the First Amendment’, No#re Dame Law Review, 2019, p. 38.

047 Kosseff, 2019, The Twenty-Sixc Words That Created the Internet, pp. 93-95.
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requiring providers to review notices would “defeat the dual purposes advanced by § 230 of the
CDA”.*® The court argued that “liability upon notice reinforces service providers’ incentives to
restrict speech and abstain from self-regulation”.” The Third Circuit also mentioned that
providers receiving a notification would be incentivised to remove the user-provided information
in question by default to prevent liability. According to the Third Circuit, such a system would
have “a chilling effect on the freedom of Internet speech.”®’ Notice-based liability, thus, would
not be compatible with Section 230(c)(1). Such a liability regime imposes responsibilities on a
provider as publisher for the content of user-provided information, which is incompatible with
the wording and the purpose of Section 230.

Even the most far-reaching real-world harms may not break through the wall of immunity
provided by Section 230. For example, “negligence and gross negligence claims are barred by the
CDA, which prohibits claims against Web-based interactive computer services based on their
publication of third-party content.” ' A provider that does not verify the age of its users while
social media functionalities cannot be held liable for negligence or gross negligence when the
underage user meets with another user of the service and becomes the victim of sexual assault as
a result of this meeting.”* The other way around, an adult who uses a service to arrange a sex date
with someone thought to be an adult cannot sue the provider when the sex date turns out to be
underage.*”’

In Doe v. GTE Corp. (2009), the Seventh Circuit argued that “Congress is free to oblige web
hosts to withhold services from criminals (to the extent legally required screening for content may
be consistent with the first amendment)”.** Under current law, however, “a web host cannot be
classified as an aider and abettor of criminal activities conducted through access to the Internet.”*>
Plaintiffs sued GTE, the hosting service provider, because it hosted videos showing undressed
college athletes. The videos in which the plaintiffs appeared were secretly taped without their
consent.”® Section 230(c)(1) bars such a claim because the hosting service provider is held liable
as a publisher.”’” Ultimately, the plaintiffs seek to hold GTE liable for negligence, but they “do not
cite any case in any jurisdiction holding that a service provider must take reasonable care to prevent
injury to third parties.”*®

In a different case, Section 230 immunities did not apply. In Doe v. Internet Brands, Doe sued
Internet Brands because the company, according to Doe, knew that there were rapists active on

one of its model-scouting websites but failed to warn Doe and other users of their modus operandi.

648 Zeran v. America Online, Inc., 129 F.3d 327, 333 (3td Cir. 1997).

649 Zeran v. America Online, Inc., 129 F.3d 327, 333 (3td Cir. 1997).

050 Zeran v. America Online, Inc., 129 F.3d 327, 333 (3rd Cir. 1997); This is a recurring argument against the
introduction of all kinds of liability of Internet intermediaries for third-party content. An overview of empirical
studies regarding the overremoval of content by internet intermediaries can be found at Keller, 2020, ‘Empirical
Evidence of “Over-Removal” by Internet Companies Under Intermediary Liability Laws’.

51 Doe v. MySpace, Inc., 528 F.3d 413, 422 (5th Cir. 2008).

52 Doe v. MySpace, Inc., 528 F.3d 413, 420-422 (5th Cir. 2008).

053 Doe v. SexSearch.com, 502 F.Supp.2d 719, 727-728 (N.D.Ohio 2007); Doe v. SexSearch.cons, 551 F.3d 412 (6th Cir.
2008).

654 Doe v. GTE Corp., 347 F.3d 655, 659 (7th Cir. 2003).

55 Doe v. GTE Corp., 347 F.3d 655, 659 (7th Cir. 2003).

56 Doe v. GTE Corp., 347 F.3d 655, 656 (7th Cir. 2003).

957 Doe v. GTE Corp., 347 F.3d 655, 660 (7th Cir. 2003).

958 Doe v. GTE Corp., 347 F.3d 655, 661 (7th Cir. 2003).
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Doe argued before the court that because of this negligent failure to warn, Doe was drugged and
raped.”” The Ninth Circuit concluded that Section 230 does not immunises Internet Brands for
negligent failure to warn because “Jane Doe’s negligent failure to warn claim does not seek to hold
Internet Brands liable as the ‘publisher or speaker of any information provided by another
information content provider.”*"

As noted, Section 230(c)(1) excludes the development of the content of information by
the provider from the immunity provided by this section. The question then is when a provider
becomes a developer of the content of user-provided information. In case law, Section 230 is
interpreted to protect a wide range of activities. Even editing the content of user-provided
information does not cause the internet intermediary provider to forfeit its immunity under Section
230. The Ninth Circuit clarified in Bazzgel v. Smith (2003) when a provider could be held liable as an
internet content provider. According to the Ninth Circuit, the provider its involvement, before it
can be considered to be involved in the “development of information”,”"" must be “more
substantial than merely editing portions of an email and selecting material for publication.”*** As

the Ninth Circuit puts it

the exclusion of “publisher” liability necessarily precludes liability for exercising the usual
prerogative of publishers to choose among proffered material and to edit the material published
while retaining its basic form and message.®%3

Section 230 offers providers that engage in publisher activities regarding user-provided
information a shield from liability as a publisher. A dating website, thus, is not liable for the content
of the information provided by its users — even when a user chooses to submit the personalia of
someone else without this person’s consent.”* When providers engage in publisher activities, this
does not mean that they directly forfeit Section 230 immunities. Plaintiffs, thus, are required to
base a claim on something different than holding the provider liable as a publisher or speaker.

Another option is to demonstrate that a provider is “materially contributing”*®’

to the illegal or
unlawful content of user-provided information, which renders the provider a developer of this
content itself.

In Fair Housing Council of San Fernando 1 alley v. Roommates.com (2008), the Ninth Circuit

denied Section 230(c)(1) immunity because the provider was regarded to have developed the

959 Doe v. Internet Brands, Inc., 824 F.3d 846, 848-851 (9th Cir. 20106).

660 Doe v. Internet Brands, Inc., 824 F.3d 846, 851 (9th Cir. 2010).

661 47 USCA § 230(f)(3) (West 2018, Westlaw Next through PL 116-91).

662 Barzel v. Smith, 333 F.3d 1018, 1031 (9th Cir. 2003). Metely deleting some symbols or other portions of content
does not render the provider a developer of the content, see Ber Egra, Weinstein, and Company, Inc. v. America Online
Ine., 206 F.3d 980, 985-986 (10th Cir. 2000).

663 Batzel v. Smith, 333 F.3d 1018, 1031 (9th Cir. 2003).

64 In Carafano v. Metrosplash.com the 9th Cir. concluded that “despite the serious and utterly deplorable consequences
that occurred in this case” that the provider “did not play a significant role in creating, developing or ‘transforming’
the relevant information.” see Carafano v. Metrosplash.com, Inc., 339 F.3d 1119, 1125 (9th Cir. 2003). The difference
with Roommates is that in Carafano “the selection of the content was left exclusively to the user. The actual profile
‘information’ consisted of the particular options chosen and the additional essay answers provided.” see Carafano .
Metrosplash.com, Inc., 339 F.3d 1119, 1124 (9th Cir. 2003).

%65 Fair Housing Council of San Fernando 1 alley v. Roommates.com, .LC, 521 F.3d 1157, 1168 (9th Cit. 2008).
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content of the user-provided information.’® Roommates.com allowed usets to — as the name of
the website says — find roommates. The service asked a few questions about the user’s preferences
to help the user find a suitable roommate. These questions were mandatory. The user only could
answer these questions by choosing from predefined options. Questions were about sex, sexual
orientation, whether the subscriber has children and the sexual orientation of those living in the
house. Housing seekers had to specify whether they were willing to live with children or people
with a given sexual orientation. They could also exclude living with males or females from the
results.”’” Some of these questions were argued to violate federal or state laws against housing
discrimination. As the Ninth Circuit notes, “asking questions certainly can violate the Fair Housing
Act and analogous laws in the physical world”.*® The Ninth Circuit did not evaluate whether the
questions were indeed illegal but only whether Section 230(c)(1) immunities would shield
Roommates.com from liability for the content on its websites generated from these questions.*”
According to the Ninth Circuit, Section 230(c)(1) did not apply to Roommates.com conduct now

By any reasonable use of the English language, Roommate is “responsible” at least “in part” for
each subscribet’s profile page, because every such page is a collaborative effort between
h subscriber’s profile page, b y h pag llaborati ffort betwi

Roommate and the subscriber.670

Because Roommates.com required users to submit their preferences by answering questions from
a predefined list of options, Roommates.com is at least in part responsible for the profile pages
that are generated based on these questions.””’ The Ninth Circuit clarifies that the usage of

dropdown menus is not the problem:

A dating website that requires users to enter their sex, race, religion and marital status through
drop-down menus, and that provides means for users to search along the same lines, retains its
CDA immunity insofar as it does not contribute to any alleged illegality®’?

Roommates can be compared with Chicago Lawyers’ Committee for Civil Rights Under Law v. Craigslist
(2008), in which the Seventh Circuit granted Craigslist Section 230 immunity. According to the
Seventh Circuit, Craigslist did not “induces anyone to post any particular listing or express a
preference for discrimination”.”” As Roommates.com was immunised for the content users
entered in a free-text field captioned with “Additional Comments”,”* the Seventh Circuit
concluded that Section 230(c)(1) shielded Craigslist from liability for (potential) discriminatory
housing advertisements.”” While Roommates.com, in part, was considered a developer of the
content of the information provided by its users. Craigslist that did not use mandatory dropdown

menus with predefined options was not.

%66 Fair Housing Council of San Fernando 1 alley v. Roommates.com, I.LC, 521 F.3d 1157, 1166 (9th Cit. 2008); 47 USCA §
230(c)(1) and (£)(3) (West 2018, Westlaw Next through PL 116-91).

67 Fair Honsing Council of San Fernando 1V alley v. Roommates.com, LLC, 521 F.3d 1157, 1165 (9th Cir. 2008).

68 Fair Housing Council of San Fernando 1V alley v. Roommates.com, LLC, 521 F.3d 1157, 1164 (9th Cir. 2008).

69 Fair Housing Council of San Fernando 1 alley v. Roommates.com, 1.L.C, 521 F.3d 1157, 1164 (9th Cir. 2008).

70 Fair Housing Council of San Fernando 1 alley v. Roommates.com, 1.LLC, 521 F.3d 1157, 1167 (9th Cir. 2008).

7 Fair Housing Council of San Fernando 1 alley v. Roommates.com, 1.L.C, 521 F.3d 1157, 1165-1167 (9th Cir. 2008).
72 Fair Housing Council of San Fernando 1 alley v. Roommates.com, 1.LLC, 521 F.3d 1157, 1169 (9th Cir. 2008).

673 Chicago Lawyers' Committee for Civil Rights Under Law, Inc. v. Craigslist, Inc., 519 F.3d 666, 671 (7th Cit. 2008).

7% Fair Housing Council of San Fernando 1V alley v. Roommates.com, L.L.C, 521 F.3d 1157, 1172-1173 (9th Cir. 2008).
675 Chicago Lawyers' Committee for Civil Rights Under Law, Inc. v. Craigslist, Inc., 519 F.3d 666, 671-672 (7th Cir. 2008).
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Even when providers require users to provide information that can discriminate between
others or for illegal activities, this does not necessarily render the provider a developer. For
example, users can discriminate when searching for a date based on their preferences. These
preferences and the users’ personalia could be used to discriminate or for other illegal purposes.
However, the dating website provider cannot be said to contribute to such illegality by merely
asking these questions.®”

The Ninth Circuit in Roommates provided some insight into when services may cross the
line in contributing to illegality that causes them to lose Section 230(c)(1) immunity. For example,
providers steering users to use discriminatory criteria in search or notification systems may not
count on Section 230(c)(1) immunity.®”” Of course, this does not expose all search engines 