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Abstract

Over the past few years, a large number of prediction models have been published,

often of poor methodological quality. Seemingly objective and straightforward, pre-

diction models provide a risk estimate for the outcome of interest, usually based on

readily available clinical information. Yet, using models of substandard methodologi-

cal rigour, especially without external validation, may result in incorrect risk estimates

and consequently misclassification. To assess and combat bias in prediction research

the prediction model risk of bias assessment tool (PROBAST) was published in 2019.

This risk of bias (ROB) tool includes four domains and 20 signalling questions

highlighting methodological flaws, and provides guidance in assessing the applicabil-

ity of the model. In this paper, the PROBAST will be discussed, along with an in-

depth review of two commonly encountered pitfalls in prediction modelling that may

induce bias: overfitting and composite endpoints. We illustrate the prevalence of

potential bias in prediction models with a meta-review of 50 systematic reviews that

used the PROBAST to appraise their included studies, thus including 1510 different

studies on 2104 prediction models. All domains showed an unclear or high ROB;

these results were markedly stable over time, highlighting the urgent need for atten-

tion on bias in prediction research. This article aims to do just that by providing

(1) the clinician with tools to evaluate the (methodological) quality of a clinical predic-

tion model, (2) the researcher working on a review with methods to appraise the

included models, and (3) the researcher developing a model with suggestions to

improve model quality.

K E YWORD S

clinical epidemiology, epidemiology, evidence-based medicine, medical education, meta-
analysis

SUMMARY AT A GLANCE

Most published prediction models have limited clinical uptake, are not externally validated and

come with methodological issues. The PROBAST (Prediction model Risk Of Bias ASssessment
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Tool) guides the researcher writing a review, or the clinician interested in a model for risk calcu-

lation in a clinical setting. This review examines the aspects of bias in prediction research, and

provides information on the prevalence of bias in published models.

1 | INTRODUCTION AND BACKGROUND

Clinical prediction models are increasingly used for personalized medi-

cine as these models inform on the diagnosis or the expected course

of disease of individual patients. Two main groups of prediction

models exist: models predicting the current presence or absence of a

diagnosis (e.g., the WELLS score for screening for pulmonary embo-

lism), and models predicting an outcome in the future (e.g., the KFRE-

model for reaching end stage kidney disease in patients with chronic

kidney disease). The main difference between these diagnostic- and

prognostic models is the prediction timeframe, i.e. the time between

the moment of prediction (i.e., baseline) and the occurrence of the

outcome (respectively concurrent or in the future). After develop-

ment, the predictive performance of models is typically assessed by

discrimination and calibration: to what extent a model is able to differ-

entiate between patients who reach the outcome and those who do

not (discrimination), and to estimate a correct absolute risk (calibra-

tion) – concepts that are illustrated in more detail in Box 1.

BOX 1 Discrimination and calibration

Discrimination. Describes the models' ability to discriminate between events and nonevents (logistic models) or time-to-event (Cox pro-

portional hazard). It is typically evaluated with the area under the receiver operating curve (AUC or AUROC for logistic models) or

Harrel's C-statistic (for Cox proportional hazard models) for all possible pairs of nonevents and events. Below, we visualise the mecha-

nism behind discrimination in a sample of 20 participants, consisting of 10 nonevents (black) and 10 events (red). The model assigned a

higher probability to the events in 8 of the 10 pairs, but a lower probability in 2 of the 10 pairs (within the red box). Thus, the C-statistic

is 0.80 (if this was a logistic model)

.

Calibration. Describes the relation between the observed risks within the population, and the predicted risks. Ideally, these risk

would be equal in the entire range of predicted risks (from very low to very high risk patients). Typically, calibration is assessed by

calibration-in-the-large, which is the average of the predicted and the average of the observed risks. Alternatively, calibration plots

(below) can be constructed showing observed risk (y-axis) per decile of predicted risk (x-axis).

.
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The increased interest and use of prediction models is reflected

by the abundance of newly developed prediction models. For exam-

ple, we recently identified 77 models developed for ischemic stroke,1

and 42 models predicting kidney failure in patients with chronic kid-

ney disease (CKD).2 This already large number of models is exceeded

by far in other fields such as cardiovascular disease (estimated at

nearly 800 in 20153) and pulmonology (models on chronic obstructive

pulmonary disease estimated at more than 450 in 20194). There are

likely thousands of models in other fields published in bibliographic

databases, and the number of models is increasing steadily (Figure 1).

Unfortunately, most of these models have come with various method-

ological flaws, have limited clinical uptake and have not been exter-

nally validated, meaning that the performance was assessed in new

patients.5 Although many models have found their way into everyday

clinical practice, up until recently, no clear guidelines to assess a

model's quality existed.

Bias is usually defined as the presence of a systematic error

that may affect the study's validity. However, little empirical evi-

dence on the effects of bias in prediction research exists, and it is

unclear to what extent this definition of bias in the context of

aetiological research is applicable to prediction. As the validity of a

prediction model is tested in external validation, one way to look at

bias is as a systematic difference between the model's estimated

predictive performance in the development study, and the realised

predictive performance in the validation study. In particular, meth-

odological flaws in all stages of model development may result in a

too optimistic estimate of predictive performance in the develop-

ment cohort, which is not sustained in external settings.6 Optimism

of predictive performance is not without risk, as flawed predicted

risks will result in misclassification of the outcome (i.e., poor dis-

crimination) and inaccurate risk estimation (i.e., poor calibration).

Especially when the predicted risks of two separate outcomes are

compared, for example, the risk of ischemic stroke versus the risk

of therapy related bleeding, misclassification is worrisome: over-

prediction of ischemic stroke risk will result in an increased inci-

dence of bleeding, and vice versa.7 Yet, the seeming simplicity and

objectivity of prediction models – inserting clinical values that

result in a risk of the outcome – is attractive to facilitate individual-

ized patient care. Therefore, understanding of the potential pitfalls

of prediction modelling is essential.

The aim of the present article is to provide readers with tools to

appraise prediction models and assess their risk of bias (ROB) by dis-

cussing the recent publication of a ROB tool for prediction research.

Next, using a meta-review approach, we will illustrate the prevalence

of potential bias, and finally, we provide clear examples and illustra-

tions of commonly encountered mistakes.

2 | APPRAISING PREDICTION RESEARCH:
THE PROBAST

The Prediction model Risk Of Bias ASsessment Tool (PROBAST) was

published in 20198: it was designed as a general tool for critical

appraisal of a single prediction model study, and for the use in system-

atic reviews of prediction models. An elaboration, discussing the dif-

ferent domains and signalling questions was published separately.6 It

thus aimed to serve both the clinician that considers using a predic-

tion model, and the researcher developing a model or including

models in a systematic review or meta-analysis. The PROBAST con-

tains two main domains: ROB and applicability. The ROB domain,

which consists of four subdomains (participant selection, predictor

selection, outcome definition and analysis), was defined by the

authors as assessing what '(…) shortcomings in study design, conduct,

or analysis could lead to systematically distorted estimates of a

model's predictive performance'.6 The applicability domain addresses

concerns regarding '(…) the applicability of a primary study to the

review question can arise when the population, predictors, or out-

comes of the study differ from those specified in the review ques-

tion'.6 It consists of three subdomains (participant selection, predictor

selection, outcome definition), and although this domain was devel-

oped for systematic reviews, the topics discussed can also apply to

the use of prediction models in daily clinical practise. In total, the

PROBAST contains 20 signalling questions which can be scored with

low, unclear or high risk of bias, which in the end results in an overall

judgement of low, unclear or high risk of bias and applicability – see

Table 1. Below, we will discuss all subdomains of both ROB and

applicability.

2.1 | Risk of bias: four subdomains

The first ROB subdomain, the participants selection subdomain, con-

sists of two signalling questions and concerns the use of data sources

and how participants were selected, with some study designs

(e.g., observational cohorts or randomised controlled trials) at lower
F IGURE 1 The increase in the number of prediction studies in
PubMed (for the search string, see Data S1)
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ROB, and some at higher risk (e.g., case–control studies). In case–con-

trol studies, cases are sampled and compared to a selection of con-

trols; therefore the percentage of cases (and absolute risk of

becoming a case) does not reflect the true absolute risk. In addition,

the selection of participants should represent the target population:

the model should be developed in a population that is similar to the

population of its intended use. For example, models developed for

late-stage chronic kidney disease (CKD) should be used with caution

in early CKD, and vice-versa.9

The second ROB subdomain, the predictors selection subdomain,

consists of three signalling questions and covers the sources of bias

that may arise due to the definition and measurement of the predic-

tors. First, the predictors should be defined and assessed in the same

way for all participants (e.g., an issue if the predictor ‘body weight’
was self-reported for some participants and measured for others).

Furthermore, predictors should be assessed without knowledge of the

outcome, that is, the outcome should be blinded when predictors are

measured. In prospective research, predictor blinding is usually not an

issue as the outcome is unknown at the moment predictors are

established (e.g., future dialysis is not known when disease history is

assessed). Finally, as a model should be usable in daily practise, all pre-

dictors should be available at the time of prediction. Although this

TABLE 1 The domains and signalling questions of the PROBAST for assessment of risk of bias and applicability. Data presented with
permission of Wolff, coauthor of the PROBAST

Signalling questions

1. Participants 2. Predictors 3. Outcome 4. Analysis

Risk of bias 1.1. Were appropriate data

sources used, for example,

cohort, RCT, or nested

case–control study data?

2.1. Were predictors defined

and assessed in a similar

way for all participants?

3.1. Was the outcome

determined appropriately?

4.1. Were there a reasonable

number of participants with

the outcome?

1.2. Were all inclusions and

exclusions of participants

appropriate?

2.2. Were predictor

assessments made without

knowledge of outcome

data?

3.2. Was a prespecified or

standard outcome definition

used?

4.2. Were continuous and

categorical predictors

handled appropriately?

- 2.3. Are all predictors available

at the time the model is

intended to be used?

3.3. Were predictors excluded

from the outcome

definition?

4.3. Were all enrolled

participants included in the

analysis?

- - 3.4. Was the outcome defined

and determined in a similar

way for all participants?

4.4. Were participants with

missing data handled

appropriately?

- - 3.5. Was the outcome

determined without

knowledge of predictor

information?

4.5. Was selection of

predictors based on

univariable analysis avoided?

- - 3.6. Was the time interval

between predictor

assessment and outcome

determination appropriate?

4.6. Were complexities in the

data (e.g., censoring,

competing risks, sampling of

control participants)

accounted for

appropriately?

- - - 4.7. Were relevant model

performance measures

evaluated appropriately?

- - - 4.8. Were model overfitting,

underfitting, and optimism

in model performance

accounted for?

- - - 4.9. Do predictors and their

assigned weights in the final

model correspond to the

results from the reported

multivariable analysis?

1. Participants 2. Predictors 3. Outcome 4. Analysis

Applicability Included participants or setting

does not match the review

question

Definition, assessment, or timing of

predictors does not match the review

question

Its definition, timing, or

determination does not match the

review question

-
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seems rather obvious, it is not uncommon to encounter models that

include predictors available only after the moment of prediction, and

thus not usable in a clinical setting.

The third ROB subdomain of the PROBAST is the outcome sub-

domain. It consists of six signalling questions that may point towards

sources of bias in the outcome definition. First, the outcome should

be determined appropriately: misclassification of the outcome will

yield biassed regression coefficients. Next, the outcome should be a

prespecified or standard outcome, avoiding the risk of cherry-picking

an outcome that yields the best model performance. Ideally, the out-

come should not include predictors in any way. Though this sounds

reasonable, this is often violated: for example, several kidney failure

models define this outcome as an eGFR level below a certain thresh-

old, but meanwhile included eGFR as predictor.2 Incorporation bias,

that is, inclusion of predictors in the outcome may result in over-

estimation of the relation between the predictor and the outcome,

and thus an overly optimistic predictive performance.6 Clarity of out-

come definitions is key: objective outcomes, such as a histological

biopsy proving the presence or absence of disease, or survival versus

nonsurvival, are less susceptible to bias than outcomes that require

more interpretation of data. Obviously, if no objective outcome can

be used, the outcome should be defined with such clarity that replica-

tion in a validation study, or application in the clinical field is possible.

Next, this outcome should be defined and determined in a similar way

for all participants. Consistent outcome definitions may be problem-

atic in the setting of multi-centre studies, where centres use different

methods to assess the outcome (e.g., the presence of an ischemic

stroke using a CT-scan or MRI – whichever is available). If the end-

point is a composite of multiple outcomes, these individual compo-

nents should be identical for all participants – a topic that will be

discussed in more detail in Example 2. Lastly, the time interval

between the predictor assessment and the outcome determination

should be appropriate to capture the clinically relevant outcome.

The final ROB subdomain concerns the analysis. It consists of nine

signalling questions which may point to flaws in the statistical

methods.6 First, in Example 1, we will discuss the number of events in

relation to overfitting, especially in a setting with a limited number of

events and a large number of candidate predictors. Next, continuous

predictors should not be dichotomized or categorised, as this will

result in loss of information, which in turn may lead to risk estimates

which are imprecise. Additionally, if categorisation cut-off points are

based on the development dataset, for example, by using methods to

identify the optimal cut-off point, the model will be overfit and biased.

The next signalling question concerns the enrolment of participants in

the analysis; excluding participants with outliers will likely result in

bias. Furthermore, missing data – which is different from selective in–

or exclusion – should be dealt with appropriately, preferably using

multiple imputation instead of complete-case analysis.10 It should be

noted that studies that do not mention missing data, or methods to

deal with it, likely have conducted a complete-case analysis (and are

thus at increased ROB) since most statistical packages automatically

exclude participants with any missing information. Next, predictor

selection and accounting for competing risks and censoring should be

done in a correct fashion, for example, when developing a prediction

model for reaching end stage kidney disease in patients with chronic

kidney disease, the competing risk of death is obvious and should be

accounted for.2 To evaluate the predictive performance – both in

development and validation studies – performance measures such as

discrimination and calibration should be presented in the study.

Finally, all regression coefficients, including the baseline risk or model

intercept, should be reported to allow the model to be used or exter-

nally validated. Many studies lack reporting baseline risk or model

intercept. In addition, the presented regression coefficients should be

in line with the coefficients of the final model, which may not be the

case if authors retained only significant predictors of the multivariable

analysis in their model, but did not re-estimate the coefficients in the

smaller model. Alternatively, authors may present a risk score, where

coefficients are rounded, thus losing information.

2.2 | Assessing applicability of prognostic models

In addition to ROB assessment, the PROBAST includes signalling

questions to assess the applicability of existing prognostic models for

systematic reviews. Though developed for the use of systematic

reviews of prediction models, we believe these subdomains are also

of relevance in daily clinical use or in the setting of an external valida-

tion study.

The first subdomain of the applicability section of the PROBAST,

the participant subdomain, considers to which extent the population in

the development studies matches the participants in the review – or

the clinical setting. Development studies on populations from clinical

trials, for example, need consideration: are the patients included in

these trials comparable to the clinical setting, or are they healthier

due to strict exclusion criteria? Furthermore, it is common for individ-

uals enrolled in trials to be more involved in their health (i.e., healthy-

user bias) which, in combination with the inclusion criteria, may result

in limited external validity. Finally, models may be validated in a differ-

ent specific population than intended: for example, we validated

models for ischemic stroke in patients with CKD and dialysis

patients.1,7 If the clinical rationale to do so is sound, and the model

performs well, applicability may not be an issue, despite the difference

in development and validation settings.

Differences in the heterogeneity of the study populations may

result in differences in predictive performance. The next subdomain

concerns the applicability of predictors, focussing on the differences in

definitions, assessment or timing of predictors between the develop-

ment study and the clinical setting. For example, a model using labora-

tory values as predictor is less applicable in a primary care setting,

where blood sampling is not part of standard care. Or, alternatively, if

the development study uses a predictor which value is assessed using

specialised methods not routinely available, implementation in a clini-

cal setting where this predictor is assessed using routine methods will

likely result in poorer predictive performance.

The final subdomain concerns the applicability of the outcome.

Again, as with the predictor definitions, differences in outcome
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definition between validation studies or the outcome of interest in

the clinical practise will likely influence the predictive performance.

Concerns on applicability regarding the outcome may arise if the pre-

cision of the assessment methods of the outcome differs (similarly as

with applicability of predictors), but composite outcomes may also

result in applicability concerns (see Example 2).

EXAMPLE 1. In depth reviewof risk of bias due to pre-

dictor selection

The first step of model development concerns the

selection of variables predicting an outcome – either

predictors with a known aetiological relation or without

(e.g., compare three different predictors for death: grey

hair, advanced age, and telomere length – all three

describe the relation of ageing with death, but with dif-

ferent degrees of causality). ROB regarding predictors is

assessed in three subdomains of the PROBAST: the pre-

dictor definitions should be clear (predictor subdomain),

predictors should not be used as or be part of the out-

come (outcome subdomain), and the selection of predic-

tors should be done in an appropriate manner (analysis).

We will focus on the selection of candidate predictors

for inclusion in the model, and discuss overfitting as a

consequence of suboptimal selection methods in more

detail.

It is common to encounter development studies that selected

predictors from a list of candidate predictors by means of univariable

selection: predictors with a statistically significant relation with the

outcome are retained and included in the multivariable model. In

univariable selection, predictors are selected based on their individual

relation with the outcome, whilst in multivariable selection the

strength of this relation is estimated in context with the other predic-

tors. This univariable selection method may result in falsely rejecting

predictors which may not have been statistically significant univariably

but would be in a multivariable analysis, leading to poorer predictive

performance. In addition, it is susceptible to singularities in the data

leading to overfitting and thus optimism– which is a major problem in

prediction research. Overfitting essentially describes a prediction

model fitting the development data to precisely, as depicted in Fig-

ure 2. Although the model will show good predictive performance in

this dataset, outside this sample, the performance will be poor, as the

model does not reflect the underlyingstructure of the data. Overfitting

can arise at many steps. We have discussed overfitting in relation to

dichotomisation with data-driven cut-offs and data-driven selection

methods, amongst others. Another commonly encountered cause is

the sample size. The number of candidate predictors from which the

final predictors are selected should be in proportion to the number of

events or nonevents (whichever is smaller).

Several methods have been developed to reduce the risk of over-

fitting. For predictor selection, one method is to preselect predictors

based on clinical knowledge or literature. Alternatively, data-driven

methods such as backward selection may be performed. For this itera-

tive method, a predefined cut-off for significance is used for in- and

exclusion of predictors, and the regression components are re-

estimated after each elimination. For adequate sample seizes, rules of

thumb have been propagated: for Cox- and logistical modelling, 10 to

20 events per candidate predictor (e.g., meaning that, if the sample

size exists of 40 events and 300 nonevents, only 2–4 candidate pre-

dictors can be used) have been suggested as appropriate sample sizes.

Although the technical aspects of sample size calculations in predic-

tion research are beyond the scope of this paper, this rule of thumb –

F IGURE 3 Aggregated overview of the risk of bias in 1039
prediction models with complete data (as assessed with the
PROBAST in 50 systematic reviews)

F IGURE 2 Model fitting illustrated. Different types of fit in

candidate predictor selection, illustrated by two hypothetical samples
of n = 30: a development cohort on the left, and a validation cohort
on the right. Dots indicate the outcome risk for the predictor value
(black dots in the development cohort; red dots in the validation
cohort); the blue line indicates the fitted model. BMI; Body Mass
Index
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appealing because of its simplicity – has been under critique since it

was proposed in the 1990s. New and more accurate methods for

sample size calculation in prediction model development studies have

been proposed recently.11 Finally, shrinkage of the model's coeffi-

cients, or internal validation (i.e., statistically simulating an external

validation in the development cohort) may be conducted. However, it

can be argued that the most important step for assessing and

recognising bias in prediction models is external validation: testing the

capabilities of the model outside the population it was developed in.

EXAMPLE 2. Concerns of applicability and ROB due to

composite outcomes

Composite outcomes are commonly used in predic-

tion models: they allow developers to increase the number

of events, and consequently the statistical power.1 In the

PROBAST, the authors acknowledge in two signalling

questions that composite outcomes may lead to bias: as

discussed above, a composite outcome should be defined

beforehand and should not be adjusted based on the pre-

dictive performance. Next, the results of the individual

components of the outcome should be combined in the

same way for all participants. In addition, in our opinion,

the clinical use should also be taken into consideration

when developing a model. Take for example prediction

models on the risk of ischemic stroke – a risk that should

be weighed against the risk of therapy related bleeding.

Whilst inclusion of systemic embolus may be defendable

from a clinical perspective, inclusion of haemorrhagic

stroke in the composite outcome is odd, but encountered

nonetheless.1 Ideally, for these two entirely different out-

comes, a predicted risk should be calculated and then

weighed: if the risk of stroke is higher than bleeding, anti-

coagulation may be prescribed or vice versa, withheld.

Composite outcomes combining events that require differ-

ent prevention strategies (e.g., death and dialysis in chronic

kidney disease,2 death and retransplantation after cardiac

transplantation12) should be used with caution: if a high

risk of the composite outcome is predicted, should the cli-

nician counsel the patient for dialysis or retransplantation,

or discuss conservative therapy?

2.3 | PROBAST: a meta-review on the prevalence
of bias

To illustrate the ROB of currently available prediction models, we con-

ducted a systematic literature search, identifying systematic reviews

that used the PROBAST for risk of bias appraisal (methods detailed in

Data S1). One year after its publication, after removal of duplicates, we

F IGURE 4 R Risk of bias of 1039 prediction models extracted from 50 systematic reviews with complete data as assessed with the
PROBAST, stratified per year of publication and domain. Nine hundred and eighty five models presented information on the bias domains, and
560 presented information on the applicability domains. The trend is indicated by a fitted LOESS trendline with 95% confidence interval. For
clarity, data points are jittered on the y-axis, by adding a Gaussian error with a standard deviation of 0.1
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identified 151 articles that cited the PROBAST, of which 50 systematic

reviews that used the PROBAST for ROB assessment, including in total

1510 studies on 2104 models (1458 development- and 646 validation

studies), see Data S1, Table S1. All of the 50 reviews presented infor-

mation on ROB; 17 did not present information on applicability. Eight

reviews did not present data on bias per individual study and were

therefore excluded for the analysis of ROB over time. In total, of the

2104 identified models in these 50 reviews, information of ROB per

domain was presented for 1039 (47%) studies (see for these models

Data S1, Table S2). Overall, ROB was judged by the authors of these

reviews as high: of the 1039 studies with complete information on

ROB, 25% scored a high ROB in participant selection, 18% scored a

high risk on predictor selection, 31% of the studies scored a high risk on

the domain outcome, whilst 69% scored a high ROB in the analysis

domain (Figure 3, upper panel). When stratifying the ROB for the publi-

cation year of the included individual models (range 1966–2020), thus

allowing visualisation of trends in ROB over time, two points become

clear: (1) the recent increase in prediction models, with 72% (716) of

the included models published in the last 10 years and (2) though the

ROB for the participant and outcome domains decreased somewhat

over time, the ROB in the analysis domain remained high (Figure 4).

2.4 | Perceived gaps

Although the PROBAST, and especially the accompanying elaboration

article, covers most ROB and applicability issues that may be encoun-

tered, some topics receive relatively little attention, especially regarding

applicability of models in a clinical- or research setting. Though most

models present information on discrimination, information on calibration

is often omitted: when adapting treatment based on the absolute risk

estimate, the precision of this risk estimate is essential. We suggest that

models offering incomplete information on calibration should be reg-

arded at high concern for applicability in clinic. Another topic concerns

the prediction horizon: the duration of time in which the outcome could

occur. The length of this prediction horizon is obviously dependent on

the outcome: early warning scores predicting adverse outcomes during

hospital stays will have shorter prediction horizons than risk of death

due to diabetes. Regardless, the prediction horizon should be predefined

(e.g., respectively at 3 days or 5 years), else clinical use or external valida-

tion is limited, as it is uncertain to what timeframe the predicted risks

apply. Finally, models should present their risk estimation as an absolute

risk (i.e., cumulative incidence), ideally corrected for competing risks. It is

not uncommon however to encounter models presenting a hazard rate

or event rate (i.e., events per person-years) instead of an absolute risk,

making risk estimation and calibration cumbersome if not impossible.

3 | SUMMARY AND CONCLUSIONS

Prediction models are promising for individualized medicine but

the overwhelming quantity and often poor quality have limited

implementation in clinical practise. The PROBAST, a checklist

designed to estimate ROB and assess applicability, helps the reader

to determine the quality of a prediction model. This tool was well-

received, as demonstrated with the already large number of sys-

tematic reviews using it just 1 year after publication. By analysing

these systematic reviews, we were able to illustrate the abundance

of prediction models, and demonstrate the trends in ROB and

application over time – especially so in the analysis domain. Our

review of the PROBAST, together with the elaboration paper by

the authors, may serve both the clinician looking to implement a

model in daily practise, the researcher that aims to develop or vali-

date a model, and the researcher conducting a systematic review

on prediction models.
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