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Abstract

Objectives: Epidemiologic studies often suffer from incomplete data, measurement error (or misclassification), and confounding. Each
of these can cause bias and imprecision in estimates of exposure—outcome relations. We describe and compare statistical approaches that
aim to control all three sources of bias simultaneously.

Study Design and Setting: We illustrate four statistical approaches that address all three sources of bias, namely, multiple imputation
for missing data and measurement error, multiple imputation combined with regression calibration, full information maximum likelihood
within a structural equation modeling framework, and a Bayesian model. In a simulation study, we assess the performance of the four ap-
proaches compared with more commonly used approaches that do not account for measurement error, missing values, or confounding.

Results: The results demonstrate that the four approaches consistently outperform the alternative approaches on all performance met-
rics (bias, mean squared error, and confidence interval coverage). Even in simulated data of 100 subjects, these approaches perform well.

Conclusion: There can be a large benefit of addressing measurement error, missing values, and confounding to improve the estimation
of exposure—outcome relations, even when the available sample size is relatively small. © 2020 The Authors. Published by Elsevier Inc.

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Keywords: Data analysis; Confounding; Measurement error; Missing data; Simulation; Regression calibration; Imputation; Regression

1. Background

Researchers in epidemiology often aim to make infer-
ences about causal relations between an exposure and a
health outcome while analyzing observational data that
are incomplete, contain measurement error (and misclassi-
fications), and are subject to confounding, which are among
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the important analytical obstacles that prohibit making
direct causal claims. These sources of bias will likely only
become more prevalent and important in epidemiology with
increasing use of data that were not collected primarily for
scientific research, such as insurance claims databases and
electronic health records [1,2].

Solutions to alleviate the consequences of incomplete
(or missing) data, measurement error, and confounding
have been proposed, some of which are widely imple-
mented in epidemiologic literature. For instance, to account
for missing values, approaches include likelihood-based
methods [3,4], Bayesian models [5], and multiple imputa-
tion [6,7]. To account for measurement error or misclassifi-
cation, likelihood-based methods [8], Bayesian models [9],
multiple imputation [10,11], and regression calibration [12]
have been proposed, among others. And to account for con-
founding, one could apply matching, stratification [13],
propensity score methods [14], and multivariable regression
adjustment [15,16], to name a few. Some of these methods
can be applied sequentially to account for a combination of
missing data, measurement error, and confounding. For
instance, multiple imputation to account for missing data
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What is new?

Key findings

e In a simulation study, four analysis strategies were
shown to be able to effectively correct for the pres-
ence incomplete data, measurement error and con-
founding, even in settings where the dataset was
relatively small (N = 100).

e The proposed methods are all effective in reducing
bias and differ primarily in their statistical
efficiency.

What this adds to what is known?

e Approaches that aim to correct for incomplete
data, measurement error as well as confounding
remain rarely applied. This article proposes, de-
scribes and evaluates four approaches that make
use of an internal validation set to correct for mea-
surement error.

What is the implication and what should change
now?

e Incomplete data, measurement error and confound-
ing are common sources of bias in epidemiologic
research, which often require statistical adjustment
to valid causal inference. Given that epidemiologic
studies commonly suffer from all three issues, sta-
tistical solutions as discussed in this article should
be considered more often in epidemiologic
research practice.

may precede the development of a multivariable regression
model to adjust for confounding or the development of a
propensity score model to be used for marginal structural
modeling [17]. As we will illustrate, Bayesian and fre-
quentist methods exist that allow for the specification of
separate models for the missing data, measurement error,
and exposure—outcome models to be estimated simulta-
neously (i.e., iteratively) instead of in a sequential order.

Despite the availability of methodology, it appears that
methods to adjust for missing data and measurement error
have not yet found their way into epidemiologic research
practice. Complete case analysis remains the most
commonly used technique in epidemiology [4], ignoring
potentially valuable observed information by excluding
subjects with incomplete observations. Measurement
error—while often discussed as an important study
limitation—remains rarely accounted for in epidemiologic
data analyses [18—20]. It is therefore unsurprising that
the applications of combined methods to address all three
aforementioned sources of bias are rare in the epidemio-
logic literature.

In this article, we illustrate and study the performance of
combinations of analytical methods (i.e., analysis strate-
gies) that aim to account for incomplete data, measurement
error, and confounding when  estimating the
exposure—outcome relation either by applying multiple
correcting methods consecutively and in a specific order
or addressing all issues simultaneously. We will limit our-
selves to analysis strategies that can be used when out-
comes are measured on a continuous scale.

2. Illustrative example: effect of dietary fat intake on
systolic blood pressure

We illustrate the possible impact of inadequate control of
confounding, measurement error, and missing data using an
example of a study of fat intake and blood pressure.

We used data from the 2003—2004 National Health and
Nutrition Examination Survey on 2,075 subjects with 24-
hour and 30-day recall measurements to obtain an estimate
of the effect of dietary fat intake on systolic blood pressure.
Twenty-four-hour recalled total fat intake measured in grams
was taken as the exposure variable of choice. We anticipate
the 24-hour recall of fat intake is subject to less recall bias,
which we assume will be the major source of measurement
error in 30-day recall of dietary fat intake. We assumed that
the causal assumptions (details in Appendix) were met by
conditioning on age in years, gender, diastolic blood pres-
sure, and body mass index (BMI), which was computed
from weight in kilograms and height in centimeters
measured by a trained health technician. Systolic and dia-
stolic blood pressures were computed as the average of three
subsequent measurements (in mm Hg) administered by a
trained examiner. Details for each of the measurements are
given on the National Health and Nutrition Examination
Survey website (https://www.cdc.gov/nchs/nhanes/). We
emphasize that this illustrative example is simplified, and
thorny issues such as BMI being a possible intermediate var-
iable on the pathway from fat intake to the outcome and
measurement error present in systolic and diastolic blood
measurements are not further considered.

We first estimated the crude effect (i.e., unadjusted for
potential confounders) of exposure, estimated by (ordinary
least squares) linear regression with log-transformed total
fat intake as the exposure variable of interest and systolic
blood pressure as the outcome variable. Total fat intake
measured by the 24-hour-recall was treated as the gold
standard (GS) measurement for total fat intake. To evaluate
the robustness of the results to measurement error in total
fat intake, we replaced the GS measurement with error-
prone measurements of 30-day self-reported total fat
intake. Pearson’s correlation between the GS 24-h recall
and error-prone 30-day average total fat intake was 0.89
(95% confidence interval [CI]: 0.88—0.89). The effect of
incomplete data was illustrated by re-estimating the regres-
sion on only the subjects with complete information on
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Table 1. Estimates of the relation between dietary fat intake and blood pressure in National Health and Nutrition Examination Survey (2003—2004)

95% Confidence interval

Total fat intake Confounding adjustment Complete case analysis Estimate (in mm Hg) Lower bound Upper bound N

24-h recall Crude effect No 9.15 6.29 12.02 2,075
30-d average Crude effect No 8.01 5.21 10.80 2,075
30-d average Crude effect Yes 7.51 4.68 10.34 2,018
30-d average Adjusted Yes 4.21 1.95 6.47 2,018

exposure, outcome, and confounders (i.e., the complete
cases). Multivariable regression adjustment was performed
by adding the confounding variables (age, BMI, gender,
and diastolic blood pressure) as linear effects in the regres-
sion of systolic blood pressure on total fat intake.

The estimated crude exposure effect corresponded to a
9.15 mm Hg (95% CI: 6.29—12.02) increase in blood pres-
sure for every l-unit increase in log-transformed total fat
intake (Table 1). Replacing the exposure of interest with
30-day average total fat intake resulted in a decrease of
the effect to 8.01 mm Hg (95% CI: 5.21—10.80) increase
in blood pressure for every l-unit increase. This effect
further reduced (7.51 mm Hg, 95% CI: 4.68—10.34) when
estimated using information about the 2,018 complete cases
only. Multivariable regression adjustment for confounding
using information about the complete cases and with expo-
sure defined by 30-hour total fat intake resulted in a further
reduction in the effect to 4.21 mm Hg (95% CI: 1.95—6.29)
increase in blood pressure for every 1-unit increase in log-
transformed total fat intake.

Although each of the previously mentioned analyses suf-
fers from different degrees of bias, none should be consid-
ered a preferred method of analysis for these data. Instead,
this example illustrates the sensitivity of estimated expo-
sure effects to confounding, incompleteness of data, and
measurement error. In settings where all three of these is-
sues occur to a relevant degree, which we consider is often
the case in epidemiologic research, solutions that handle
only one or two of them are unlikely to provide unbiased
results.

3. Simulation
3.1. Simulation setup

We conducted a simulation study to investigate to what
extent confounding, incompleteness, and measurement er-
ror can be accounted for by various analysis strategies.
The outcome data, Y, without measurement error and
incompleteness, are assumed normally distributed, given
exposure status (A) and P confounder values (L): Y |
AL ~ N(By+B.A + B, L1+ -+ BypLp, 0*). For the
exposure effect, 8., a natural estimator is §, in the ordinary
least squares linear regression: E[Y|A,L]= By + B.A +
Bril1 + -+ + BrpLp, assuming linearity of exposure and
confounder effects and absence of interactions. The

exposure status of primary interest (A) is measured and
available for a random validation subsample of size
N* < N. We assume that a surrogate measurement of expo-
sure, A* with nondifferential measurement error is
measured and available for every of N units (i.e., simulated
subjects). Furthermore, we assume there are missing values
on R data points in the confounding variable L;. These are
introduced such that the missingness is dependent on the
surrogate (or error-prone) exposure status (A*) and
outcome status (Y) and a different confounding variable
(L,). This missing data mechanism satisfies the missing
at random assumption.

For the simulation study, exposure and confounder data
were sampled from a multivariate normal distribution with
standard deviation 1 and equal pairwise correlations. The
value of the effect of exposure, §,, was arbitrarily set to
10. The correlations and number of confounding variables
were varied between 0.05 and 0.40 and 2 and 6, respec-
tively. The value of the residual variance (¢?) was deter-
mined by the coefficient of determination (Rz), which
was varied between 0.10 and 0.30, as detailed in
Supplementary Material 1. The total sample size varied be-
tween 100 and 2,000, and the percentage of missing values
on L; was set to 30%. The size of the random validation
subset varied between 10% and 30% of the total sample
size.

In total, 100,000 simulation data sets were created by
randomly drawing values for the simulation factors, with
equal probability for integer-valued factors (number of con-
founders and sample size) and for the other factors from a
uniform distribution with limits as outlined previously and
summarized in Table 2. To simulate the effects of ignored
incompleteness, measurement error, and confounding, we
varied the expected attenuation, i.e., the percentage bias
in the estimator of exposure toward the null effect, for each
of the effects between —1% and —50%, by adjusting the
data-generating mechanisms accordingly (Supplementary
Material 1). The expected biases were in the same direction
by design to avoid they would cancel each other out. Simu-
lation results are presented as averages over the simulated
data sets. Relative bias, empirical standard errors, mean
squared error, 95% CI (credible interval for the Bayesian
model) coverage, and Monte Carlo standard errors, which
provide estimates of the standard errors of these estimated
simulation outcomes, were calculated as detailed in a study
by Morris et al. [35].
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Table 2. Simulation factors and ranges

Values

Simulation factors Symbol Minimum Maximum
Sample size N 100 2,000
Model explained variance in Y R? 10% 30%
Pairwise correlations exposure and p 0.10 0.40

confounders
Confounding

Bias due to ignored confounding A —1% —-50%

Number of confounding variables P 2 6
Measurement error exposure variable

Bias due to ignored measurement error A —1% —50%

Size of internal validation subset N* 10% of N 30% of N
Missing values

Bias due to ignored missing values K —1% —50%
3.2. Analysis strategies e VALD: adjustment for confounders, using true expo-

sure (A), selection of complete cases within the vali-

On each generated data set, we applied 10 different dation subsample.

analysis strategies (Table 3). For reference, we applied

a hypothetical GS, where the true exposure status and Wald-based 95% CIs were constructed for the parame-
confounders are fully observed and the confounder ters of each of the models. Note that none of these models
adjusted exposure effect could be estimated by the fully account for confounding, incomplete data, as well as
linear regression, regressing the outcome on the exposure measurement error.
(A) and the confounders (L,, ..., L,). For reference, We also implemented three approaches in which multi-
we also considered the following linear regression ple imputation by chained equation was used to account
models: for incomplete data [36]. We considered the following
approaches:
e CCUN: crude effect of error-prone exposure (A *), no
confounding adjustment, selection of complete cases e MIMD: imputing the missing values on L, followed
only; by linear regression with adjustment for confounders,
e CRUD: crude effect of error-prone exposure (A *), no using error-prone exposure (A¥*);
confounding adjustment; o MIME: imputing the missing values on L; and on A,
e LADIJ: adjustment for confounders, using error-prone followed by linear regression with adjustment for
exposure (A*), selection of complete cases only; confounders, using true exposure (A);

Table 3. Analysis strategies for epidemiologic studies that face incomplete data, measurement error, and confounding

Description Incomplete data Measurement error Confounding Sequential or simultaneous adjustment

GS Not applicable Not applicable I Not applicable Reference: theoretical gold standard

CRUD Not applicable X X Not applicable Crude effect estimates of exposure

CCUN X X X Not applicable Crude effect in confounder data complete
cases

LADJ X X % Not applicable Confounder adjusted

VALD X 7 %4 Not applicable Confounder adjusted in validation subset

MIMD % X %4 Sequential Imputation of missing confounder data

MIME 7 174 7 Sequential Imputation of confounder and true
exposure data

MIRC % 7 % Sequential Imputation confounder and regression
calibration

FIML = 7 7 Simultaneous Full information maximum likelihood

BAYES v 7 4 Simultaneous Bayesian model

X = no, » = yes.
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empirical standard error, mean squared error, and 95% confidence interval coverage (coverage) with MCSE

Empirical standard

95% Confidence

Relative hias error Mean squared error interval coverage
N Model Est (%) MCSE Est MCSE Est MCSE Est (%) MCSE
100—-700 GS —0.18 0.01 0.00 0.00 2.35 0.01 95.15 0.07
CRUD —42.91 0.03 0.01 0.00 22.40 0.03 16.76 0.12
LADJ —45.87 0.03 0.02 0.00 26.09 0.04 23.72 0.13
MIMD —-25.88 0.02 0.01 0.00 10.51 0.02 43.96 0.16
MIME 1.61 0.01 0.01 0.00 7.13 0.04 94.34 0.07
FIML 0.69 0.01 0.01 0.00 6.86 0.06 93.85 0.08
MIRC -0.23 0.01 0.01 0.00 4.16 0.02 92.20 0.08
BAYES 0.19 0.01 0.01 0.00 3.85 0.02 95.06 0.07
700-1,400 GS —0.03 0.01 0.00 0.00 0.71 0.00 95.10 0.07
CRUD —42.64 0.03 0.01 0.00 20.89 0.03 4.57 0.07
LADJ —45.73 0.03 0.02 0.00 24.20 0.03 8.28 0.09
MIMD —25.50 0.02 0.01 0.00 9.02 0.02 26.84 0.14
MIME 1.07 0.01 0.00 0.00 1.80 0.01 93.94 0.08
FIML 0.19 0.01 0.00 0.00 1.60 0.01 94.72 0.07
MIRC —0.09 0.01 0.00 0.00 1.18 0.00 92.19 0.08
BAYES 0.02 0.01 0.00 0.00 1.08 0.00 94.93 0.07
1,400—2,000 GS —0.01 0.00 0.00 0.00 0.42 0.00 95.03 0.07
CRUD —-42.67 0.03 0.01 0.00 20.73 0.02 2.29 0.05
LADJ —45.86 0.03 0.02 0.00 24.03 0.03 4.88 0.07
MIMD —25.54 0.02 0.01 0.00 8.84 0.01 20.76 0.13
MIME 0.82 0.01 0.00 0.00 1.03 0.00 94.41 0.07
FIML 0.23 0.01 0.00 0.00 0.93 0.00 94.87 0.07
MIRC 0.04 0.00 0.00 0.00 0.69 0.00 92.31 0.08
BAYES 0.08 0.00 0.00 0.00 0.64 0.00 95.08 0.07

Abbreviations: Est = estimate; MCSE = Monte Carlo standard error.

e MIRC: imputing the missing values on L;, followed
by linear regression with adjustment for confounders,
using error-prone exposure (A*) in combination with
regression calibration to correct for measurement er-
ror (using information from the internal validation
sample). Regression calibration implements a linear
regression where Y'is regressed on a corrected version
of the error-prone measures of A* and the confound-
ing variables. The error-prone measures of A* is sub-
sequently replaced by the predicted mean of A, given
A* and the confounding variables and standard errors
are adjusted.

The latter two models attempt to fully account for con-
founding, incomplete data, and measurement error because
missing values on L; and A (for individuals not in the vali-
dation subset) were imputed simultaneously (MIME) or the
measurement error in A* was corrected by means of regres-
sion calibration (MIRC). Imputation proceeded by predic-
tive mean matching, generating 10 imputation data sets.
Rubin’s rules [37] were used to pool the results from the
multiple imputed data sets.

In addition, we specified a structural equation model (full
information maximum likelihood [FIML]) that allowed for
estimating the effect of exposure by simultaneous addressing
incompleteness, measurement error, and confounding. In
short, the approach entails maximizing the joint likelihood
of the observed part of A*, Y, A, and L,, given L,,..., Lp,

Y,A,L~N

based on the following conditional models: A*
(NA*\Y,A,L#T,%*\Y‘AA,L)’ Y’AvL'VN(:U“Y\A,LaJ%/\AﬁL) A|L”N(MA|L,

Fe)s and Li|La, oo LNty 1001, 1) 8]

Finally, a Bayesian model (BAYES) was fitted that was
parameterized using the same equation as the FIML model.
The model uses a Gibbs sampler to sample from the poste-
rior distributions of the parameters. We used uninformative
priors for all parameters (normal with mean zero and vari-
ance 1,000 or gamma with .001 shape and rate parameters
for residual variances), 1,000 burn-in samples, after which
2,000 samples were drawn from the posterior to estimate
the effect of exposure taking the mean. Convergence of
the Bayesian approach was checked with the Gelman-
Rubin statistic (cut-off 1.2).
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Fig. 1. Simulation results: average performance of analysis strategies. Cl, confidence interval; rMSE: root mean squared error.
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Fig. 2. Simulation results: average root mean squared error. Cl, confidence interval; rMSE, root mean squared error.

Simulations were performed in R (version 3.5.0) (R Core
Team) [39] with packages mice (version 3.4.0) [40] for
multiple imputation, mecor (version 0.1.0) [41] for regres-
sion calibration, lavaan (version 0.6-4) [42] for the FIML
model and rjags (version 4-8) [43] to estimate the Bayesian
model. The full simulation code, including implementation

95

of the different analysis strategies, is available at https://
github.com/MvanSmeden/MiMeCo.

3.3. Results

Nonconvergence rates were close to 0% for almost all
strategies (see Supplementary Material 2). For brevity, we
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Fig. 3. Simulation results: average relative efficiency of analytical methods to correct for incomplete data, measurement error, and confounding.

removed two reference strategies (VALD and CCUN) from
the main results because these performed poorly as ex-
pected and do not contribute to the main comparisons being
made (results for these strategies are presented in
Supplementary Material 3).

Table 4 shows the average performance of the remaining
analysis strategies. As expected, the models that adjusted for
confounding, incompleteness, and measurement error
(MIME, FIML, MIRC, and BAYES) performed consistently
better and were closer to the GS model than the approaches
that did not account for all three sources of bias (CRUD,
LADJ, and MIMD; Fig. 1). Relative bias was generally
small for MIME, FIML, MIRC, and BAYES (<2%), with
the smallest average relative bias observed for BAYES.
BAYES also showed lower average mean squared error
(MSE) across sample sizes than MIME, FIML, and MIRC
(Table 4). CI coverage was closer to the nominal level of

95% for BAYES, FIML, and MIME than MIRC, with MIRC
showing slight undercoverage. The CI coverage of the
CRUD, LADJ, and MIMD models was consistently poor
and worsening with increasing sample size.

The MIME, FIML, MIRC, and BAYES models showed
little variation in bias and 95% CI coverage across values of
the coefficient of determination (Rz), correlation between
the confounders and exposure variables (p), and the attenu-
ating effects of unadjusted incompleteness, measurement
error, and confounding (Fig. 2). All three incomplete
adjustment approaches (CRUD, LADJ, and MIMD)
showed decreasing MSE with decreasing magnitude of
measurement error (Fig. 2). The order of average MSE re-
mained consistent (MIME > FIML > MIRC > BAYES)
across the simulation factors.

Fig. 3 shows the efficiency of the adjustment approaches
relative to the GS, that is, the relative increase in the



M. van Smeden et al. / Journal of Clinical Epidemiology 131 (2021) 89—100 97

standard errors of the adjustment methods compared with
the standard error of the GS strategy. Clearly, the efficiency
of MIME, FIML, MIRC, and BAYES increased when the
size of the internal validation subset increased. The differ-
ences between these approaches were substantial for the
smaller validation subset. The BAYES had lowest variance
on average across the range of internal validation subset
size, followed by MIRC.

4. Discussion

In this article, we demonstrated several analysis strategies
to estimate an exposure effect on a continuous outcome
while accounting for three common sources of bias, namely,
incompleteness of data, measurement error, and confound-
ing. Statistical approaches that aim to account for all three
sources of bias remain uncommon in epidemiology despite
that these methods are generally well described, and soft-
ware packages are widely available, making the implemen-
tation of these corrections relatively straightforward. Our
simulations demonstrated for a large range of scenarios that
these approaches can be beneficial relative to commonly
used analysis approaches that address these issues only in
part by eliminating bias and greatly reducing mean squared
error, even in relatively small data sets (as low as N = 100).

As others have shown before [44], confounding, incom-
plete data, and measurement error can be conceptualized as
special types of missing data. This study is one of the first
to compare analysis strategies that aim to recover the expo-
sure effect, when faced with incomplete data, measurement
error, and confounding, by applying various correction ap-
proaches either sequentially (using multiple imputation and
regression calibration) or simultaneously (FIML or
Bayesian modeling). Among the analysis strategies that
were considered, the Bayesian model showed the lowest
variance while eliminating bias and reducing mean squared
error across settings. Other approaches performed slightly
less well, although all clearly outperformed the partial anal-
ysis strategies that did not account for the incompleteness
of data, measurement error, or confounding.

The strategies that we implemented are flexible and can
be extended to account for more complex multivariate
missingness [34], differential measurement error, measure-
ment error in the outcome or confounders, and a larger
number of confounders than we have considered. Another
advantage of these strategies is that it is relatively straight-
forward to apply them in standard software programs, such
as R software (see Supplementary Material 4 for example
code), SAS, and Stata. Nonetheless, a possible hurdle for
implementing these approaches in applied epidemiologic
research is the need for an internal validation subset to es-
timate the measurement error model. Although the sample
size required for the internal validation subset may be only
a small portion of the total sample size, a GS measurement
is not always feasible to apply, for instance, because it does

not always exist. Alternative approaches based on sensi-
tivity analyses, latent variable models, and Bayesian
models that address measurement error in the absence of
a GS are discussed elsewhere in detail [45,46].

This study also has limitations. First, our simulation
study was restricted to relatively simple confounding, mea-
surement error, and missing data structures, to normally
distributed outcome and exposure variables only, and relied
on parametric estimation and adjustment approaches. Ex-
tensions of this study should shed light on the generaliz-
ability of our results to other types of data, models for
different outcomes (e.g., binary logistic regression),
different parameterizations of the models (e.g., by modi-
fying the joint likelihood underlying the FIML and
Bayesian modeling approaches), and nonparametric
models. Second, we have not investigated the role of model
misspecification. As the adjustments for confounding, mea-
surement error, and missing data rely on different assump-
tions about modeling structure, we believe it is likely that
models that account for all three sources of bias can be mis-
specified easily. Future studies that evaluate and compare
the robustness of statistical models to realistic forms of
model misspecification are much needed.

To conclude, confounding, incompleteness of data, and
measurement error can each contribute to large biases in
epidemiologic studies. Addressing all three in the data anal-
ysis is feasible, even when the sample size is relatively
small. Given that epidemiologic studies commonly suffer
from all three issues, statistical solutions as discussed in
this article should be considered more often in epidemio-
logic research practice.

Supplementary data

Supplementary data to this article can be found online at
https://doi.org/10.1016/j.jclinepi.2020.11.006.
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Appendix.
Theory

We suppose the interest of a particular epidemiologic
study is in estimating an average causal effect of a single
not experimentally assigned factor, e.g., a treatment, called
the exposure denoted by A, on a single continuous outcome
variable denoted by Y. We adopt the widely used potential
outcomes view on causality [21—23], which assumes that
for any given individual at any particular point in time there
is a value of a potential outcome for each level of exposure.
The average causal effect is then defined by the expected dif-
ference in potential outcomes for a single unit increase in
level of exposure. Since for any given individual in the study,
the potential outcomes for all possible exposure levels other
than the observed level are missing, the observed data is
invariably insufficient to directly calculate the average
causal effect. The computation of this effect relies on the un-
observable average of within-person contrasts in potential
outcomes for all levels of exposure.

To recover the average causal effect, in particular in set-
tings where the exposure status is not experimentally as-
signed, several causal assumptions need to be made. The
following common assumptions are known to be sufficient
to recover the causal effect: i) exposure of one individual
does not affect the outcomes of other individuals, also
known as no interference [24]; ii) the observed outcome un-
der the exposure level a equals the counterfactual outcome
under treatment a, also known as consistency [25]; iii) within
levels of covariates, L, the potential outcomes are equally
distributed across individuals with different observed expo-
sure statuses, also known as conditional exchangeability
[26]; iv) there is a nonzero probability of acquiring each
level of the exposure for each combination of levels of L,
also known as positivity [27].

Confounding

Of all causal assumptions (implicitly or explicitly), the
conditional exchangeability assumption (assumption iii
above) is usually most in the forefront of epidemiologic data
analyses. The aim is to select a set of covariates, L, that
represent a sufficient set of confounding variables to ensure
the conditional exchangeability assumption is met. In com-
bination with the aforementioned other causal assumptions,
by conditioning on the observed confounding variables in
the analysis of the exposure—outcome relation (e.g., by
multivariable regression or matching).

Incomplete data

Incomplete data (or records) in the form of missing values
in a combination of A, Yor L are common and often unavoid-
able in epidemiologic data sets. By default, most statistical
analyses are restricted to use only the data from individuals
who have no missing values, so-called complete case

analysis. Missingness in more than a few individuals is often
enough to cause concerns, as it may result in a substantial
loss in statistical efficiency, resulting in lower statistical po-
wer and wider confidence intervals, and biased estimates of
the exposure—outcome relation [28].

Assumptions about the missing data mechanism have to
be made to understand the possible impact of missing data
and to improve statistical efficiency and reduce bias in the
exposure-effect estimate in the analyses with incomplete
data. Rubin’s well-known taxonomy distinguishes three ma-
jor missing data mechanisms [29,30]: Missing Completely
At Random (MCAR), Missing At Random (MAR), and
Missing Not At Random (MNAR). If missing data are
MCAR, meaning records are missing for reasons that are un-
related to characteristics or responses for the subjects,
including the values of the missing records were they be
known, analysis of only complete records is generally less
efficient but (large sample) unbiased. Complete case analysis
of the incomplete data are generally biased when data are not
MCAR, although there are exceptions that are described
elsewhere [31,32].

Imputation methods for missing data are a popular group
of statistical approaches to account for incomplete data in
epidemiologic data analysis, applied in particular when the
missing data mechanisms can be assumed MCAR or
MAR. In brief, imputation aims to predict the missing values
from the data that is observed, and to use these predictions as
well as the uncertainty of the predictions to obtain a consis-
tent and efficient estimator of the exposure—outcome
relation.

Measurement error

Measurement error in the form of mistaken classifications
and inaccurate recordings are often unavoidable in epidemio-
logic data collection [33]. One way to conceptualize measure-
ment error in A*, Y*, or L*, where the *-notation indicates the
observed variable contains some form of measurement error,
are imperfect measurements of the unobserved random vari-
ables A, Y and, L. The true values on A, Y, or L can thus be
considered missing [11]. Measurement error generally leads
to a loss in statistical efficiency and bias in estimates of the
exposure—outcome relation [34].

Assumptions about the measurement error mechanism are
often made with respect to the measurement error model and
the (in)dependence of the error in the measurement [12]. The
measurement error model is assumed classical if the error-
prone measurement randomly fluctuates around its true value
and the model is assumed systematic if the error-prone mea-
surement is systematically different from its true value. If the
error in measurement occurs in exposure or outcome (A* or
Y*), the error is described as nondifferential when the error
in A* or Y* is independent of the true values of Yor A respec-
tively, and differential otherwise [15]. When two or more
variables are measured with error, errors are said to be inde-
pendent when the errors are statistically independent and
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dependent otherwise. (Note that nondifferential and depen-
dent measurement error in other literature sometimes refers
to broader definitions that involve independence assumptions
that are conditional on other modeled covariates.)
Approaches to “correct” for measurement error in the an-
alyses can be broadly categorized in three groups: 1) ap-
proaches that rely on measurements with and without error

in an internal subgroup or external group; 2) approaches that
rely on repeated measurements; 3) sensitivity or (quantita-
tive) bias analyses. A variety of statistical approaches that
accommodate for data in the form of 1) or 2), including
regression calibration and imputation for measurement error,
have been developed to recover an unbiased and more effi-
cient estimator of the exposure—outcome relation [34].
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