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Abstract

Diagnostic accuracy studies are fundamental for the assessment of diagnostic tests. Researchers need to understand 
the implications of their chosen design, opting for comparative designs where possible. Researchers should analyse 
test accuracy studies using the appropriate methods, acknowledging the uncertainty of results and avoiding 
overstating conclusions and ignoring the clinical situation which should inform the trade-off between sensitivity and 
specificity. Test accuracy studies should be reported with transparency using the STAndards for the Reporting of 
Diagnostic accuracy studies (STARD) checklist.

Introduction

Diagnosing diseases is crucial in medicine, and for this 
purpose, many diagnostic tests and procedures are applied. 
For the diagnosis of a suspected adrenal carcinoma a CT 
scan is performed, and an insulin tolerance test (ITT) for 
adrenal insufficiency. The performance of these tests can 
be investigated in diagnostic accuracy studies.

Medical diagnostic tests are evaluated in different 
ways, depending on the stage of evaluation and the 
purpose of the test. A fundamental aspect of the evaluation 
of diagnostic tests is test accuracy, that is, the ability of a 
test to differentiate between those who have and those 
who do not have the condition or disease of interest. In 
this article, we define key terminology (Fig. 1) used in 
the context of test accuracy, and describe basic aspects of 
study design and analysis.

Guidelines for reporting of test accuracy studies, 
the STAndards for the Reporting of Diagnostic accuracy 
studies (STARD) checklist (1), have been published and we 
recommend their use to increase quality and transparency 
of reporting.

Measures of test accuracy

Test accuracy is determined by cross classifying the 
results (positive and negative) of an index test against 
those of the reference standard. This produces a two-
by-two table giving the number of true positives, false 
positives, false negatives and true negatives (Fig. 2). 
Standard methods for estimating test accuracy require 
binary classification of the results of the index test and 
the reference standard. As such when test results are 
non-binary, criteria (referred to as thresholds, cut-offs or 
cut-points) are needed to define test negatives and test 
positives. For example, when assessing the test accuracy 
for the CRH-test for adrenal insufficiency, a cut-off needs 
to be defined.

Measures of test accuracy should always be 
accompanied by a 95% CI, which is a measure of 
uncertainty for the point estimate. In example given in 
Fig. 2, the 95% CI for the sensitivity ranges from 0.96 to 
0.99; the 95% CI for specificity is wider, ranging from 0.67 
to 0.78.
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Study population and design 

There are different phases in the evaluation of a 
diagnostic test. First, test performance is determined 
in a population of clearly established cases and non-

cases (2, 3), this is referred to as proof-of-concept 
or exploratory study. Secondly, assessment in a 
representative population in an appropriate clinical 
setting (prospective consecutive recruitment of 
suspected cases) can be performed (4). The spectrum of 

Figure 1
Key terminology for test accuracy studies.
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the disease will vary between these designs; researchers 
should be aware of this difference when planning studies 
and generalising results of studies to clinical settings 
(5, 6). When researchers perform an exploratory study 
involving known cases and non-cases (referred to as a 
diagnostic case–control or two-gate design (2)), (positive 
and negative) predictive values should not be directly 
calculated using two-by-two data from such studies. 
This is because predictive values are directly related 
to prevalence and the proportion of participants with 
the target condition in case–control studies is artificial, 
that is, determined by the study investigators. For 
example, doubling the number of cases would directly 
affect the calculated NPV and PPV. This is not the 
case when a representative population is sampled, for 
example, all pituitary adenoma patients with suspected  
ACTH deficiency.

Test accuracy studies often evaluate a single index 
test but where alternative tests exist that can be used at 
the same point in the diagnostic pathway (providing the 
tests do not interfere with each other and the patient 
burden is not too great), these tests can be evaluated in 
one study population (7) (Fig. 3). The ideal comparative 
study design is to perform all tests and the reference 
standard on all participants (paired or within-subject 
design) or to randomise participants to receive one of 
the index tests (8). The randomised design is preferred 
when it is not possible to perform multiple index tests 
on each individual for ethical or logistical reasons. 

Additionally, the role of the test in the diagnostic 
pathway – replacement, triage or add-on – should be 
considered when designing a study (8).

Sample size

Sample size calculations for test accuracy studies 
should be determined prior to recruitment; see (9, 10) 
for details. When evaluating a single test, a common 
approach is based on the precision around an estimate 
of sensitivity and/or specificity (i.e. the width of the 
CIs). The precision of the sensitivity estimate will 
increase with the number of participants with the 
target condition (reference standard positive) and 
the precision of the specificity estimate will increase 
with the number of participants without the target 
condition (reference standard negative). Hence, it 
is vital to have an estimate of the prevalence of the 
target condition in the study population to plan the  
sample size.

Statistical analysis

Measures of test accuracy (Fig. 1) can be calculated 
along with 95% CIs (11, 12). For test accuracy studies 
comparing two tests, additionally, the difference in 
sensitivity and specificity between the index tests can 
be computed. With the paired comparative design, 
McNemar’s test can be used to test differences in 
sensitivity and specificity. Alternatively, regression 
modelling taking into account the paired nature of 
the data can be performed. The effect of important 
clinical characteristics on test accuracy can also be 
explored using such models; for example, it can be 
assessed whether age determines differences of two 
index tests. For the randomised comparative design, a 
test of independent proportions can be used to compare 
sensitivity and specificity between groups. 

For tests with non-binary results, receiver operating 
characteristic (ROC) curve analysis is typically 
performed. There is a negative relationship between 
sensitivity and specificity as the cut-point changes 
(threshold effect); if we, for example, lower the cortisol 
threshold for the diagnosis of adrenal insufficiency, 
this will increase sensitivity (less false negatives), as a 
consequence, however, the specificity will be lower 
(more false positives). An ROC curve displays this trade-

Figure 2
Example calculations, results and interpretation. TP, the 
number of true positive results; TN, the number of true 
positive results; FP, the number of false positive results; FN, 
the number of false negative results; PPV, the positive 
predictive value; NPV, the negative predictive value.
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off between sensitivity and specificity at different cut-
points for a test (Fig. 4), and curves for different tests 
in a comparative study can be compared on a single 
ROC plot. A simplistic cut-point would maximise 
sensitivity and specificity. However, an appropriate 
cut-point for use in clinical practice should be driven 
by the consequences for false positive and false 
negative results. If a study is used to derive a cut-
point for a test the performance, external validation 
is required, as a single study will likely overestimate 
the test’s performance. This is especially the case for  
small studies. 

Concluding remarks

Diagnostic test accuracy studies are required to understand 
the potential for new diagnostic technologies. It is vital 
that researchers understand the implications of the design 
of their studies and the impact on the study conclusions. 
Researchers need to understand the clinical situation 
and weigh the consequences of misidentifying positive 
and negative participants. There is a need for clear and 
transparent reporting allowing the limitations of studies to 
be identified. We encourage researchers to seek specialist 
support when embarking on these studies.

Figure 3
Robust study designs for comparing test accuracy (13). In (A) all patients undergo all index tests while in (B) patients are randomly 
assigned to only one of the index tests. In both (A) and (B), all patients receive the reference standard. Both designs are valid, 
although the paired design requires a smaller study sample.
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Figure 4
ROC curve example.
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