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CHAPTER 3 

Understanding Coherent Charge Transfer: 

 Isotope Effect  

and Dynamic Symmetry Breaking  

 

This Chapter is based on: 

Jan Paul Menzel, Huub J.M. de Groot, Francesco Buda; Journal of Physical 

Chemistry Letters, 2019, 10, 6504-6511  
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ABSTRACT 

Electron-nuclear (vibronic) coupling has emerged as an important factor in 

determining the efficiency of energy transfer and charge separation in natural and 

artificial photosynthetic systems. Here we investigate the photoinduced charge 

transfer process in a hydrogen bonded donor-acceptor molecular complex. By using 

real-time quantum-classical simulations based on time dependent Kohn-Sham we 

follow in detail the relaxation from the Franck-Condon point to the region of strong 

nonadiabatic coupling where electron transfer occurs. We elucidate how the charge 

transfer is coupled to specific vibrational modes and how it is affected by isotope 

substitution. The importance of resonance in nuclear and electron dynamics as well 

as the role of dynamic symmetry breaking is emphasized. Using the dipole moment 

as a descriptive parameter, exchange of angular momentum between nuclear and 

electronic subsystems in an electron-nuclear resonant process is inferred. The 

performed simulations support a nonadiabatic conversion via adiabatic passage 

process that was recently put forward. These results are relevant in deriving rational 

design principles for solar to fuel conversion devices.   
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3.1 Introduction 

Photoinduced charge separation is a key process in photosynthesis. In nature, 

extended antenna complexes collect solar energy in the form of electronic 

excitations, which are then transferred to a reaction center, where the actual charge 

separation takes place.1–3 Only after this separation, the photoenergy can be 

converted into chemical energy. Since ultrafast charge separation in combination 

with spatial separation play a major role in preventing charge recombination, 

understanding the origin of these fast and efficient processes is of crucial importance 

for the design of artificial photosynthesis devices.4–8 Coherent charge transfer is an 

emerging concept, where, through vibronic coupling, nuclear vibrations resonate 

with specific electronic transitions, thus driving charge transfer efficiently.9–14 

Experimental observations and theoretical investigations underline the role of this 

effect in natural 12,15–21 as well as artificial systems.22–27 For example, Falke et al. 

identified the C=C stretch and a pentagonal pinch mode to drive charge transfer from 

a polymer towards a fullerene in a polymer blend.25  

Yet, essential aspects of coherent charge transfer are not well understood. In this 

work, using quantum-classical nonadiabatic Ehrenfest dynamics simulations, we 

explore which and how specific nuclear modes are selected in a donor-acceptor 

molecular complex and what role isotope effects and dynamic symmetry breaking 

play. Computer simulations of these processes provide the possibility of freezing 

specific nuclear coordinates or bond distances to assess how crucial these degrees of 

freedom are for the charge transfer. These exercises, though unphysical, can provide 

insight hardly accessible through experimental investigations. For this in silico 

investigation, we consider a DNA base pair mimic consisting of melamine and 

isocyanuric acid22, which self-assemble through an extended two dimensional 

hydrogen bonding network28. This explicit donor-acceptor molecular complex 

combines relative simplicity with a realistic distribution of different chemical entities 

common in biological systems.29 We investigate photoinduced coherent charge 

transfer and follow the onset of electron transfer (ET) upon photoexcitation in real 
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time. Through a comparison of the Fourier analysis of the nuclear and electronic 

motion along the same trajectory, relevant frequencies can be extracted. We find that 

modulating the frequency of key vibrational modes by isotope substitution changes 

their participation in the coherent process and increases the importance of other 

modes. Additionally, our investigations stress the importance of dynamic symmetry 

breaking for coherent charge transfer. Analogies are found between the simulation 

results of the photoinduced coherent charge transfer and the well-established 

adiabatic passage processes observed during nuclear magnetic resonance (NMR) 

adiabatic pulse30 and chirped laser pulse optical spectroscopy experiments31, 

providing additional support for the nonadiabatic conversion via adiabatic passage 

(NCAP)9,32,33. These results provide important principles to consider while designing 

and optimizing charge transfer and charge separation devices.12,33 

 

3.2 Computational Methods 

The structure of the DNA base pair mimic (melamine and isocyanuric acid) is 

given in scheme 3.1a. Geometry optimizations were performed with the Amsterdam 

Density Functional program34,35  using Density Functional Theory (DFT). The BLYP 

exchange correlation functional36,37 was used in combination with a Slater type basis 

set of the triple zeta with one polarization function (TZP)38 quality. Dispersion 

corrections have been included following the formalism proposed by Grimme (DFT-

D3)39. The electron transfer rate is distance dependent (see figure 3A.1 in the 

appendix), and we fix the nuclear coordinates of the nitrogen in the melamine tail as 

well as the oxygen in the isocyanuric tail that is furthest from the hydrogen bond 

interface. This avoids translational motion of the complex and maintains the relative 

distance, thereby mimicking the environment in a crystal or DNA backbone. Scheme 

3.1b shows the relevant molecular orbitals involved in the photoinduced ET process. 

Upon excitation, an electron is transferred from the melamine HOMO to its LUMO 

(the LUMO+2 of the total complex, see scheme 3.1b).  
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Scheme 3.1. a) Chemical 

structure of the pseudo base pair 

melamine (left, donor) and 

isocyanuric acid (right, 

acceptor) and b) Kohn-Sham 

orbitals relevant for the 

photoinduced charge transfer. 

The melamine is excited from 

its HOMO (HOMO of the total 

system) to its LUMO (the 

LUMO+2 of the total system), 

with the LUMO and LUMO+1 

localized on the acceptor. 

This excitation localized on the donor is higher in energy than the charge transfer 

state from HOMO to LUMO and from HOMO to LUMO+1. This is confirmed by 

TDDFT (both with BLYP and CAM-B3LYP) calculations, which show that the most 

relevant excitonic excitation on the donor has the highest oscillator strength in the 

energy range explored, while the charge transfer state has a lower energy22 (see 

appendix 3A.2). This results in an energy gradient upon excitation from the excitonic 

to the charge transfer state. Ehrenfest dynamics simulations with BLYP36,37 as 

exchange correlation functional are performed using the octopus program40–43. A 

nucleus centered spherical grid with a maximum radius of 7.56 Bohr for real space 

discretization was used; tests have been performed to find the optimal spacing (0.375 

Bohr), resulting in a 70.18 Rydberg cut-off. Troullier-Martins pseudopotentials44 
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were used to describe the core electrons. The initial photoinduced electron 

configuration for the Ehrenfest dynamics was generated by moving one electron 

from the highest occupied β-orbital to the virtual β-LUMO+2: the β-HOMO 

occupation was changed to 0, while the β-LUMO+2 occupation was adapted to 1, 

representing a local excitation on the melamine as shown in scheme 3.1b. A time 

step of 1 attosecond is used for a total simulation length of 100 fs. The initial nuclear 

velocities are set to zero. Upon instantaneous excitation in the Franck-Condon 

region, the system starts to relax towards a more preferable geometry.  

To quantify the electron transfer along the trajectory, we integrate the excess β-

spin density localized on the acceptor. Since one β-electron is moved from the 

HOMO to the LUMO+2, β-spin density represents the density of the excited 

electron, while a lack of β-spin can be associated with the hole. This difference spin 

density was integrated over two halves of the simulation box, each containing the 

donor or acceptor molecule, respectively. The integrated density on the acceptor was 

then used to quantify the amount of electron density transferred during the Ehrenfest 

trajectory. A Fourier analysis of this electron transfer process was also done, using a 

gaussian window function with a sigma value of 0.8 to reduce noise. 

 

3.3 Results and Discussion 

Photoinduced Electron Transfer and Vibronic Coupling  

The integrated (excited) electron density on the acceptor is reported over the 

trajectory from 0 to 100 fs in figure 3.1a. An oscillating character of the ET process, 

starting at about 10 fs, is clearly visible. The inset (top of figure 3.1) shows the 

difference spin density at the beginning and end of the simulation; at the beginning, 

HOMO and LUMO+2 can clearly be seen in the respective hole and electron 

densities. 
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Figure 3.1. a) Electron transfer from the melamine (donor) to the isocyanuric acid (acceptor) 

quantified by β-spin density localized on the acceptor. Shown on top are snapshots of the 

difference between α and β spin density (ρ(β) – ρ(α)) at the beginning and end of the 

simulation: blue shows excess β-spin density, corresponding to the excited electron, while 

red is the lack of β-spin density, which can be associated with the hole density. b) Electron 

transfer in fully deuterated melamine-isocyanuric acid system. c) Electron transfer for fully 

symmetrical starting geometry. d) Time evolution of the orbital energies of the LUMO+2 

(red), LUMO+1 (dark blue) and LUMO (light blue) during the Ehrenfest dynamics 

simulation of panel a. e) Frequency spectrum associated to the electron transfer (red line) 

obtained by Fourier Transformation (FT) of the electron transfer time evolution shown in 

panel a and the total vibrational density of states (VDOS) of the pseudo base pair (black line) 

extracted from the corresponding nuclear trajectory. f) Electron transfer frequencies (red line) 

and total nuclear VDOS (black line) for the fully deuterated system corresponding to panel 

b. 
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At the end of the simulation, electron density has been transferred to the acceptor 

molecule partially populating the LUMO+1 and LUMO. The time evolution of the 

orbital energies in comparison to the electron transfer is shown in figure 3.1d).  

After initial photoexcitation into the LUMO+2, a quick relaxation away from the 

Franck-Condon region takes place, bringing the orbital energy of the LUMO+2 

closer to the LUMO and LUMO+1 energy levels in response to the nuclear motion. 

The orbital energies start rapidly approaching each other, crossing at approximately 

12 fs, close to the first electron transfer maximum (see figure 3.1a). After the first 

crossing the orbital energies keep oscillating and crossing over time. However, we 

should keep in mind that this long-term behavior might be due to the mean field 

approach used, preventing the system to collapse to the lower potential energy 

surface. This is also the most likely reason why we do not observe complete 

conversion into the charge transfer state. 

Noticeably, if the nuclear coordinates are fixed in the initial optimized geometry, 

no electron transfer is observed showing the crucial role of nuclear dynamics (see 

figure 3A.2 in section 3A.3 in the appendix). The Fourier transformation (FT) of the 

electron transfer time evolution can provide information on the characteristic 

frequencies associated to this process. Similarly, the total vibrational density of states 

(VDOS) can be extracted from the nuclear trajectory by performing a FT of the 

velocity autocorrelation function. In figure 3.1e, ET frequencies and the VDOS 

computed on the same trajectory corresponding to figure 3.1a are compared. In the 

frequency spectrum of the ET process, four major peaks can be distinguished at 

2495, 3505, 4230 and 5525 cm-1 respectively. The two higher frequency peaks can 

be associated with electronic coherences. In particular, the peak at ≈ 4300 cm-1 can 

be assigned to electronic resonances close to the Franck-Condon point since it is 

prevalent in a purely electronic dynamics trajectory with fixed nuclear positions at 

the initial geometry (see figure 3A.3 in the appendix). A striking overlap between 

the VDOS and ET frequencies appears around 3500 cm-1, corresponding to an 

oscillation time of 9.5 fs, suggesting strong electron-nuclear coupling. This peak in 
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the VDOS corresponds to the highest frequency modes, the N-H stretching 

vibrations (see figures 3A.4 to 3A.6 in the appendix, where peaks in the VDOS are 

assigned to specific nuclear motion). The lowest frequency peak in the ET spectrum 

at around 2500 cm-1 shows significant overlap with a peak in the VDOS associated 

to the central bridging N-H bond of the isocyanuric acid (see figure 3A.4). C=O 

stretches and other vibrational modes with ν < 2000 cm-1 have a negligible effect on 

the ET frequency spectrum. Therefore, the N-H stretching modes appear to provide 

the important vibronic coupling, enabling charge transfer to take place. 

 

Isotope Effect  

If the N-H bond stretches are coupled to the photoinduced coherent charge transfer 

in this system, changing the corresponding vibrational frequency should affect the 

electron transfer process. Schnedermann et al. recently found that isotope effects 

play a significant role in the vibronically coherent process of photoisomerization of 

the 11-cis retinal45. To explore this hypothesis, we mimic in silico an isotope 

substitution experiment by exchanging all hydrogen atoms by the heavier deuterium 

isotope. Starting from otherwise identical initial conditions, we perform an Ehrenfest 

dynamics simulation for the fully deuterated system.  

The isotope substitution results in a modified electron transfer pattern as shown in 

figure 3.1b. In particular, several oscillations at various frequencies contribute to the 

pattern. These frequencies are shown together with the total VDOS of the 

corresponding nuclear trajectory in figure 3.1f. The change in frequency of the N-D 

stretching modes compared to the N-H stretches is clearly visible and is proportional 

to about  , as expected for a localized mode with substitution of 1H by 2D (see also 

figure 3A.7 in the appendix where a direct comparison of the VDOS for the 

deuterated and hydrogenated systems is shown). The two distinct N-H peaks (see 

figure 3.1e) merge in the N-D case, since the energy difference scales according to 

the isotope shift as well. The lower N-D peak appears as a shoulder at around 2000 

cm-1. The lower frequency bands involve C=O and C-N stretches as well as ring 
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modes and bending modes whose frequencies are not substantially affected by the 

isotope substitution.  

In the high frequency region ν  > 3000 cm-1, well resolved electronic frequencies 

are visible in the ET spectrum. The most dominant peak in the ET frequency 

spectrum ν ≈ 2200 cm-1 is resonant with the N-D stretching, as it is red shifted 

consistently with the shift in the N-D stretching frequency relative to the N-H mode. 

In addition to the N-D there is an overlap between the nuclear and electronic spectra 

in the lower frequency region ν ≈ 1300 cm-1 in contrast to the 1H case. This indicates 

that also lower frequency nuclear vibrations, e.g. C=O and C-N stretching, couple 

with the ET process. These effects show that the resonance condition between the 

electronic energy difference and the nuclear vibrational frequencies changes upon 

isotope substitution. From this result we can already conclude that the N-H stretching 

is not uniquely essential for facilitating the electron transfer. What is important, is 

that these N-H modes - due to their high frequencies - are the first nuclear vibrations 

to match the energy difference between the electronic states during the relaxation 

process. The isotope substitution moves the resonance condition to lower 

frequencies. This is shown in a schematic potential energy plot along a generic 

nuclear relaxation coordinate (scheme 3.2). In the 2D case additional nuclear modes 

couple to the electronic motion in contrast to the 1H case, where the N-H frequencies 

are energetically isolated from all other modes.  
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Scheme 3.2. Schematic representation of the coherent process in the investigated system. 

Upon excitation the system relaxes from the Franck Condon point (FC). In the 1H system, 

the first available high energy vibrations are due to the N-H stretching and are well separated 

from the other modes. In the deuterated case, the N-D stretching has a vibrational energy 

similar to several other modes, which can therefore also couple to the electronic motion. 

 

Dynamic Symmetry Breaking  

To investigate the effect of symmetry on the photoinduced charge separation 

process, an Ehrenfest dynamics simulation was performed starting from an 

optimized geometry with enforced C2v symmetry. The electron transfer pattern 

during this simulation can be seen in figure 3.1c, showing a delay of the first 

significant peak compared to the other two simulations (figure 3.1a, 3.1b). This is 

surprising considering that the orbital energy differences are small enough for 

resonant coupling with available nuclear modes within the first 10 fs (see figure  

3A.8 in the appendix).  
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Figure 3.2. a) Time evolution of the N-H bond distances R for the donor-acceptor system 

with enforced starting C2v symmetry. Different colors correspond to different bonds indicated 

in the chemical structure on the right. b) Electron transfer pattern for the same trajectory. c) 

Difference Δ in bond length R between symmetry equivalent C-N bonds shown in the 

chemical structure on the right. 

 

To explain this suppression of coherent charge transfer, we need a more detailed 

investigation of the initial geometric relaxation. In figure 3.2a, the time evolution of 

the interfacial N-H bond distances (that were the most relevant in the previous cases) 

is compared with the electron transfer (figure 3.2b).  

Two main messages can be extracted from figure 3.2a: i) Upon electronic 

excitation, symmetry equivalent bonds with respect to the C2-axis (2a and 2b; 3a and 

3b) are evolving in a perfectly identical manner, maintaining the C2v-symmetry. Only 

when the electron transfer starts, the deviation from C2v-symmetry gradually 
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increases from around 50 fs. ii) The amplitude of the N-H bond oscillations increases 

dramatically during the electron transfer process, suggesting that electronic energy 

is transferred into these nuclear vibrations. 

The question arises whether the electron transfer induces this divergence from the 

C2v symmetric motion, or conversely, it is the breaking of symmetry that allows for 

the electron transfer in the first place. To address this question, it is helpful to look 

at the difference in bond length between symmetry equivalent bonds with respect to 

the C2-axis. We find that the pairs of bonds that first diverge from perfect symmetric 

motion are C-N bonds in the aromatic ring of the donor molecule (see figure 3A.9 in 

the appendix showing all symmetry equivalent pairs). In figure 3.2c, the bond length 

difference between the two bonds 1a and 1b, as well as the bond 

length difference   between bonds 2a and 2b are shown. At t ≈ 

35 fs, the bond lengths start to diverge: bond 1a shortens, while 1b elongates and at 

the same time bond 2a increases while bond 2b decreases in length. The combination 

of these concerted expansions and compressions corresponds to a normal mode of 

the donor molecule of the A2’ irreducible representation of the D3h group which is 

the point group of both melamine and isocyanuric acid when in isolation. This A2’ 

irreducible representation also includes rotation around the z axis which is oriented 

perpendicular to the molecular plane. This motion breaks the initial C2v-symmetry. 

Two equivalent modes rotating in opposite directions around the z-axis exist that 

could be excited. Once a small preference, for instance due to numerical noise in the 

integration of the equations of motion, is given to a rotation in one direction in favor 

of its counter rotating equivalent, asymmetric motion will emerge. About 45 fs into 

the simulation, which is around 10 fs after the onset of the asymmetric motion, the 

electron transfer process starts, responding to the breaking of symmetry. This 

underlines the importance of dynamic symmetry breaking in photoinduced coherent 

charge transfer. In a system interacting with its environment, there will always be a 

slight preference to one component over the other, resulting in symmetry breaking. 

This holds especially true when coupled to a thermal bath or in a chiral environment. 
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The displacement from the symmetric geometry, at t = 45 fs, when the ET process 

starts, is about 0.01 Å. This small displacement will already be present at extremely 

low temperatures. Still, these results already suggest a design principle for systems 

to optimize coherent charge transfer: breaking the symmetry as initial condition, e.g. 

by using chiral motifs. This principle is well in line with natural photosynthetic 

systems, which are built from chiral proteins and cofactors.46,47 

 

Similarities with other Adiabatic Passage Processes 

We stress the similarity between the coherent charge transfer and the well-

established adiabatic passage processes observed during adiabatic pulses in both 

NMR and optical spectroscopy30,31: In this work we have a process that can be 

described as population change between two states - an excitonic and a charge 

transfer state. The two states have an energy difference corresponding to a radial 

frequency ωe, that is modulated over time due to relaxation from the Franck Condon 

point (see scheme 3.2). This closely mirrors the radiofrequency ωrf in an NMR 

adiabatic pulse experiment and the laser frequency ωL in a chirped laser pulse in 

optical spectroscopy. In all three cases, we sweep towards a resonance condition, in 

our case ωe = ωn, with ωn being an available nuclear frequency. As we approach the 

resonance, nonadiabatic coupling increases significantly. The electronic motion 

slows down, the time scales of nuclear and electronic motion converge, making 

exchange between the nuclear and electronic system possible by vibronic coupling. 

As in the two adiabatic passage processes mentioned earlier, (i) the NMR adiabatic 

pulse for reversal of magnetization, and (ii) chirped laser pulses with change of 

orbital angular momentum, a change of population from the excitonic state to the 

charge transfer state can be observed (see electron transfer in figure 3.1a-c), showing 

characteristic oscillations of frequency ωn. Moving into the interaction frame 

corresponding to this ωn, this exchange should then be smooth, again similar to the 

mentioned other processes. Within the interaction frame of the electronic frequency 

ωe however, similarly to the case of the interaction frame of the laser pulse in optical 
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spectroscopy or the radio frequency in an adiabatic pulse experiment in NMR, there 

is a precession around the interaction frame axis, due to the mismatch of ωe and ωn 

when sweeping ωe. At the resonance condition ωe = ωn, the nonadiabatic coupling is 

strongest and the populations of state 1 and 2 will be p1 = p2 = ½ each. As the system 

moves out of resonance, with ωe < ωn, the system further evolves into full conversion 

with p1 = 0  and p2 = 1. In our simulation, due to the mean field approach used, we 

cannot observe this full conversion, since the system is trapped in the coherent 

superposition state and does not collapse into an adiabatic state (see chapter 2.5). 

Still, due to the many parallels observed between this coherent charge transfer 

process on one side and adiabatic pulses and chirped laser pulse experiments on the 

other side, our results support a nonadiabatic conversion via adiabatic passage 

(NCAP) process. 

 

Exchange of Angular Momentum  

Since the system evolves from one quantum state to another, a change of quantum 

number is involved. Normally, transitions between electronic states follow selection 

rules, leading to transitions only being allowed via e.g. the release or absorption of a 

photon carrying an angular momentum. Also for the non-radiative exciton to charge 

transfer transition in our study the change in quantum number has to be accompanied 

by a change of an associated physical quantity. In a publication by Purchase et al., 

the authors stressed the importance of convergence of time scales of nuclear and 

electronic circulating motion in a molecule for coherent charge transfer and 

suggested the exchange of angular momentum between the electronic and nuclear 

subsystems in a semiclassical coherent process.32 Coupling of quantum and classical 

rotation is well established in other fields of chemistry and chemical physics, where 

it has been shown that transitions in quantum subspaces give rise to observable 

rotations in a suitable interaction frame of the classical motion.48 Since in the 

Ehrenfest simulations, the conservation of total angular momentum is not enforced, 

we rather monitor collective motion in both the electronic as well as nuclear 
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subsystems by following the orientational change in the electronic and nuclear 

components of the dipole moment, which we introduce here as a descriptive 

parameter for the process. The generated charge transfer state results in a large 

electronic dipole moment change along the x-axis, potentially masking any other 

orientational change. Therefore, we focus on the dipole moment associated with the 

α-electrons since they are not directly involved in the charge transfer process and yet 

still respond to the electron transfer. The orientation of this dipole moment in the x-

y plane during the Ehrenfest dynamics with symmetric starting condition is shown 

in figure 3.3a.  

  

Figure 3.3. a) Orientation of the dipole moment associated with α-electrons in the x-y plane 

for the simulation starting with enforced symmetric geometry. The colors correspond to 

consecutive time intervals, starting from red (0<t<20 fs) to yellow (20<t<40 fs), green 

(40<t<60 fs), light blue (60<t<80 fs) and dark blue (80<t<100 fs). The rotational character 

starting around t = 40 fs is clearly visible. b) Change of orientation of the dipole moment 

associated with the nitrogen and hydrogen nuclei involved in the N-H stretches coupled to 

the electron transfer process. The colors correspond to consecutive time intervals, starting 

from red (0<t<20 fs) to yellow (20<t<40 fs), green (40<t<60 fs), light blue (60<t<80 fs) and 

dark blue (80<t<100 fs). The correlation between this nuclear dipole moment orientation and 

the electronic dipole moment orientation in a) is apparent. 

Within the first ~35 fs, the dipole moment only changes along the x-axis, 

conserving symmetry. Upon the breaking of symmetry, the dipole moment starts to 

deviate from its initial orientation along the x-axis. At around t = 45 fs, when the 
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electron transfer process starts, a clear clockwise rotation with an angular momentum 

in the negative z-axis direction starts.  

According to Purchase et al., this change in electronic angular momentum should be 

associated with a net rotation in the interaction frame of the nuclear motion of the 

coupled mode.32 We should therefore see the same rotational behavior if we plot the 

dipole moment orientation change of all the nuclei involved in N-H covalent bond 

vibrations, which we have shown to be crucial for the coherent photoinduced charge 

transfer. The change in this nuclear dipole moment orientation reflects the net 

rotation in the interaction frame associated with the nuclear mode and is shown in 

figure 3.3b. There is a clear correlation in the rotation of this nuclear dipole moment 

and the rotation of the dipole moment associated with the α-electrons. After about 

35 fs, the symmetry breaks, leading to deviation of both dipole moment orientations 

from the x-axis. At around t = 45 fs, at the onset of electron transfer, both the nuclear

as well as electronic dipole moment start to rotate in unison in the molecular plane, 

maintaining correlation until about 80 fs into the simulation, where noise in the 

electronic system appears to obscure this connection. The change in quantum 

number therefore involves the gradual exchange of angular momentum between the 

electronic and nuclear system. For completeness, the dipole moment associated with 

the β-spin density in the symmetric case and the dipole moment associated with the 

α-electrons in the asymmetric simulation shown in figures 3A.10 and 3A.11 in the 

appendix.  
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3.4 Conclusion 

In summary, the photoinduced coherent charge transfer in this donor-acceptor 

system can be described as follows: Upon excitation into the Franck-Condon region 

in the excited state localized on the donor molecule, the system relaxes towards 

lower energetic regions of the excited state PES. During this relaxation, the system 

explores regions of strong coupling between the excitonic and lower energy charge 

transfer states as they approach each other energetically. As soon as the energy 

difference between these two states (one occupied, one unoccupied), is in resonance 

with a nuclear vibration available in the system, the nuclear vibration couples to the 

electronic motion and drives the electron transfer in a resonant process. A crucial 

condition for an efficient conversion process is the dynamic breaking of symmetry. 

Furthermore, the change in quantum number associated with the non-radiative 

transition between quantum states leads to a net exchange of angular momentum into 

the coupled vibrational state. Which particular nuclear mode first reaches the 

resonance condition depends on the specific potential energy surfaces involved in 

the electron transfer process. Thus, the process is robust as it self-selects a rapid 

channel to the output. In the melamine-isocyanuric acid system the highest N-H bond 

frequencies are the first and most important modes reaching the resonance condition. 

Due to the energetic gap between the N-H stretches and all other modes, the N-H 

bonds drive the electron transfer almost exclusively. This results in a relatively clean 

oscillatory pattern in the electron transfer process. When exchanging hydrogens by 

deuterium, the system relaxes to a region where the involved states are closer in 

energy. The difference between the N-D stretches and the lower frequency modes is 

now smaller and thus additional modes can drive the charge transfer. Therefore, 

more frequencies are involved and a more complex electron transfer pattern emerges. 

In spite of the specificity of this donor-acceptor complex, we believe these principles 

are playing a role in natural systems and might help interpreting experimental data 

on coherent charge transfer.  
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3.A Appendix 

3A.1 Geometries and Effect of Intermolecular Distance 

In figure 3A.1, we show the electron transfer time evolution for a trajectory with an 

intermolecular distance increased by 1 Å compared to the optimized geometry. As 

is clearly visible, this is already enough to inhibit the charge transfer process on the 

time scale of the simulation.  

 

Figure 3A.1. Comparison of the electron transfer pattern starting from optimized geometry 

(black) and a geometry with an intermolecular distance increased by 1Å (green). This 

increase in intermolecular distance is enough to inhibit the charge transfer process within the 

time scale investigated. 

 
The initial geometries used for the Ehrenfest dynamics are given in tables 3A.1 
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Table 3A.1. Initial geometry (in Bohr) used for the Ehrenfest dynamics  a) without enforced 

C2v-symmetry and b) with enforced C2v-symmetry. The fixed atoms are marked with *

a) 

N     -2.001614    0.031842    0.000000 

C     -3.426373   -2.135237    0.000000 

C     -3.379525    2.278876    0.000000 

N     -5.992697   -2.227231    0.000000 

N     -5.949866    2.399089    0.000000 

C     -7.117530    0.115311    0.000000 

N     -2.123401    4.418507    0.000000 

N     -2.233755   -4.326562    0.000000 

N     -9.614457    0.117436    0.000000 * 

H     -0.114494    4.450706    0.000000 

H     -3.121367    6.044066    0.000000 

H     -3.274394   -5.947841    0.000000 

H     -0.239847   -4.434270    0.000000 

H   -10.533707    1.851824    0.000000 

H   -10.585442   -1.583609    0.000000 

C      8.517469   -0.165043    0.000000 

N      7.061556   -2.324476    0.000000 

N      7.095488    2.110390    0.000000 

C      4.427971   -2.407892    0.000000 

C      4.517363    2.253758    0.000000 

N      3.358169   -0.044253    0.000000 

O    10.757456   -0.132269    0.000000 * 

O      3.346296    4.294753    0.000000 

O      3.319715   -4.429777    0.000000 

H      7.996239   -3.989308    0.000000 

H      8.097476    3.783894    0.000000 

H      1.213266   -0.002685    0.000000 

b) 

N     -2.603536    0.000000    0.000000 

C     -3.999683   -2.168130    0.000000 

C     -3.999683    2.168130    0.000000 

N     -6.546495   -2.279433    0.000000 

N     -6.546495    2.279433    0.000000 

C     -7.692047    0.000000    0.000000 

N    -2.739492    4.396637    0.000000 

N    -2.739492   -4.396637    0.000000 

N  -10.268718    0.000000    0.000000 * 

H    -0.811858    4.473371    0.000000 

H    -3.780779    5.997919    0.000000 

H    -3.780779   -5.997919    0.000000 

H    -0.811858   -4.473371    0.000000 

H  -11.205478    1.663445    0.000000 

H  -11.205478   -1.663445    0.000000 

C      7.978317    0.000000    0.000000 

N      6.508749   -2.192863    0.000000 

N      6.508749    2.192863    0.000000 

C      3.868282   -2.314315    0.000000 

C      3.868282    2.314315    0.000000 

N     2.646694    0.000000    0.000000 

O   10.286523    0.000000    0.000000 * 

O     2.763579    4.365135    0.000000 

O     2.763579   -4.365135    0.000000 

H     7.449109   -3.869490    0.000000 

H     7.449109    3.869490    0.000000 

H     0.588848    0.000000    0.000000 

 

 

 

3A.2 Excitation energies with Time dependent DFT 

To classify important electronic excitations of the pseudo base pair system, linear-

response time dependent DFT calculations were performed with the Amsterdam 

Density Functional program (ADF)1,2. Since BLYP3,4 is known to poorly describe 

charge transfer excitations, we calculated the first 30 excitations using also the long 

range corrected CAM-B3LYP5 exchange correlation functional and a TZP6 basis set 

with D3 dispersion corrections7. The relative orbital alignment of the relevant 

orbitals for BLYP and CAM-B3LYP are given as energy differences in table 3A.2.  
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Table 3A.2. Orbital energy differences between HOMO/LUMO, LUMO/LUMO+1 and 

LUMO+1/LUMO+2 for BLYP and CAM-B3LYP. 

Transition BLYP CAM-B3LYP 

ΔE LUMO-HOMO [Hartree] 0.129 0.308 

ΔE (LUMO+1)-LUMO [Hartree] 0.009 0.006 

ΔE (LUMO+2)-(LUMO+1) [Hartree] 0.038 0.031 

 

As expected for a hybrid functional, the HOMO-LUMO gap is significantly 

increased in CAM-B3LYP in comparison to the GGA BLYP. However, there is no 

rearrangement in the four relevant orbitals active in the charge transfer process. 

Excitation energies and oscillator strengths for the most relevant excitonic and 

charge transfer excitations are reported in table 3A.3.  As expected for a GGA 

functional, BLYP strongly underestimates the charge transfer excitation energy. 

However, for both functionals, the energy of the excitonic state is higher in 

comparison to the charge transfer state. Furthermore, the oscillator strength of the 

excitonic state is in both cases larger than for the charge transfer state. 

 

Table 3A.3. Excitation energies and Oscillator strength for the most relevant charge transfer 

and exciton excited states in the melamine-isocyanuric acid pseudo base pair determined by 

TDDFT with BLYP and CAM-B3LYP. 

 BLYP CAM-B3LYP 

 Energy [eV] Oscillator 

strength 

Energy [eV] Oscillator 

strength 

Charge transfer 

excitation 

3.680 0.0037 6.407 0.1220 

Excitonic excitation 

localized on the 

donor 

6.1834 0.2767 6.905 0.6140 
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3A.3 Ehrenfest dynamics with frozen nuclear geometry 

Electron dynamics simulations were performed with fixed nuclear degrees of 

freedom. Two different geometries were investigated: the initial geometry at the start 

of the Ehrenfest dynamics (from here on called simulation G0) and the geometry 

from the Ehrenfest trajectory at 10.7 fs, approximately the time where the electron 

transfer process starts (named simulation G1). The latter geometry lies therefore 

within the region where the involved electronic states are closely coupled. The total 

simulation time was 50 fs with a time step of 1 as. The integrated spin density on the 

acceptor as a function of time is shown in figure 3A.2.  

 

 
Figure 3A.2. Comparison of the electron transfer pattern for unconstrained nuclear degrees 

of freedom (black) with the transfer pattern of a simulation with the nuclear coordinates kept 

fixed at the initial geometry (simulation G0, a, red) and with the pattern for fixed nuclear 

coordinates at the geometry taken at 10.7 fs of the original trajectory, when the electron 

transfer starts (simulation G1, b, red). 

A frequency analysis of the electron transfer patterns of these three simulations is 

presented in figure 3A.3 The peaks at around 4300 cm-1 and 5500 cm-1 corresponding 

to the trajectory with free nuclei show significant overlap with the frequencies of 

electron density oscillations in the case of the frozen initial geometry (simulation 

G0). This strongly suggests that the high frequency oscillations are due to the 

coupling between electronic states at a geometry close to the Franck-Condon point. 

The main peak at about 3500 cm-1 shows instead significant overlap with the electron 
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density oscillation frequency extracted from simulation G1, where the nuclei were 

fixed at a geometry in the strong coupling regime. This is also the peak that has a 

large overlap with the N-H bond vibrations. This shows that at this specific 

geometry, a resonance between electronic energy difference and nuclear vibration 

(the N-H stretches) has emerged.  

 

 
Figure 3A.3. Frequencies of electron transfer processes: in black, ET pattern during 

Ehrenfest simulation with free nuclear degrees of freedom, in blue ET transfer frequencies 

with nuclear degrees of freedom kept fixed at the initial geometry (simulation G0), in red 

ET transfer frequencies with nuclear degrees of freedom fixed for the geometry at the onset 

of electron transfer (approx. t = 10.7 fs, simulation G1). 

 

3A.4 Assignment of relevant peaks in the total VDOS 

The bond distances were extracted from the nuclear trajectory. FTs were performed 

on these bond distances to obtain the corresponding vibrational frequencies. By 

performing a FT on the velocity autocorrelation function, a total VDOS of the entire 

system was obtained. A gaussian window function with a sigma value of 0.8 was 

chosen to filter out noise in the FT. In order to assign specific peaks in the total 

VDOS, we analyze the time evolution of specific localized geometric parameters 

such as bond distances and angles extracted from the trajectory. FTs reveal the 

underlying frequencies. We find that the highest frequency band at ν ≈ 3500 cm-1 can 

clearly be associated with N-H stretching modes as shown in figure 3A.4. The N-H 

bond involved in the central N…H-N hydrogen bond shows instead a considerably 

lower frequency, giving rise to a red shifted peak in the total VDOS at ν ≈ 2700 cm-

1. This can be explained by the relatively strong hydrogen bond, with the hydrogen 

almost being shared between the two nitrogen atoms. As shown in figures 3A.5 and 

3A.6, the peak centered around 1500 cm-1 consists of several contributions from C=O 

stretches, C-N stretches and some bending modes. The overlap between many modes 

close in frequency make a direct association for ν < 2000 cm-1 in general 
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complicated. What clearly emerges through this vibrational analysis is the separation 

in frequency of the N-H bonds compared to all other vibrational modes. 

 

 
Figure 3A.4. VDOS of the pseudo base pair obtained via FT of the velocity autocorrelation 

function extracted from the Ehrenfest trajectory (black). Shown in color are all frequencies 

of the N-H stretches obtained via FT of the bond distances extracted from the Ehrenfest 

trajectory. The corresponding bonds are color-coded in the chemical structure shown on the 

right. Interesting is the shifted frequency of the central N-H bond on the donor-acceptor 

interface, as its frequency is significantly shifted to lower values due to the weakening of the 

bond through the strong hydrogen bond formed. 

 

 
Figure 3A.5. VDOS of the pseudo base pair obtained via FT of the velocity autocorrelation 

function extracted from the Ehrenfest trajectory (black). Shown in color are frequencies of 

C=O stretches and C-N stretches obtained via FT of the bond distances extracted from the 

Ehrenfest trajectory. The corresponding bonds are color-coded in the chemical structure 

shown on the right. 
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Figure 3A.6. VDOS of the pseudo base pair obtained via FT of the velocity autocorrelation 

function extracted from the Ehrenfest trajectory (black). Shown in color are frequencies of 

ring vibrations obtained via FT of the bond distances extracted from the Ehrenfest trajectory. 

The corresponding bonds are color-coded in the chemical structure shown on the right.

 

Figure 3A.7 shows the total VDOS for the two simulations using 1H and 2D 

respectively. The N-H (N-D) stretches are shifted as expected on the basis of the 

mass difference.  

 
Figure 3A.7. Total VDOS of the 2D substituted (red) and 1H systems (black), obtained by 

performing a FT of the velocity autocorrelation functions using the respective trajectories. 
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3A.5 Dynamic Symmetry breaking 

 
Figure 3A.8. Time evolution of the orbital energies (a) of the LUMO+2 (red), LUMO+1 

(dark blue) and LUMO (light blue) in comparison to the electron transfer (green, b) during 

the Ehrenfest dynamics simulation starting with a C2v-enforced initial geometry. 

 

  
Figure 3A.9. Difference in bond distance between symmetry equivalent bond pairs. Here, 

the bond distance of the bonds shown as lower in the chemical structure is subtracted from 

the bond distance of their respective symmetry equivalent bond above. Color-coded are the 

four bond pairs first diverging from perfectly symmetric behavior.  
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3A.6 Dipole moment orientation 

  

 

Figure 3A.10. Orientation of 

the dipole moment associated 

with β-electrons in the x-y plane 

for the simulation with enforced 

symmetric starting geometry. 

The colors correspond to 

consecutive time intervals, 

starting from red (0<t<20 fs) 

over yellow (20<t<40 fs), green 

(40<t<60 fs), light blue 

(60<t<80 fs) and dark blue 

(80<t<100 fs). A rotational 

character is visible in this case 

as well, but seems to be 

obscured by the large change in 

x due to the generated charge 

transfer state. 

 

  

 

Figure 3A.11. Orientation of 

the dipole moment associated 

with α-electrons in the x-y plane 

for the simulation without 

enforced symmetry. The colors 

correspond to consecutive time 

intervals, starting from red 

(0<t<20 fs) over yellow 

(20<t<40 fs), green (40<t<60 

fs), light blue (60<t<80 fs) and 

dark blue (80<t<100 fs). 

Rotational character, yet noisy, 

is apparent also in this 

simulation. 
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3A.7 Estimated non-adiabaticity of the process via the two level model by 

Purchase et al.8 

Following the model discussed in chapter 2 and in Purchase et al 8, we consider the 

formula (see equation 2.31) for the period τ needed to convert the reactant state to 

the product state during the nonadiabatic process: 

 

We should keep in mind, that this result is obtained for a simple two state model that 

is coupled to a single nuclear vibrational mode of frequency ωn with displacement 

R0. Due to sweep of the resonance condition between the nuclear vibration and 

energy difference between the electronic states, the two state model gives a good 

description of the conversion process as the resonance leads to truncation of the full 

Hamiltonian, collapsing to two states.8 To get a rough estimate of the nonadiabatic 

coupling term d12 for our donor-acceptor molecular complex, we therefore choose 

the most relevant nuclear mode which is coupled to the electronic motion. We 

consider the case with symmetric starting conditions (figure 3.1c), where the central 

N-H bond vibration is the most relevant mode, with ωn ~ 2π*2700 cm-1 (see figure 

3A.4). The displacement R0 of this mode is determined from the trajectory to be 

approximately 0.04 Å (see figure 3.2a). As a rough estimate for the complete charge 

transfer process, we take the time from the onset of electron transfer to the end of the 

simulation (55 fs, see figure 3.1c) and multiply by 3 to extrapolate to full electron 

transfer. In this way we estimate a period τ = 165 fs. By using these parameters 

extracted from our system, we estimate a value of 0.94 Å-1 for d12.  
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