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Molecular dynamics simulations reveal loop rearrangements in PLAAT4. 

This chapter is based on joint work with Rubin Dasgupta 

The work in this chapter was published as: Chatterjee, S. D., Zhou, J., Dasgupta, R., Cramer-Blok, A., Timmer, M., van der Stelt, M., and 

Ubbink, M. (2021) Protein Dynamics Influence the Enzymatic Activity of Phospholipase A/Acyltransferases 3 and 4. Biochemistry 60, 1178–

1190. 

 

Abstract 

Molecular dynamics simulations are becoming increasingly commonplace to complement 

findings from NMR spectroscopy to study protein dynamics. In this study, we took a closer 

look at the dynamics of PLAAT3 and PLAAT4 to complement the knowledge obtained from 

NMR dynamics experiments. MD simulations support our earlier findings that PLAAT4 is 

inherently more flexible than PLAAT3. The active site of PLAAT4 is more mobile, in line with 

the observation that the resonances of many nuclei are missing in the 15N-1H HSQC spectrum 

due to exchange effects. An instability of the catalytic triad followed by a conformational 

rearrangement of L2(B6) in PLAAT4 was observed. The increased dynamics of this loop may 

relate to the higher activity of PLAAT4. 

 

Introduction 

To understand structure-function relationships of proteins, not only the ground state structures 

but also their dynamic properties need to be studied.1,2 Protein dynamics occur at many 

timescales (Figure 3.1) and are linked to specific events such as bond vibrations (femtosecond 

timescale), side-chain rotations and loop motions (pico-nanosecond timescale) and biologically 

crucial processes such as folding, ligand binding and catalysis (micro-millisecond timescale).3 

Various spectroscopic techniques, including NMR spectroscopy and computational approaches 

such as molecular dynamics (MD) simulations, are used to study such motions to provide 

insight into the function of proteins. While NMR spectroscopy is an experimental technique 

that allows us to study fast (ns-ps) and slow motions (µs-ms) of a protein, it does not provide 

us with direct structural insights. MD simulations are used to study regions of protein, such as 

loops, that are flexible on a faster timescale and the technique provide us with direct structural 

insights. These loop regions can be crucial in protein-protein and protein-ligand interactions.4,5 

MD simulations are therefore often used to complement the findings from fast-timescale 

dynamics experiments (T1, T2  and cross relaxation parameters). NMR derived parameters, 

such as order parameters,6,7 heteronuclear NOEs8 and residual dipolar couplings9 can be back-
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calculated from MD simulations and compared with the experimental data to establish whether 

the simulation offers a good model for the true dynamics in a protein. 

 

MD simulations of proteins started to be used in the early 1980s.10 Since then the technique 

has gained power enormously with the growth of computation power and parallelization 

techniques. The high-resolution information about exact position of an atom at any given time 

in the trajectory is one of the best features of this technique. However, the two major limitations 

of this technique are the length of the conformational sampling time and quality of the force-

fields.11 

In MD simulations, Newtonian equations of motions are solved for atoms taking into account 

interatomic forces. The parameters used to describe the forces between atoms are derived from 

various experimental and quantum mechanical calculations. Force fields take into account  

parameters for bond length, bond angles, torsion angles, van der Waals and electrostatic 

interactions.12–15  Three things are essential for simulations, a starting structure (usually a pdb 

file), a force field, and a solvation model. A starting structure provides the atomic coordinates 

that can be obtained from experimental structures or homology models. The potential energy 

of the system in simulation is obtained from the force field, a parameterization of the energy 

surface of the protein. There are many different force field models and the most commonly 

used are the CHARMM,16 AMBER,17–19 and GROMOS20,21 force fields. Frequently used 

 
 

Figure 3.1 A graphical representation of different protein motions occurring at different 

timescales and their respective NMR experiments to study these motions.  In protein 

dynamics, motions occurring at timescales below µs are termed as “fast timescale motions” 

whereas those occurring at timescales of µs or above are termed as “slow timescale 

motions”. 
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simulation software packages are CHARMM,22 AMBER,14 GROMACS,23 and NAMD.12 

These packages share common capabilities and features but vary in their capacities, and 

underlying philosophies. The third important aspect of MD simulation is the choice of the 

solvent model, since the purpose for the simulation is to study protein motions under 

experimental conditions. The protein molecule is solvated using either of the two water models- 

the implicit or explicit solvent models. Implicit solvent does not take into account the 

movement of solvent molecules but rather averages the solvent conformations over its degrees 

of freedom.24 The explicit solvent models allow the solvent molecules to be defined with a 

possibility of neutralising the system by adding counterions inside a solvent box. Various 

explicit solvent models exists such as TIP3P, TIP4P, TIP5P, SPC.25–27 

A typical MD simulation starts with the energy minimization of the starting structure, followed 

by explicit solvation, the equilibration step and the final production step. In the equilibration 

step, the solvent molecules that were defined in case of explicit solvent models are allowed to 

move (equilibrate) by raising the temperature in small steps while protein positions are fixed. 

Equilibration steps are done under constant temperature and constant pressure conditions. In 

the production step the positional constraints on the protein are removed to let the protein and 

solvent to relax.  

The trajectories are analysed to extract from the large data sets the information that is relevant 

for model building and comparison with experimental data. With modern processing units 

(CPUs, GPUs and supercomputing nodes) and efficient algorithms, large proteins or protein 

complexes can be simulated for 100s of ns and even µs. Analysis of the trajectories can be 

classified into four types: 1) Checking the integrity of the simulation and global analysis of the 

protein, including calculation of the root-mean-square deviation (RMSD) over time, the total 

energy of the system, the radius of gyration and the temperature and pressure fluctuations, 2) 

Cluster analysis by grouping the RMSD into separate conformational groups by k-means 

clustering or hierarchical approach,28–30 3) Principal component analysis to extract the 

correlated protein motions, also known as essential dynamics from sampled conformations,31–

34 and 4) Correlation function analysis of the bond-vectors to derive order parameters or atomic 

fluctuations to evaluate concerted motions in different parts of the protein.35–37 

To complement the findings obtained from NMR dynamics studies of PLAAT3 and PLAAT4 

(Chapter 2), we used MD simulations to study the internal motions of PLAAT3 and PLAAT4 

to gain insights into the dynamics of the two proteins. In Chapter 2, we found contrasting 
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dynamics profile between the two proteins, especially for the flexible loop L1, residues around 

the active site and residues with nuclei missing resonance assignments in the NMR spectra, 

suggesting flexibility. Since the two proteins differ in phospholipase activity, MD simulations 

were performed to visualise protein dynamics to aid in our understanding of the two proteins. 

The results indicate significant differences between PLAAT3 and PLAAT4 active site 

dynamics, strengthening the findings from NMR experiments. 

 

Results 

Classical all-atom MD simulations on proteins were performed using NMR structures solvated 

in a rectangular water box, neutralized by counter ions and using the AMBER ff99sb-ILDN 

force-field. We used the GROMACS package, as it is open source, supports parallelization and 

GPU acceleration for faster non-bonded atomic calculations and possesses a large number of 

external tools for trajectory analysis.38 Two runs of 100 ns were performed with different 

starting velocities for both PLAAT3 and PLAAT4. 

 

Structural stability. The root mean-square deviation (RMSD) is an indicator of the global 

conformational stability of a structure during the simulation. Figure 3.2 presents the RMSD of 

the structural snapshots as compared to the starting structure over the course of the simulation. 

An initial jump in RMSD is normally observed within the first picosecond, which occurs due 

to the inherent fluctuation of atomic coordinates of the starting model as the spatial restrictions 

on the model are lifted. In the first 10 ns, the RMSD steadily increases as the protein samples 

different conformations. The RMSD value stabilizes after about 10 ns, with relatively minor 

fluctuations in the conformation. The larger RMSD observed for PLAAT4 indicates that 

considerable structural fluctuations are taking place over the course of the simulations. For 

example, in run 2 (seed 2), toward 70 ns, the RMSD increases further, suggesting that the 

protein undergoes a significant conformational rearrangement relative to the starting structure. 

In PLAAT3, the structure appears to remain relatively stable after the initial relaxation, 

suggesting that no significant structural fluctuations occur over the 100 ns period. The radii of 

gyration were also determined. They fluctuated around a value that remained stable during the 

MD simulations, with average values of 1.45 and 1.54 nm for PLAAT3 and PLAAT4, 

respectively (Figure 3.3).  
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Figure 3.2 Plot of all atom RMSD of PLAAT3 and PLAAT4 runs. Each point in the frame 

represents a snapshot saved at every ps. PLAAT4 shows a higher RMSD, suggesting significant 

conformational fluctuations and rearrangements with respect to the starting structure. 

 

 

 
 

Figure 3.3. Plot of radius of gyration over the course of 100 ns MD trajectories in PLAAT3 and 

PLAAT4. For PLAAT3 and PLAAT4 the average Rgy values are 1.45 nm and 1.54 nm, 

respectively. 
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Essential dynamics.  To observe and analyse important concerted motions (often known as 

essential dynamics), principal component analysis was performed. RMS fluctuations were 

calculated for all residues globally (Figure S3.1) and also for the top two eigenvectors (the two 

most significant principal components) to study essential dynamics (Figure 3.4). Residues with 

the highest RMS fluctuations of any atom above 2 Å were analysed and plotted on the NMR 

structures (Figure 3.5). In the course of the 100 ns simulations, it was observed that PLAAT3 

maintains largely a rigid conformation, especially an ordered secondary structure. Apart from 

the disordered loop L1 (residues 43-55), only residues 19-22, along with 83-84 and the C-

terminal residues 124-125 showed concerted flexibility. The distances between the active site 

atoms C113Sγ and H23Nδ and between H23Nε and H35Nδ all remained below 5 Å (Figure 

S3.2), indicating that the active site triad (see Chapter 2, Figure 2.1.) remained intact. 

In PLAAT4, more concerted motions were observed (Figure 3.4B). More residues in the 

flexible loop L1 (40-56), as well as residues 82-86, 88, 90, L2(B6) (108-111) and the N and C 

termini residues showed fluctuations above 2 Å, suggesting that these parts have correlated 

motions. In the active site of PLAAT4, C113Sγ exhibited an RMS fluctuation of 2.3 Å, while 

its backbone atoms were more rigid. This side-chain fluctuation came about as part of a 

significant rearrangement that took place in L2(B6). Since the α-helix A3, of which C113 is a 

part, is connected to this loop, its rearrangement rendered the active site quite mobile. The 

interaction between the cysteine of the catalytic triad and the histidine rings was disrupted 

during each of the two runs. Movements of the nucleophile residue C113Sγ and the base 

H23Nδ/Nε and a concerted set of molecular rearrangements in the loop L2(B6) brought R111Nε 

in close proximity of C113Sγ (Figure 3.6, panels A and B). The arginine side-chain was 

stabilized by the formation of two salt bridges with E114Oε and E22Oε. The interaction with 

the E114 was stable over almost the entire run. The distance between the side-chains of E22 

and R111 showed some correlation with that between C113 and R111 (Figure 3.6, panels C 

and D). The interconversion between the active site in the native and disrupted active site states 

appears to happen fast and, thus, can be described by a two-state model, illustrated in Figure 

3.7.  
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Figure 3.4 Fluctuations per residue. For each residue, the largest RMS fluctuation of all its atoms along 

the two largest eigenvectors of the principal components analysis in the MD runs is plotted for PLAAT3 

(A) and PLAAT4 (B). A cut-off of 2 Å is indicated with a dashed line. Secondary structure of the 

starting structure is indicated at the top and named as per Table 2.1. 
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Figure 3.5 Results of principal component analysis of the MD simulations. Residues coloured in 

red in PLAAT3 (A) and PLAAT4 (B) show RMS fluctuations above the cut-off (Figure 3.4). Apart 

from the C terminus, two distinct regions in PLAAT3 (19-22 and 43-55) were observed having 

concerted motions, bringing them closer, while rest of the protein maintains relatively rigid. 

PLAAT4 has three distinct mobile regions apart from the N and the C termini. The flexible loop 

shows disordered movement while regions 108-111, 82-86 and residue 113 all show correlated 

motions, bringing the L2(B6) loop in close proximity to C113. 
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Discussion 

Based on the observations obtained from both fast and slow timescale protein dynamics NMR 

experiments, as well as the MD simulations, a model is proposed for a two-state conformational 

rearrangement occurring in the catalytic region in PLAAT4, illustrated in Figure 3.7. In the 

starting structure the nucleophile residue C113 and the base residue H23 interact via a hydrogen 

bond. H23 is bound to H35, as part of the catalytic triad (panel A). The C113-H23 interaction 

can be broken and the imidazole rotates away. Simultaneously, L2(B6) and A3 rearrange, 

bringing the side-chains of R111 and C113 closer to form a new state. The observation of this 

mobility is in line with the experimental evidence for motion in this region. Nine out of 11 

residues comprising L2(B6) in PLAAT4 either lack resonance assignments due to line 

broadening or show fast timescale dynamics. In PLAAT3 such dynamics is not observed.  

 

Figure 3.6 Inter-residue heavy atom distances during the two runs of MD simulations (seed 1 and 

seed 2). In PLAAT4 the distances between C113SΥ and H23Nδ1 in PLAAT4 and that between 

C113SΥ and R111Cζ are anti-correlated in both seed 1 (A) and seed2 (B) suggesting simultaneous 

disruption of the Cys-His-His catalytic triad interaction and formation of an interaction between 

R111 and C113. The distance between E114Cδ and R111Cζ is around 4 Å throughout the 

simulation and the distance between R111Cζ and E22Cδ is partially correlated to that between 

R111Cζ  and C113SΥ  in both seed 1 (C) and seed 2 (D). 
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Thus, these observations raise the question whether the mobility of L2(B6) relates to the 

activity difference between PLAAT3 and PLAAT4. Increased flexibility could play a role in 

substrate accessibility or induced fit. Since both PLAAT3 and PLAAT4 are membrane-

anchored enzymes, a better substrate accessibility could lead to a higher (phospholipase) 

activity. To test this hypothesis, it would be interesting to test whether L2(B6) loop exchange 

between the two proteins would lead to different activities. Also interesting would be to study 

if this L2(B6) loop mobility affects native salt-bridge networks in PLAAT3 and PLAAT4 since 

salt bridges might infer protein rigidity/flexibility.39,40 The findings are presented in chapter 4. 

 

 

  

 

 

Figure 3.7 A model of the conformational rearrangements of PLAAT4 as described in the text. 

The Cys-His-His catalytic triad present in conformation A is disrupted in conformation B, in 

which C113 moves closer to R111. The change is caused by a rearrangement of L2(B6). 
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Materials and Methods 

MD simulations were performed using Gromacs-5.1.3823 The NMR structure of PLAAT3 

(2KYT) 41 and PLAAT4 (2MY9) 42 were selected for the simulations as starting structures and 

topology files were created from them. The AMBER ff99sb-ILDN force-field provided with 

GROMACS was used.43 The models were then solvated in a periodic water box of 1 nm and 2 

nm cubic edge length for (PLAAT3) and (PLAAT4), respectively. The latter is larger due to 

the elongated conformation of the protein. The TIP3P water model was used.44,45 Three Na+ 

counterions were automatically placed by the GROMACS program throughout the water box 

such that the final system had net zero charge. After solvation and neutralization, the systems 

were energy minimized by 5000 steps of minimization using the steepest descent algorithm. 

Minimized systems were further equilibrated under NVT and NPT conditions for 500 ps with 

a step size of 2 fs using position restraints on the protein and  a temperature of 300 K and 1 

atm. pressure controlled by the velocity rescaling (modified Berendsen) thermostat46 and 

Parrinello-Rahman barostat.47 The equilibrated systems were finally subjected to a 100 ns 

simulation run under NPT without any position restraints, and coordinates were saved after 

every ps. Two simulations were carried out with different starting seeds for both PLAAT3 and 

PLAAT4 where each seed represents a simulation at a different velocity. The trajectories were 

analysed using the inbuilt modules available in the GROMACS suite and visualized by means 

of the VMD48/Chimera 49 program. 

 

Principal component analysis was carried out by first building the covariance matrix of atomic 

fluctuations and then generating a set of eigenvectors and eigenvalues by the diagonalization 

of the covariance matrix. The two eigenvectors that corresponded to the two largest eigenvalues 

were chosen as the principal components describing most of the collective motions or essential 

dynamics. The residues involved in these two largest eigenvectors were extracted by using a 

cut-off of 2 Å RMS fluctuations of individual atoms described by the two eigenvectors using 

an in-house program. The motions of these residues were further analysed by observing the 

MD trajectory. 
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Supplementary Figures 

 

 

 

 
 

Figure S3.1 RMS fluctuations per residue. For each residue, the RMS fluctuations in the 

MD runs are plotted for PLAAT3 (A) and PLAAT4 (B). A cut-off of 2 Å is indicated with 

a dashed line. Secondary structure of the starting structure is indicated at the top and named 

as per Table 2.1. 
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Figure S3.2 Inter-residue heavy atom distances during the two runs of MD simulations 

(seed 1 and seed 2). In PLAAT3, the distance between C113Sγ and H23Nδ1 is maintained 

throughout the two runs of simulations, suggesting that the catalytic triad is maintained. 
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