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Chapter 5

Rates of convergence in Central
Limit Theorem for ergodic toral
automorphisms1

5.1 Introduction and main result

Let Td be a d-dimensional torus. Consider the standard projection π : Rd →
Td given by π(x1, . . . , xd) = (x1 mod 1, . . . , xd mod 1) and a matrix S ∈
GL(d,Z) such that detS = ±1. The toral automorphism TS : Td → Td asso-
ciated to the matrix S is given by π◦S = TS ◦π. Alternatively, one can simply
write TS(x) = Sx mod 1. The toral automorphism TS is ergodic if and only
if the associated matrix S has no eigenvalues which are roots of unity. The
transformation TS preserves the normalised Lebesgue measure m on Td.

The eigendirections of a matrix S described above induce a decomposi-
tion of Rd = EsS ⊕ EnS ⊕ EuS where EsS is the eigenspace of S corresponding
to the eigenvalues with modulus smaller than 1 (stable directions),EnS is the
eigenspace of S corresponding to the eigenvalues with modulus 1 (neutral
directions), and EuS is the eigenspace of S corresponding to the eigenvalues
with modulus larger than 1 (unstable directions). An important subclass
of ergodic toral automorphisms is formed by the hyperbolic toral automor-
phisms for which EnS = {0} (see Figure 5.1). In other words, the matrix S
associated to a hyperbolic toral automorphism has no eigenvalues of unit
absolute value. In summary, we consider the following classes of toral auto-

1This chapter is based on: E. Arzhakova, D. Terhesiu, Rates of convergence in Central
Limit Theorem for ergodic toral automorphisms, in progress
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98 Chapter 5. Rates of convergence in CLT for ergodic toral automorphisms

Figure 5.1: Ergodic toral automorphism (left) and a hyperbolic toral auto-
morphism (right). The difference is in the fact that the hyperbolic toral au-
tomorphism does not have neutral eigendirections.

morphisms (TA): Toral automorphisms ⊃ ergodic TA ⊃ hyperbolic TA.

Example 5.1.1 (Ergodic non-hyperbolic toral automorphism.). The follow-
ing matrix induces an example of an ergodic non-hyperbolic toral automor-
phism:

S =


0 0 0 −1
1 0 0 2
0 1 0 0
0 0 1 2


The characteristic polynomial χS(λ) = λ4− 2λ3− 2λ+ 1 has two real eigen-
values:

λ+ =
1

2
(1 + 31/2 + 121/4) > 1, λ− =

1

2
(1 + 31/2 − 121/4) < 1;

and two complex eigenvalues:

λ
(1)
0 =

1

2
(1− 31/2 + 121/4i), λ

(2)
0 =

1

2
(1− 31/2 − 121/4i),

whose absolute values are equal to 1. Neither of the eigenvalues is a root
of unity, therefore, the induced toral automorphism is ergodic. However, it
is not hyperbolic due to the presence of two eigenvalues of unit absolute
value.

Up to now, several probabilistic aspects of ergodic toral automorphisms
have been studied (with respect to the invariant measure m) and we start
by recalling some of the landmark results. We remark that hyperbolic toral
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automorphisms are much easier to study because the dynamical system
(Td, TS) has a Markov partition (roughly, every element of the partition gets
mapped to a union of partition elements) and as a consequence, the study
of (Td, TS ,m) can be reduced to that of two-sided finite Markov shifts for
which a well developed theory exists (we refer to Section 5.2 for further de-
tails).

Due to the presence of neutral directions the study of non-hyperbolic
toral automorphisms is much harder; in particular, up to trivial examples,
ergodic non-hyperbolic toral automorphisms do not have Markov parti-
tions (see, for instance, [10, 62, 63] and references therein). Resorting to the
construction of some clever measurable partition and building on a pre-
vious result of Katznelson [54], Lind [63] proved exponential decay of cor-
relation for the general class of θ-Hölder functions v, w ∈ Cθ on Td, that
is, |

∫
Td v w ◦ T

n
S dm −

∫
Td v dm

∫
Td w dm| 6 Cρn‖v‖θ|w‖θ for some uniform

constant C and some ρ ∈ (0, 1). Hereafter, we denote the class of θ-Hölder
functions by Cθ.

Exploiting the partitions introduced in [63], Le Borgne [10] constructed
appropriate filtrations to show that under mild assumptions on the Fourier
coefficients on functions v on Td, the Gordin method [40] of martingale dif-
ferences can be applied to obtain the Central Limit Theorem (CLT) along
with its refinements: Weak Invariance Principle (WIP), that is, convergence
to Brownian motion, and Strong Invariance Principle (SIP), which is a strong
version of the law of the iterated logarithm. For a rough overview of the mar-
tingale difference for dynamical systems we refer to Section 5.2. Below we
recall the above mentioned terminology along with the result in [10].

Denote the n-th ergodic sum of v : Td → R, v ∈ L2(m) by Snv =
∑n−1

k=0 v ◦
T kS . Given a centered function on Td (that is,

∫
Td v dm = 0), (v, TS) satis-

fies the CLT with non-zero variance if there exists σ > 0 such that 1√
n
Snv

converges in distribution to a Gaussian random variable Z ∼ N (0, σ2) de-
fined on a probability space (Ω,F ,P) with mean zero and variance σ2. This
means that as n→∞,

sup
α∈R

∣∣∣m(Snf√
n
< α

)
− P (Z < α)

∣∣∣→ 0. (5.1)

Recall that given v : Td → R, (v, TS) satisfies WIP if Wn(t) = { 1√
n

∑[nt]
k=0 v ◦

T kS , t ∈ [0, 1]} converges in the space (D[0, 1],R) (the space of functions
which have left-hand limits and are continuous from the right on (0, 1)) to
a Brownian motion with variance σ2. Further, (v, TS) satisfies the SIP if (en-
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larging Td if necessary) there exists a sequence of independent identically
distributed (iid) Gaussian random variables Yk on (Td, TS ,m) with mean
zero and variance σ2 such that

sup
16M6n

∣∣∣M−1∑
k=0

v ◦ T kS −
M−1∑
k=0

Yk

∣∣∣ = o(n1/2(log log n)1/2) almost surely as n→∞.

(5.2)

With these specified, we recall

Theorem 5.1.2. [10] Let v be a centered function on Td and v ∈ L2(m).
Assume that for every b > 0 the Fourier coefficients v̂(n) of v satisfy∑

|n|>b

|v̂(n)|2 6 R log−θ(b)

for some R > 0, θ > 2. Assume that v is not a coboundary, i.e., there exists
no h ∈ L2(m) such that v = h− h ◦ TS .

Then (v, TS) satisfies: i) the CLT with non-zero variance

σ2 =
∑
k∈Z

Em[v · v ◦ T |k|S ];

ii) WIP and iii) SIP with rate as in (5.2).

The role of the assumption that v is not coboundary is to ensure that σ > 0.

Since the works of [10, 63] the results have been improved in two direc-
tions. Exponential mixing of all orders of Hölder functions was proved via
different methods by Dolgopyat [26] and Pène [90]:

Theorem 5.1.3. [26, 90] Let vi ∈ Cθ(Td) for some θ ∈ (0, 1). Then, there
exists ρ ∈ (0, 1) such that for any n0, . . . ns ∈ N,∣∣∣ ∫

Td

s∏
i=1

vi ◦ TniS dm−
s∏
i=1

(∫
Td
vi dm

) ∣∣∣ 6 Cρmini 6=j |ni−nj |
s∏
i=1

‖vi‖Cθ ,

for some uniform constant C.

Combining Theorem 5.1.3 with Theorem 5.1.2, Gorodnik and Spatzier [44]
show that Theorem 5.1.2 holds for the whole class of Hölder functions, with
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no restriction on the Fourier coefficients. In fact, [44, Theorem 6.2] is phrased
for the much larger class of ergodic automorphisms on compact nilmani-
folds (not just on Td), of which particularities do not constitute the subject
of this work.

In a different direction, a few works obtain rates of convergence in the CLT
and the SIP of Theorem 5.1.2. First, we mention that the work of Le Borgne
and Pène [15] gives optimal Berry-Essen error rates in CLT for ergodic toral
automorphisms on T3. With the notation used in (5.1), we recall

Theorem 5.1.4. [15, A consequence of Theorem 2.] Consider an ergodic
toral automorphism (T3, TS ,m). Suppose that v : T3 → R satisfies the as-
sumptions of Theorem 5.1.2, in particular the same conditions on the decay
of Fourier coefficients of v. Then

sup
α∈R

∣∣∣m(Snv√
n
< α

)
− P (Z < α)

∣∣∣ = O

(
1√
n

)
.

We also mention the work of Dedecker, Merlevède and Pène [23] who
build on the technical part of the proof of Theorem 5.1.2 to enlarge the class
of functions (increasing the range of θ from θ > 2 to θ > 1) and also improve
the rate in (5.2) from o(n1/2(log log n)1/2) to O(n1/4(log n)). This estimate is
not implied by and does not imply error rates in the CLT.

It is not clear to us how to generalise Theorem 5.1.4 to general (Td, TS ,m),
d > 3 and also to the entire class of Hölder functions. To our knowledge,
error rates in CLT for the general class of ergodic toral automorphisms seem
to be absent from the up to date literature. Our main focus is to provide
promising results in this direction.

To state our main result, we introduce further terminology. Let

Φσ2(h) =
1

σ
√

2π

∫
R
e−

σ2

2
uh(u) du

be the expectation of the function h : R → R with respect to the one-
dimensional centered distributionN (0, σ2). LetW be the class of Lipschitz
functions on R. Consider a system (Td, TS ,m), a function v : Td → R, and
let Snv be its ergodic sum. Given Z ∼ N (0, σ2) on (Ω,F ,P), the Wasserstein
distance dW between Snv√

n
and Z is given by

dW

(
Snv√
n
,Z

)
= sup

h∈W

∣∣∣∣m(h(Snv√n
))
− Φσ2(h)

∣∣∣∣ . (5.3)



102 Chapter 5. Rates of convergence in CLT for ergodic toral automorphisms

Replacing the classW with the the class of the step functionsK = {1[−∞,x] :
x ∈ R} gives the Kolmogorov distance, which is the one used in the Berry-
Esseen result of Theorem 5.1.4. We recall that results in the Wasserstein dis-
tance are weaker since

dW

(
Snv√
n
,Z

)
6 C

(
dK

(
Snv√
n

), Z

))1/2

, (5.4)

for some uniform C.

With these specified, we state the main result of this work

Theorem 5.1.5. Consider (Td, TS ,m) and suppose the stable and unstable
eigenspaces of S are such that dim(EsS) = dim(EuS) = 1. Let v : Td → R be a
centered Hölder function such that v is not anL2-coboundary. Then, (v, TS)

satisfies CLT with non-zero variance σ2 =
∑

k∈Z Em[v · v ◦ T |k|S ]. Moreover,

dW

(
Snv√
n
,Z

)
= O

(
log n√
n

)
.

We remark that a similar method of proof works in the situation where the
stable and unstable eigendirections of the associated matrix S have differ-
ent dimensions and also for the multivariate Hölder observable v : Td → Rq,
q > 1. For simplicity, in this chapter we omit these generalisations. Given
the relation between the Wasserstein and Kolmogorov distances in (5.4), it
seems that the current result is far from an optimal Berry-Esseen bound.
However, this is not the case for multidimensional observables: in this case
the best one can do is to use [91, Theorem 1.1] to improve the result in the
Wasserstein distance in Theorem 5.1.5 to O(n−1/2), therefore getting rid of
log n. In this sense, the present results are very promising.

We emphasise that in the present chapter we provide a new proof of the
CLT and that the result of Theorem 5.1.5 is new for (Td, TS ,m), d > 3 and the
entire class of Hölder functions on Td. Much more importantly, we believe
that our proof extends to the cases of random ergodic toral automorphisms,
and, eventually, non-linear ergodic toral automorphisms, where previous
methods simply break down. This is the subject of work in progress. At this
stage we mention that our method of proof relies on the use of the CLT re-
sults for dynamical systems via the Stein method obtained by Hella et al. [49]
and a careful check of their assumptions using that the eigenfunctions of TS
have components that are Diophantine irrationals.
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We conclude this introduction remarking that due to the exponential mix-
ing result for Hölder functions [63], the WIP in Theorem 5.1.2 is a direct con-
sequence of the CLT. This is because the other required condition for WIP,
namely, the tightness, can be checked as in the proof of [82, Theorem 1.4].
The SIP in Theorem 5.1.2 is more delicate and we do not address this here.

5.2 A brief survey of the methods of proof of CLT for
dynamical systems

In this Section we discuss several methods to prove CLT in the framework of
dynamical systems and, in particular, in the framework of hyperbolic toral
automorphisms. Where appropriate, we explain why these methods break
down for non-hyperbolic ergodic toral automorphisms. The application of
some methods (the analogue of the characteristic function for independent
random variables and the martingale difference) are illustrated using the
simple example of the doubling map.

5.2.1 Gordin’s homoclinic points method [41].

Suppose (X, d) is a metric space and T : X → X is a homeomorphism. Two
points x, y ∈ X are called homoclinic if d(Tnx, Tny) → 0 as n → ±∞. The
notion goes back to the works of Poincare, and the homoclinic equivalence
relation plays an important role in various areas of the theory of dynamical
systems.

One of the most convenient settings to study homoclinic structures is that
of group automorphisms T ∈ Aut(X) of a compact abelian group X. It is
sufficient to identify points x that are homoclinic to 0, i.e., d(Tnx, 0) → 0 as
n→ ±∞. Such points form a group of homoclinic points ∆(T,X).

Gordin also introduced a notion of the homoclinic transformation: an in-
vertible mapR : X → X is called homoclinic to T , if the operatorsUT f(x) =
f(Tx), URf(x) = f(Rx) (called the Koopman operators of T and R, respec-
tively), satisfy U−nT URU

n
T → Id, where Id is the identity operator. Clearly, if

x0 ∈ ∆(X,T ), then Rx = x + x0 is homoclinic to T . The so-called Gordin
group Gor(X,T ) is formed by all invertible non-singular transformations R
which are homoclinic to T . For hyperbolic toral automorphisms, the groups
∆(Td, TS) and Gor(Td, TS) are isomorphic, i.e., any homoclinic transforma-
tion arises from a homoclinic point.
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Using Stein’s method, Gordin established CLT for functions which are cobound-
aries with respect to the homoclinic transformations. Here we recall a sim-
plified version of Gordin’s CLT for homoclinic points [41]:

Theorem 5.2.1. Suppose T is a group automorphism of a compact abelian
group X preserving the Haar measure λ, and x̄ ∈ ∆(X,T ) is a homoclinic
point. Suppose a function f ∈ L∞(X,λ) satisfies

f(x) = F (x+ x̄)− F (x)

for some F ∈ L2(X,λ), and moreover,∑
n∈Z
||f(·+ Tnx̄)− f(·)||L∞ <∞.

Then the sequence

Zn(x) =
1√
n

n−1∑
k=0

f(T kx)

converges to the Gaussian distribution N (0, σ2), and σ2 > 0 is given by the
following absolutely converging series

σ2 =

∞∑
k=−∞

〈F (x), f(T kx+ x̄)− f(T kx)〉L2 .

In case of hyperbolic toral automorphisms, the above result immediately
applies to a large class of sufficiently regular functions f on Td.

Unfortunately, non-hyperbolic ergodic toral automorphisms have trivial
groups of homoclinic points: ∆(Td, TS) = {0} (see [66] and Theorem 4.1 of
[67]), and hence, the above result cannot be applied.

In [42] Gordin extended the homoclinic point approach to non-hyperbolic
ergodic toral automorphims using the martingale difference method.

An interesting observation is that the homoclinic point method is also ap-
plicable to Zd-actions [43], and in fact, in striking contrast with Z-actions
discussed in this chapter, the method works for some non-expansive alge-
braic dynamical systems as well, e.g., those which arise naturally in connec-
tion to spanning trees.
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5.2.2 Characteristic functions method for dynamical systems

We first recall the method in the i.i.d. set up. Consider a sequence of i.i.d.
random variables {Yj}j>0 on (Ω,F ,P) with mean 0 and positive variance.
One easy proof of the CLT goes via the Levy’s continuity theorem. Let χ(t) =
EP[eitYj ] be the characteristic function of Yj , set Sn =

∑n−1
j=0 Yj and note

that EP[e
it Sn√

n ] = χ(t/
√
n)n. Recall that the characteristic function of Z ∼

N (0, σ2) is exp(−σ2t2/2). Also, since Yj , j > 1, has finite second moment
and zero mean, one has that 1 − χ(t) = σ2t2/2(1 + o(1)) as t → 0. Thus, as
n→∞,

χ(t/
√
n)n =

(
1− σ2t2

2n
+ o(σ2t2/2)

)n
→ exp(−σ2t2/2), t ∈ R.

By the Levy’s continuity theorem we conclude that the sequence 1√
n
Sn con-

verges in distribution toN (0, σ2).

In the framework of measure preserving dynamical systems (X,T, µ), given
f : X → R, we are interested in the convergence in distribution of the nor-
malised ergodic sums 1√

n
Snf = 1√

n

∑n−1
k=0 f ◦ T k to Z ∼ N (0, σ2), for some

σ > 0. For simplicity, we assume that
∫
f dµ = 0. Using the Levy’s conti-

nuity theorem, one can rephrase this problem in terms of convergence of
the corresponding characteristic functions χ 1√

n
Snf

(t) to the characteristic

function of a limiting random variable. Originating from the work of Na-
gaev [84], a standard method to prove this convergence is by using spectral
properties of transfer operators. Starting with the work of Aaronson and
Denker [2], this method became classic for establishing various probabilis-
tic results, including stable laws and local limit theorems. We briefly recall
the main elements of the method.

The transfer operator L : L1(µ) → L1(µ) for (X,T, µ), is defined by the
equality

∫
X Lu ·v dµ =

∫
X u ·v ◦T dµ,where u, v ∈ L1(µ) and v ∈ L∞(µ). The

basic idea of the Nagaev method is that since∫
X
eitSnfudµ =

∫
X
L(t)nudµ, where L(t)u = L(eitfu), u ∈ L1.

the study of characteristic functions for dynamical systems (possibly with
heavy dependencies) can be reduced to the study of properties of the per-
turbed transfer operator L(t). Note that L(0) = L. The necessary require-
ment for this method is to find a good function space on which the family of
operators {L(t)}t>0 satisfies good spectral properties: see, for instance, the
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survey of Gouëzel [45]. In short, this comes down to finding a Banach space
B with norm ‖ · ‖ on which

i) L has a decomposition of the form

L(0)nu =

∫
u dµ+Q(0)nu,

where Q(0) is an operator on B such that ‖Q(0)n‖ 6 θn, for some θ ∈
(0, 1).

ii) the family {L(t)}t>0 satisfies ’good’ continuity properties. For the CLT
a sufficient (but not necessary, see [45] and references therein) condi-
tion is that for t ∈ Bδ(0),

‖L(t)− L(0)‖ 6 Ct2

for some uniform constant C.

Items (i) and (ii) can be easily established for the simple example of the
doubling map T : [0, 1] → [0, 1] given by the formula Tx = 2x mod 1 (see
Figure 5.2). However, apart from simple examples of unit interval maps,
establishing (i) and (ii) is highly non-trivial. We refer to the list of references
in [45] for some non-trivial examples.

For Tx = 2x mod 1, and letting T−1 denote the left inverse branch, the
existence of the Markov partition P = {(T−(j+1)1, T−j1]}j>0 together with
the expansion of the map is the key. Using the pointwise formula for the
transfer operator as in [45], one establishes (i) and (ii) in the Banach space
of piecewise C2 functions; piecewise C2 means C2 on the elements of P .
Item (i) holds with θ = 1/T ′ = 1/2 and item (ii) holds for any observable

1

11
2

Figure 5.2: The doubling map Tx = 2x mod 1.
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with finite second moment.

Nagaev method for hyperbolic toral automorphisms. Nowadays, the hy-
perbolic toral automorphisms are known to have the spectral gap property
(item i) above) in several anisotropic Banach spaces of distributions (i.e.,
generalised functions): see the survey of Liverani [68]. As invertible trans-
formations, they cannot have spectral gaps in usual Banach spaces embed-
ded in L∞ [68]. The role of the Banach spaces in [68] is to allow a differ-
ent treatment of the expanding and contracting directions. In such Banach
spaces the existence of the Markov partition for hyperbolic toral automor-
phisms is not required, though the absence of the neutral direction is cru-
cial.

A more traditional treatment of hyperbolic toral automorphisms exploits
the existence of Markov partitions and the isomorphism with the two-sided
Markov shift, where classical methods apply. We recall that as in [14] a stan-
dard way of treating two-sided Markov shifts is to collapse the stable (con-
tracting) or unstable (expanding) directions. For the one-sided Markov shift
there are several Banach spaces known to provide spectral gap: see for in-
stance the work [2] for a brief overview. The lift of limit theorems from one-
sided shifts to two-sided shifts is also classic since the work of Bowen [14].

Good Banach spaces for to ergodic toral automorphisms do not exist due
to the presence of neutral direction (which in turn, does not not allow one
to establish the existence of Markov partitions).

5.2.3 Martingale difference approach

Unlike the homoclinic method and the characteristic functions method,
the martingale difference method can be applied in the context of non-
hyperbolic ergodic toral automorphisms. The main current stochastic re-
sults on the ergodic toral automorphisms, including CLT, are obtained using
the martingale difference method. In the following subsection we recall the
main ingredients of the method, illustrate them with the simple example of
the doubling map, and state the known limit results on the ergodic toral au-
tomorphisms.

Consider a probability space (X,B, µ). A sequence Yn : X → R of random
variables is a martingale difference sequence if
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1. there exists a non-decreasing sequence of σ-algebras (filtration)

F1 ⊂ F2 ⊂ . . . ⊂ B

such that Yn is measurable with respect to Fn;

2. the conditional expectations satisfy E[Yn+1|Fn] = 0 for n > 0.

A sequence Yn : X → R of random variables is a reverse martingale differ-
ence sequence if

1. there exists a non-increasing sequence of σ-algebras

B ⊃ F1 ⊃ F2 ⊃ . . .

such that Yn is measurable with respect to Fn;

2. the conditional expectations satisfy E[Yn|Fn+1] = 0 for n > 0.

Theorem 5.2.2 ( [47,69] The (reverse) martingale difference theorem.). Sup-
pose that {Yn} is a martingale difference with respect to {Fi}. If the follow-
ing two conditions hold:

• 1
n

∑n
i=1 E[Y 2

i |Fi−1]
P−→ σ2 <∞;

• 1
n

∑n
i=1 E[Y 2

i 1|Yi|>ε
√
n|Fi−1]

P−→ 0 for every ε > 0,

then the sequence 1√
n

∑n
i=1 Yi converges in distribution toN (0, σ2) [40, 47].

Suppose that {Yn} is a reverse martingale difference with respect to {Fi}. If
the following two conditions hold:

• 1
n

∑n
i=1 E[Y 2

i |Fi+1]
P−→ σ2 <∞;

• 1
n

∑n
i=1 E[Y 2

i 1|Yi|>ε
√
n|Fi+1]

P−→ 0 for every ε > 0,

then the sequence 1√
n

∑n
i=1 Yi converges in distribution toN (0, σ2).

The (reverse) martingale difference method can be applied to prove CLT
in the framework of a dynamical system (X,F , µ, T ) and functions f ∈ L2.
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The idea is to find a non-decreasing (or non-increasing) filtration {Fi} and
functions h, g ∈ L2 such that

f = h+ g − g ◦ T,

where {h◦T i} is a (reverse) martingale difference with respect to {Fi}which
satisfies the conditions of Theorem 5.2.2 with σ2 > 0. Since 1√

n

∑n
1 f ◦ T i =

1√
n

∑n
1 h ◦ T i + 1√

n
(g − g ◦ Tn+1) the CLT for f follows from CLT for h.

Let us illustrate the reverse martingale difference method with a simple
example of the doubling map. Consider a system ([0, 1],B, µ, T ) where B is
the Borel σ-algebra, µ is the Lebesgue measure, and T is the doubling map
given by Tx = 2x mod 1 (see Figure 5.2). Denote by U the Koopman oper-
ator of T (i.e., Uf = f ◦ T ) and by L the transfer operator of T .

Consider f to be Lipschitz, not a coboundary, and with zero mean. De-
note the space of Lipschitz functions byW with norm ‖·‖W ; since ||Lf ||W 6
1
2 ||f ||W , the function g =

∑∞
i=1 Lif is well-defined and Lipschitz. Introduce

a function h = f + g − g ◦ T ; we claim that h ◦ Tn is a reverse martingale
difference with respect to a non-increasing filtration B ⊃ T−1B ⊃ T−2B . . ..
In order to show this, it suffices to check that E[h|T−1B] =

∫
T−1B h dµ = 0

for every B ∈ B. It is easy to verify that∫
T−1B

h dµ =

∫
B
h · (1 ◦ T ) dµ =

∫
B
Lh dµ.

Note that Lh = Lf + L
∑∞

i=1 Lif − LU
∑∞

i=1 Lif = 0 because LU = I. This
ensures that h ◦Tn is a reverse martingale difference. It is stationary and er-
godic, therefore, the CLT with positive variance holds, see, for instance, [47].

In [10], the properties of distributions of stable leaves [63] were used to
construct a filtration that leads to a proof of the CLT and more refined limit
properties using the martingale difference method for ergodic toral auto-
morphisms. We recall Theorem 5.1.2 stated in the introduction.

5.3 Stein’s method for establishing CLT with rates of
convergence

We remind the reader that the aim of the present work is to study the rates
of convergence in CLT for the class of ergodic toral automorphisms, namely,
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to prove Theorem 5.1.5. So far, we have discussed several methods to prove
CLT in the context of dynamical systems. However, neither of the methods
mentioned above is suitable to obtain optimal rates of convergence in CLT
for ergodic toral automorphisms and a wide class of functions. The char-
acteristic functions method requires the presence of the spectral gap of the
transfer operator; the spectral gap is present in some Banach spaces for the
hyperbolic toral automorphisms but not for non-hyperbolic ergodic toral
automorphisms. The homoclinic method relies on the existence of homo-
clinic points of the automorphism and, therefore, it only works for the fam-
ily of hyperbolic toral automorphisms but it is not applicable to the whole
family of ergodic toral automorphisms. The martingale difference method
allows one to prove CLT for the class of ergodic toral automorphisms. As
recalled in Section 5.1, variations of the martingale difference method give
error rates in CLT for ergodic toral automorphisms (T3, TS ,m) and a large
class of observables, see Theorem 5.1.4.

In this Section we discuss the Stein method as in [49] and motivate the
application of this particular variation of the Stein method to study the rate
of convergence in CLT for ergodic toral automorphisms.

5.3.1 Description of the Stein method with rates of convergence

The Stein method as in [49] studies the Wasserstein distance betweenWN =
1√
N

∑N−1
k=0 f ◦ T k and Z ∼ N (0, σ2) under certain conditions on f and T .

Therefore, the method allows one not only to prove CLT but also to establish
the associated rates of convergence in the Wasserstein distance which pro-
vides a smooth metric on the space of distributions. The main difference
between the Stein method and the characteristic functions or martingale
difference methods is that the Stein method relies on the decay of correla-
tions and it does not use spectral properties of the transfer operator such as
the spectral gap. The fact that ergodic toral automorphisms enjoy exponen-
tial mixing of all orders [26, 90] ensures that some assumptions of the Stein
method are trivial whereas other assumptions require serious effort.

We briefly explain the main idea of the Stein method as in [49]. Suppose
thatZ ∼ N (0, σ2); for each h ∈ W (the space of Lipschitz functions with Lip-
schitz constant 1) there exists a measurable solution Ah of the Stein equa-
tion:

σ2A′h(x)− xAh(x) = h(x)− E[h(Z)].
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The form of the equation can intuitively be explained by the fact that a ran-
dom variable W ∼ N (0, σ2) if and only if σ2E[A′(W )] − E[WA(W )] = 0 for
all absolutely continuous2 functions A for which these expectations exist.
The right hand side of the Stein equation allows us to estimate the distance
between the distributions of W and Z. We select the Wasserstein distance
(see (5.3) for definition) and obtain

dW(W,Z) = sup
h∈W

∣∣∣E[h(W )]−E[h(Z)]
∣∣∣ = sup

Ah : h∈W

∣∣∣σ2E[A′h(W )]−E[WAh(W )]
∣∣∣.

For each h ∈ W such that ||h′||∞ < ∞ the solution Ah is a bounded func-
tion with bounded first and second derivatives. The upper bound on the
Wasserstein distance follows from [49, Lemma 3.2]:

dW(W,Z) 6 sup
A∈AW

∣∣∣σ2E[A′(W )]− E[WA(W )]
∣∣∣, (5.5)

whereAW = {A : ||A||∞ 6 2, ||A′||∞ 6
√

2/πσ−1, ||A′′||∞ 6 2σ−2}.

FixN > 0 and suppose thatWN = 1√
N

∑N−1
i=0 Xi where {Xi}N−1

i=0 is a set of

random variables. Our goal is to estimate dW(WN , Z) and by equation (5.5)

it suffices to bound the quantity
∣∣∣σ2E[A′(WN )]−E[WNA(WN )]

∣∣∣ forA ∈ AW .

To do this, fix n,K 6 N and consider Wn = WN − 1√
N

∑min{n−K,N}
i=max{0,n−K}Xi.

Then,

E[WNA(WN )] =
1√
N

E
[N−1∑
i=0

Xi

(
A(WN )−A(W i)

) ]
+

1√
N

E
[N−1∑
i=0

XiA(W i)
]
.

Denote the first summand of the right-hand side by S1 and the second sum-
mand by S2. Note that if the random variables Xi are independent then
S2 = 0; it seems plausible that if the correlations of Xi decay fast enough
and K is big enough then S2 is close to zero. However, an upper bound on
S2 is an assumption of the method (see Assumption 2 of Theorem 2.4 in
[49]) and has to be checked separately for every system.

Since A,A′ are absolutely continuous and ||A′′||∞ < 2σ−2 we have that

S1 ≈
1

N

N−1∑
i=0

min{n+k,N−1}∑
j=max{0,n−K}

E[XiA
′(WN )Xj ].

2A function A : R → R is called absolutely continuous if it has a derivative A′ almost
everywhere, the derivative is locally integrable, and A(y) = A(x) +

∫ y
x
A′(t)dt.
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For large K one can approximate 1
N

∑N−1
i=0

∑min{n+K,N−1}
j=max{0,n−K} E[XiXj ] ≈ σ2

and we conclude that if the correlations of random variables Xi decay fast
enough (see Assumption 1 of Theorem 2.4 in [49]) then E[WNA(WN )] ≈
σ2E[A′(WN )] and, hence, dW(WN , Z) ≈ 0.

Let us now formulate the precise statement of Theorem 2.4 of [49]. Con-
sider a probability space (X,µ), a measure-preserving transformationT : X →
X, and a bounded measurable centered function f : X → R. For brevity
we write

∫
f =

∫
X f dµ. Fix two integers 0 6 K < N and write WN =∑N−1

j=0
1√
N
f ◦ T j , Wn = WN − 1√

N

∑n+K
j=n−K f ◦ T j .

Theorem 5.3.1. [49] Suppose that the following conditions are satisfied for
a bounded measurable centered function f : X → R:

1. There exist constantsC2, C4 > 0 and a non-increasing function ρ : N0 →
R+ with ρ(0) = 1 and

∑∞
i=1 iρ(i) < ∞ such that for any k > 0 and

0 6 l 6 m 6 n < N ,

(a)
∣∣∣ ∫ f · (f ◦ T k)∣∣∣ 6 C2ρ(k);

(b)
∣∣∣ ∫ f · (f ◦ T l) · (f ◦ Tm) · (f ◦ Tn)

∣∣∣ 6 C4 min{ρ(l), ρ(n−m)};

(c)
∣∣∣ ∫ (f · (f ◦ T l) · (f ◦ Tm) · (f ◦ Tn)

)
−
∫ (

f · (f ◦ T l)
) ∫ (

(f ◦ Tm) ·

(f ◦ Tn)
)∣∣∣ 6 C4ρ(m− l).

2. There exists a function ρ̃N : N0 → R+ such that for any differentiable
A : R → R with A′ absolutely continuous and max06k62 ||A(k)||∞ < 1,
and for any 0 6 n < N ,∣∣∣ ∫ (A(Wn) · f ◦ Tn)

∣∣∣ 6 ρ̃N (K);

3. f is not L2 - coboundary.

Then, 0 < σ2 =
∫

(f2) + 2
∑∞

n=1

∫
(f · f ◦ Tn) <∞ and if Z ∼ N (0, σ2) then

dW(WN , Z) 6 C#

(
K + 1√
N

+

∞∑
i=K+1

ρ(i)

)
+ C ′#

√
Nρ̃N (K)

where 0 < C#, C
′
# <∞ do not depend on N,K.
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Assumption 1 follows immediately from good enough decay on multiple
mixing. We recall this is the case for the doubling map Tx = 2x mod 1.
Assumption 2 states conditions on the decay of correlations of f ◦ Tn and
A(Wn) whereA is a bounded function with bounded and absolutely contin-
uous first derivative and bounded second derivative. As we discussed above,
Assumption 2 is a natural consequence of the idea of the Stein method to

estimate the quantity dW(WN , Z) by
∣∣∣σ2E[A′(WN )] − E[WNA(WN )]

∣∣∣. This

Assumption can be difficult to verify as its proof normally requires several
technical steps (for the steps we refer the reader to Section 7.1 of [49]). In
the following example we show how to verify Assumption 2 for the doubling
map.

Example 5.3.2 (Assumption 2 for the doubling map). Following Section 7.2
of [49] we reason that the Assumption 2 holds in a simple case of the dou-
bling map and a Lipschitz function f with zero mean such that |f(x) −
f(y)| 6 L|x− y|. Fix 0 6 n < N and recall that Wn = WN −

∑n+K
j=n−K f ◦ T j .

It is natural to present Wn as the sum of two parts:

Wn = Wn
− +Wn

+ =
n−K−1∑
j=0

f ◦ T j +
N−1∑

j=n+K+1

f ◦ T j .

To simplify the summand Wn
− we introduce a partition of the unit interval

{ξq = ((q − 1)2−n, q2−n)}q∈{1,...2n} such thatWn
− is almost equal to a constant

cq on each atom ξq of the partition. This allows us to bound the desired

quantity
∣∣∣ ∫ (f ◦ Tn) · A(Wn

− + Wn
+)
∣∣∣ by a simpler quantity

∣∣∣∑q

∫
ξq

(f ◦ Tn) ·

A(cq +Wn
+)
∣∣∣:∣∣∣ ∫ (f ◦ Tn) ·A(Wn)

∣∣∣ 6 ∣∣∣∑
q

∫
ξq

(f ◦ Tn) ·A(cq +Wn
+)
∣∣∣+

L||A′||∞||f ||∞√
N2K

.

To estimate the quantity
∣∣∣∑q

∫
ξq

(f ◦ Tn) ·A(cq +Wn
+)
∣∣∣ one notices that∣∣∣∑

q

∫
ξq

(f ◦ Tn)·A(cq +Wn
+)
∣∣∣ =

∣∣∣∑
q

∫
ξq

(
fA(cq + W̃n

+ ◦ TK+1)
)
◦ Tn

∣∣∣
=
∣∣∣2−n∑

q

∫
Td
fA(cq + W̃n

+) ◦ TK+1
∣∣∣ 6 L||A||∞

2K

where W̃n
+ = Wn

+ ◦ Tn+K+1 and the last equality follows from the fact that
||LKf ||θ 6 2−K ||f ||θ. Since max06k62 ||A(k)||∞ < 1 we have∣∣∣ ∫ (f ◦ Tn) ·A(Wn)

∣∣∣ 6 L||A||∞
2K

+
L||A′||∞||f ||∞√

N2K
6

L

2K
+
L||v||∞√
N2K

= ρ̃N (K).
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We recall that assumption 3 on f not being coboundary is a typical as-
sumption to ensure σ > 0. The significance of 5.3.1 for proving rates of
convergence as in 5.1.5 is emphasised in the following corollary:

Corollary 5.3.3. [49] Suppose that for any N > 2 the assumptions of Theo-
rem 5.3.1 hold for f with ρ(i) = λi, ρ̃N (i) = C ′λiNa, and K = [logN b/ log λ]
with fixed 0 < λ < 1, 1 < a + 1 6 b. Then, f satisfies CLT and there exists a
constant C that does not depend on N such that

dW(WN , Z) 6 C
logN√
N

.

5.4 Proof of CLT with rates of convergence for ergodic
toral automorphisms

In this Section we prove Theorem 5.1.5. The method of proof is to apply
Theorem 5.3.1 in the setting of Theorem 5.1.5. We start with a discussion
of the three Assumptions of Theorem 5.3.1. Throughout, the integration is
with respect to the normalised Lebesgue measure m. The proof below is
written making one more simplifying assumption (not appearing as such in
5.1.5) namely that v is Lipschitz. We stress that this is just for the ease of
the computation, as to not keep track of Hölder exponents. Else, the proof
below can be easily adapted to work for Hölder functions.

Assumption 1: There exist constants C2, C4 > 0 and a non-increasing
function ρ : N0 → R+ with ρ(0) = 1 and

∑∞
i=1 iρ(i) < ∞ such that for any

k > 0 and 0 6 l 6 m 6 n < N ,

1.
∣∣∣ ∫ v · (v ◦ T kS )

∣∣∣ 6 C2ρ(k);

2.
∣∣∣ ∫ v · (v ◦ T lS) · (v ◦ TmS ) · (v ◦ TnS )

∣∣∣ 6 C4 min{ρ(l), ρ(n−m)};

3.
∣∣∣ ∫ (v ·(v◦T lS)·(v◦TmS )·(v◦TnS )

)
−
∫ (

v ·(v◦T lS)
) ∫ (

(v◦TmS )·(v◦TnS )
)∣∣∣ 6

C4ρ(m− l).

This assumption states conditions on decay of correlations of variables of
the form v ◦T kS of orders 2 and 4. The condition

∑∞
i=1 iρ(i) <∞ implies that



5.4. Proof of CLT with rates of convergence for ergodic toral automorphisms 115

the speed of decay is at least ρ(k) = k−2−ε. In particular, it is easy to ver-
ify that Assumption 1 holds for systems with exponential mixing of all or-
ders (hence, for Hölder functions and ergodic toral automorphisms [26,90])
since the latter condition implies much stronger mixing properties than As-
sumption 1 requires.

Recall that the map TS is exponentially mixing for Hölder functions: see
Theorem 5.1.3. Thus, assumptions 1a and 1b of Assumption 1 are immedi-
ate. Assumption 1c follows from the exponential mixing of the second order.

Assumption 2: There exists a function ρ̃N : N0 → R+ such that for any dif-
ferentiableA : R→ RwithA′ absolutely continuous and max06k62 ||A(k)||∞ <
1, and for any 0 6 n < N ,∣∣∣ ∫ (A(Wn) · v ◦ TnA)

∣∣∣ 6 ρ̃N (K).

Assumption 3: This is also an assumption in v 5.1.5.

In short, Assumption 1 holds in the setting of Theorem 5.1.5 and Assump-
tion 3 is an assumption of Theorem 5.1.5. Therefore, in order to apply The-
orem 5.3.1 we are left to verify that Assumption 2 holds for (v, TS); in other
words, we are left to prove the following proposition:

Proposition 5.4.1. Let (Td, TS ,m) and v : Td → R satisfy the assumptions of
5.1.5. Fix 0 6 K < N and for 0 6 n < N denote

Wn =
1√
N

(
n−K−1∑
i=0

v ◦ T iS +

N−1∑
i=n+K+1

v ◦ T iS

)
.

Then, for any A : R → R with A′, A′′ defined almost everywhere such that
maxk=0,1,2 ||A(k)||∞ 6 1 there exist constants |θ| < 1 and C which do not
depend on N,K, n such that∣∣∣ ∫ (v ◦ TnS ) ·A(Wn)

∣∣∣ 6 C · θK√N (5.6)

holds for all 0 6 n < N .

Proof. The matrixS associated to the ergodic toral automorphismTS : Td →
Td has a characteristic polynomial pS which is irreducible and of Salem type.
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In other words, it has a single root λ ∈ R outside the unit disc, a single root
λ−1 inside the unit disc, and other d− 2 roots lie on the unit circle. Because
of the ergodicity of TS no root of pS is a root of unity. Since the automor-
phism TS is ergodic with respect to the normalised Lebesgue measure m, it
is also exponentially mixing for pairs of Hölder observables [44, 63].

For every x ∈ Td the tangent space Tx is isomorphic to Rd and admits
eigenspace decomposition: Tx = Eux ⊕Enx ⊕Esx whereEux is a 1-dimensional
unstable eigenspace corresponding to the largest eigenvalue λ, Esx is a 1-
dimensional stable eigenspace corresponding to the eigenvalue ±λ−1, and
Enx is a (d − 2)-dimensional neutral eigenspace corresponding to eigenval-
ues having unit absolute values. Since pS is irreducible, it follows that all
its roots are distinct, and the roots on the unit circle come in pairs of com-
plex conjugates. Hence, the action induced by TS on Enx is an isometry. The
action induced by TS on Eux is expanding and the action induced by TS on
Esx is contracting. Therefore, even though v is Lipschitz, the function Wn

is not Lipschitz continuous uniformly in N; for instance, it grows rapidly in
the unstable direction. Thus, we cannot directly apply the results of [44, 63]
on decay of correlations for Lipschitz functions to prove Proposition 5.4.1.

Let us present Wn as a sum of two terms, Wn = Wn
− +Wn

+, where

Wn
− =

1√
N

n−K−1∑
i=0

v ◦ T iS and Wn
+ =

1√
N

N−1∑
i=n+K+1

v ◦ T iS .

Lemma 5.4.2. There exist a finite partition {ξq}q∈Q of Td and a set of num-
bers {cq}q∈Q such that∫
Td
A(Wn)·(v◦TnS ) dm 6

∣∣∣∑
q

µ(ξq)

∫
ξq

A(cq+W
n
+)·(v◦TnS ) dνq

∣∣∣+C1λ
−K/3(d−2)

√
N,

where νq(·) = m(ξd)
−1m(· ∩ ξq) and C1 does not depend on N,K, n.

Proof. Introduce a partition {ξq}q∈Q of Td into approximately λ
n+ d−1

3(d−2)
K

parallelepipeds of equal size with sides parallel to eigendirections. The length
of the side parallel to the unstable direction is λ−n, the length of the side par-
allel to the stable direction is λ−K/3(d−2), and the lengths of all sides parallel
to neutral directions is λ−K/3(d−2). Note that the action of TS is expanding in
the unstable direction with coefficient λ, contracting in the stable direction
with coefficient λ−1, and is an isometry in neutral eigenspace; the action
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of TS on the atoms of the partition and on the partition described above is
shown in Figure 5.3.

On each atom ξq we introduce an induced measure νq(·) = m(ξd)
−1m(· ∩

ξq) which is the normalised Lebesgue measure conditioned to ξq. Then, Wn
−

is nearly constant on each ξq; in other words, the variation Wn
−|ξq is propor-

tional to N
1
2λ−K/3(d−2). Indeed, take

cq =

∫
Wn
− dνq = m(ξq)

−1

∫
ξq

Wn
− dm.

Then

sup
x∈ξq
|Wn
−(x)− cq| ≤ sup

x,y∈ξq
|Wn
−(x)−Wn

−(y)|

≤ 1√
N

n−K−1∑
j=0

sup
x,y∈ξq

|vj(x)− vj(y)|

≤ L√
N

n−K−1∑
j=0

diam(T jSξq),

where diam(T jSξq) stands for sup
x,y∈T jSξq

|x− y|. We can bound the diameter

of the parallelepiped ξq by the sum of its sides: diam(ξq) 6 λ−n+λ−K/3(d−2)+
λ−K/3(d−2)(d− 2). The automorphism TS acts on the distances in the unsta-
ble direction by multiplying it by λ, in the stable direction – by multiplying
it by λ−1, and TS is an isometry in the neutral directions. We conclude that

sup
x∈ξq
|Wn
−(x)− cq| ≤

L√
N

n−K−1∑
j=0

(
λjλ−n + λ−jλ−K/3(d−2) + (d− 2)λ−K/3(d−2)

)
≤ L√

N

(
λn−K − 1

λ− 1
λ−n +

λ

λ− 1
λ−K/3(d−2)

)
+

L√
N

(
(n−K)(d− 2)λ−K/3(d−2)

)
≤ L√

N
λ−K/3(d−2)

(
1

λ− 1
+N(d− 2)

)
.



118 Chapter 5. Rates of convergence in CLT for ergodic toral automorphisms

Figure 5.3: (A): an atom of the partition {ξq}q∈Q is a parallelepiped ξq whose
sides are parallel to eigendirections. (B): the image of ξq under the action
of TS . (C): a projection on stable and unstable directions of the partition
{ξq}q∈Q of Td. (D): the image of the projection on stable and unstable direc-
tions of the partition {ξq}q∈Q of Td under the action of TS .
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By the mean value theorem we conclude that

max
q∈Q

sup
x∈ξq
|A(Wn(x)) − A(cq +Wn

+(x))|

≤ ‖A′‖∞ sup
q∈Q,x∈ξq

|Wn(x)− (cq +W+
n (x))|

≤ L‖A′‖∞λ−K/3(d−2)

√
N

(
1

λ− 1
+N(d− 2)

)
and

∫
Td A(Wn) · v ◦ TnS dm ≤

∣∣∣∣∣∑
q

m(ξq)

∫
ξq

A(Wn) · v ◦ TnS dνq

∣∣∣∣∣
≤

∣∣∣∑
q

m(ξq)

∫
ξq

A(c1 +Wn
+) · v ◦ TnS dνq +

+
∑
q

m(ξq)

∫
ξq

L‖A′‖∞λ−K/3(d−2)

√
N

(
1

λ− 1
+N(d− 2)

)
· v ◦ TnS dνq

∣∣∣
≤

∣∣∣∑
q

m(ξq)

∫
ξq

A(cq +Wn
+) · v ◦ TnS dνq

∣∣∣
+

L‖A′‖∞‖f‖∞λ−K/3(d−2)

√
N

(
1

λ− 1
+N(d− 2)

)
.

The proof is complete.

Let us rewrite Wn
+ = W̃n

+ ◦ Tn+K+1
S where W̃n

+ = 1√
N

∑N−n−K−2
i=0 v ◦ T iS .

Since TnS : ξq → TnS (ξq) is a diffeomorphism on {ξq} and, therefore, TnS (ξq)
has no self-intersections, mq := (TnS )∗νq = m(ξq)m(· ∩ TnS (ξq)) is Lebesgue
measure conditioned to TnS (ξq). The sets TnS (ξq) form a partition of Td con-
sisting of skinny parallelepipeds of approximate unstable side length 1, sta-
ble side length λ−n−K/3(d−2), and neutral sides length λ−K/3(d−2). Then,∑

q∈Q
m(ξq)

∫
ξq

A(cq +Wn
+) · v ◦ TnS dνq

=
∑
q∈Q

m(ξq)

∫
ξq

(
v ·A(cq + W̃n

+) ◦ TK+1
S

)
◦ TnS dνq

=
∑
q∈Q

m(ξq)

∫
TnS (ξq)

v ·A(cq + W̃n
+) ◦ TK+1

S dmq

=

∫
Td
v ·A(c(x) + W̃n

+) ◦ TK+1
S dm.
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where c(x) = cq if x ∈ TnS (ξq). The function A(cq + W̃n
+) is discontinuous

at ∂TnS (ξq) and not uniformly Lipschitz inside each TnS (ξq), so we cannot di-
rectly apply the exponential decay of correlations result to finish the proof.
Instead, our next step is to prove the correlation bounds using measure dis-
integration and the Koksma inequality.

Lemma 5.4.3. There exists a constantC2 which does not depend onN,K, n
such that ∫

Td
v ·A(c(x) + W̃n

+) ◦ TK+1
S dm 6 C2λ

−K/3(d−2).

Proof. Divide each atomTnS (ξq) into approximatelyλK/3(d−2) parallelepipeds
{ζq′}q′∈Q′ of unstable side length λ−K/3(d−2). Then, each ζq′ has unstable
side length λ−K/3(d−2), stable side length λ−n−K/3(d−2), and neutral sides
length λ−K/3(d−2); the set {ζq′}q′∈Q′ is a partition of Td. On each ζq′ , v varies

no more than Ldλ−K/3(d−2), so for mq′ =
m(·∩ζq′ )
m(ζq′ )

and vq′ :=
∫
v dmq′ ,

∣∣∣ ∫
Td
v ·A(c(x) + W̃n

+(x)) ◦ TK+1
S dm−

−
∑
q′∈Q′

m(ζq′)vq′

∫
A(c(x) + W̃n

+(x)) ◦ TK+1
S dmq′

∣∣∣
≤ Ld‖A‖∞λ−K/3(d−2).

Let P be a (d − 1)-dimensional section in the direction Ec ⊕ Eu passing
through 0 in Td. Let {`y}y∈P be a partition of Td into arcs in the stable direc-
tion such that each `y intersects P in its endpoints (one of which is y) and
doesn’t intersect P in its interior. Each `y is an interval on Td whose length
depends on y; however, locally the lengths are the same and they change
discretely in a finite number of discontinuity points. The number of dis-
continuity points is bounded from above and the bound depends only on
d. It follows that the leaves `y of the same length form a finite number of
parallelepipeds that partition the torus (see Figure 5.4) and the lengths of `y
are bounded from above and from below.

The stable foliation induces a disintegration of the Lebesgue measure m:
for each measurable v : Td → R,∫

Td
v dm =

∫
P

∫
`y

v dν`y dmP .
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Figure 5.4: (A): Two-dimensional projection of Td is a factor of R2 by Z2.
The projection of P is shown by blue lines. The fibers of the stable foliation
{`y}y∈P are shown in yellow, green, and red; the boxes of different colours
depict the regions of Td with different fiber length. (B): The boxes where the
fibers {`y}y∈P have different length induce a partition of Td. The number of
boxes is bounded from above and the bound depends only on d.

Note that since `y are intervals, the measure ν`y is a scaled copy of the 1-
dimensional Lebesgue measure for each y.

For q′ ∈ Q′ consider Zq′ := TK+1
S (ζq′): it is a long skinny parallelepiped

that wraps about λK+1−K/3(d−2) around the torus in the unstable direction,
and has width λ−K/3(d−2) in the neutral directions, and has width equal to
λ−n−K−1−K/3(d−2) in the stable direction (see Figure 5.5). The parallelepiped
Zq′ intersects `y in intervals {Iyj }j=1,...,jy of length λ−n−1−K(1+1/3(d−2)). Since

the intervals Iyj have length λ−n−K−1−K/3(d−2), the function v restricted to Iyj
varies very little. Hence, if we replace νy|Iyj by a single Dirac mass νy(I

y
j )δxyj

for some xyj ∈ I
y
j , we make only an error of order λ−n−1−K(1+1/3(d−2)). Such

errors are naturally absorbed in the other exponential errors we identified
above.

SinceZq′ consists of roughlyλK+1−K/3(d−2) pieces of unit (unstable) length,
(stable) width λ−n−K−1−K/3(d−2), and projecting along the stable direction
to (d− 1)-dimensional parallelepipeds of (d− 1)-dimensional area equal to(
λ−K/3(d−2)

)d−2
in P (which are roughly distributed uniformly over P ), Zq′

intersect `y roughly

jy ∼ len(`y)λ
K+1−K/3(d−2)

(
λ−K/3(d−2)

)d−2
= len(`y)λ

K
3

(2− 1
d−2

)
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Figure 5.5: (A): an atom ζq′ . S,N,U stand for stable, neutral, and unstable
eigendirections, respectively. (B): the parallelepiped Zq′ := TK+1

S (ζq′) is a
skinny parallelepiped which wraps aroundTd multiple times in the unstable
direction.

times. This is the number of intervals Iyj .

Since all eigenspaces are in irrational algebraic directions, consecutive in-
tersections of parallel translations of such eigenspaces are obtained by a ro-
tation over an irrational algebraic number. The components {vui }i=1,...,d of
the unit vector ~vu ∈ Eu are rationally independent because TS is ergodic.
Also {vui } are algebraic numbers, and hence, by the Siegel-Roth theorem
[96, 101], they are Diophantine of order ε for any ε > 0. 3 It follows that
the points xyj are roughly uniformly distributed on `y in the sense that the
discrepancy (see [28, 60])

D∗R({xn}n) = sup
k

sup
[a,b)⊂`

∣∣∣∣ 1

R
#{k + 1 ≤ n ≤ k +R : xn ∈ [a, b)} − (b− a)

∣∣∣∣
behaves as that of the consecutive points in the orbit of a rotation over a
Diophantine number:

D∗jy({αn}) ≤ Cεj
− 1

1+ν
+ε

y ≤ Cλ−
K
3

(2− 1
d−2

),

see [60, Theorem 3.2-3.4]. Recall that f and therefore W̃n
+ and alsoA(c+W̃n

−)
is Lipschitz (uniformly in N,n and K) in the stable direction. Now we can

3A number α is called Diophantine if for every ε > 0 there is a constant C such that
|α− p

q
| ≥ Cq−2−ε for all p, q ∈ Z, q 6= 0.
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estimate
∫
`y
g dν`y using the Koksma inequality:∣∣∣∣∣∣

N∑
j=1

g(xyj )−
∫
`y

g(x) dx

∣∣∣∣∣∣ ≤ Var(g)D∗jy((x
y
j )).

Taking g(x) = A(c(x) + W̃n
+(x)), we obtain

∣∣∣ 1

jy

jy∑
j=1

A(c(xyj ) + W̃n
+(xyj )) −

∫
`y

A(c(x) + W̃n
+) dν`

∣∣∣
≤ Var(A(c(·) + W̃n

+(·))|`y)D∗jy
� LVar(A)λ−

K
3

(2−1/(d−2)).

Using the estimate above and the measure disintegration, we can estimate
the integral over Zq′ :∫

A(c(x) + W̃n
+(x)) ◦ TK+1

S dmq′

≈
∫
P

∫
`y

A(c+ W̃n
−(x))dν` dmS +O(L‖A′‖∞λ−

K
3

(2− 1
d−2

))

=

∫
Td
A(c+ W̃n

−)dm+O(L‖A′‖∞λ−
K
3

(2− 1
d−2

)).

Finally, summing over all ζq′ with weights vq′ , we find∫
T2

v ·A(c(x) + W̃n
+) ◦ TK+1

S dm

=
∑
q′∈Q′

m(ζq′)
(
vq′

∫
A(c(x) + W̃n

+) ◦ TK+1
S dmq′ +O(Ld‖A‖∞λ−K/3(d−2))

)
≤
∑
q′∈Q′

m(ζq′)

(
vq′

∫
Td
A(c+ W̃n

−) dm+O(L‖A′‖∞λ−
K
3

(2− 1
d−2

))

)
+O(Ld‖A‖∞λ−K/3(d−2))

≤

∑
q′∈Q′

m(ζq′)vq′

∫
Td
A(c+ W̃n

−) dm


+O

(
L‖A′‖∞λ−

K
3

(2− 1
d−2

) + Ld‖A‖∞λ−K/3(d−2)
)

=

∫
v dm

∫
A(c+ W̃n

−) dm+O
(
L‖A′‖∞λ−

K
3

(2− 1
d−2

) + Ld‖A‖∞λ−K/3(d−2)
)

= O
(
L‖A′‖∞λ−

K
3

(2− 1
d−2

) + Ld‖A‖∞λ−K/3(d−2)
)

where the last equality follows from the assumption that
∫
v dm = 0.



124 Chapter 5. Rates of convergence in CLT for ergodic toral automorphisms

Lemma 5.4.2 and Lemma 5.4.3 prove the Assumption 2 of Theorem 5.3.1
with ρ̃N (k) = C̃θk

√
N . Theorem 5.3.1 implies that

dW(WN , Z) 6 C#

(
K + 1√
N

+
∞∑

i=K+1

ρ(i)

)
+ C ′#

√
Nρ̃N (K) (5.7)

where ρ(k) = θk and ρ̃N (k) = C̃θk
√
N for some θ < 1. Plugging ρ and ρ̃N

into 5.7 and choosing K(N) = 3 logN
2 log θ (see Corollary 5.3.3) yields

dW(WN , Z) 6 C#

(
3 logN + 1

2 log θ
√
N

+
θ

N3/2(1− θ)

)
+
C ′#√
N
6 C

logN√
N

which concludes the proof of Theorem 5.1.5.


