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Chapter 4

On the determinantal process
associated to spanning trees1

4.1 Discrete determinantal processes

Let E be a finite or countable set and X ⊂ E be a random subset of E.
Then, one can associate X to a random variable X̃ with values in {0, 1}E
where X̃(e) = 1 if e ∈ X. The random variable X̃ is called a point process. A
point process X̃ is called determinantal (abbreviated to the Determinantal
Point Process, or DPP) if there exists a function K : E × E → C such that
for any finite collection of distinct points {e1, . . . , en} ∈ E, the probability
P(e1, . . . , en ∈ X) is given by the following determinant:

P(e1, . . . , en ∈ X) = P(X̃(ei) = 1, i = 1, . . . , n) = det
[
K(ei, ej)

]n
i,j=1

. (4.1)

The function K is called the correlation kernel of the determinantal point
process X̃.

Analogously, a probability measure P on {0, 1}E is called determinantal
if there exists a function K : E × E → C such that (4.1) is valid for all
{e1, . . . , en} ∈ E where the points ei are all distinct. A natural question is
to determine which functions K are correlation kernels, i.e., for which K the
expressions in (4.1) define a probability measure on {0, 1}E . To address to
this question we recall the three most common ways to define determinan-
tal measures and their correlation kernels:

1. Fourier transform: Suppose E = Zd and f : Td → [0, 1] is an L2-

1This chapter is based on: E. Arzhakova, T. Shirai, E. Verbitskiy, On the determinantal
process associated to spanning trees, in progress
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66 Chapter 4. On the determinantal process associated to spanning trees

integrable function. Define the correlation kernel K on Zd × Zd by

K(n,m) = f̂(n−m), n,m ∈ Zd,

where f̂(k) is the k-th Fourier coefficient of f given by

f̂(k) =

∫
Td
f(θ)e−2πi〈k,θ〉dθ, k ∈ Zd.

The kernel K defines a stationary translation invariant determinantal
measure on Zd [72].

2. Projection: Consider the Hilbert space H = `2(E) with the scalar
product 〈·, ·〉. Note thatH is generated by the indicator functions {1n, n ∈
E} given by

1n(m) =

{
1, m = n,

0, m 6= n.

Suppose H is a closed subspace of H. Denote by PH the orthogonal
projection operator onto H . Then the kernel K(n,m) = 〈PH1n,1m〉
defines a determinantal measure.

3. Positive contraction: Again, consider the Hilbert space `2(E), and
suppose Q : `2(E)→ `2(E) is a positive contraction, i.e.,

0 6 〈Qu, u〉 6 〈u, u〉 ∀u ∈ `2(E).

Then the kernel K(n,m) = 〈Q1n,1m〉, n,m ∈ E, defines a determinan-
tal measure on {0, 1}E .

Note that here is a natural bijection between the DPPs generated by pro-
jections (2) and those generated by positive contractions (3). Clearly, any
projection operator is a positive contraction, so, (2) ⊂ (3). In the other di-
rection, consider a positive contractionA that acts on `2(E); then, the oper-
ator

Â :=

(
A

√
A(I −A)√

A(I −A) I −A

)
is a projection operator on `2(E1) ⊕ `2(E2) where E1 = E2 = E since Â is
idempotent (Â2 = Â) and self-adjoint (Â∗ = Â). Moreover, Â is a dilation of
A; in other words, P`2(E1)Âu = Au [73] and P`2(E2)Âu = (I − A)u. We have
shown that each positive contraction A generates a projection operator.
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The third class of examples (3) also contains the first class of examples
(1). Indeed, since `2(Zd) ∼= L2(Td) via the Fourier transform, the operator
Q̂ : L2(Td) → L2(Td) which acts by the formula Q̂h = f · h, is also a posi-
tive contraction on L2(Td) since f : Td → [0, 1]. It follows that the adjoint
operator Q on `2(Zd) is also a positive contraction on `2(Zd).

In the current work we focus on two primary examples of discrete deter-
minantal point processes which are Uniform Spanning Trees process and
Uniform Spanning Forest process.

Let G = (V,E) be a finite connected graph. A spanning tree T ⊂ E is a
subset of edges of G such that the graph (V, T ) is connected and does not
have cycles. Denote by T (G) the set of all spanning trees of G. Since G is
finite, |T (G)| < ∞, and by a well-known Kirkhoff’s Matrix Tree theorem,
|T (G)| is equal to the determinant of the (reduced) Laplacian matrix of G.
Let us consider the random variable T assuming values in T (G) with uni-
form probabilities. Burton and Pemantle [16] have proved the Transfer Cur-
rent Theorem, showing that the edges of uniformly chosen spanning trees
form a determinantal process.

Theorem 4.1.1 ([16]). Let G = (V,E) be a finite graph. Denote by P be the
uniform spanning tree measure on G which we view as a probability mea-
sure on {0, 1}E . This measure describes the probability that edges e1, . . . , en
are present in a random spanning tree which is chosen uniformly. Choose
an arbitrary orientation of the edges of the graphG and let K(ei, ej) be equal
to the expected signed number of crossings of ei = −→xy by a simple random
walk on G started at s and stopped when it hits t with ej =

−→
st . Then, the

uniform spanning tree measure on G is given by the determinant

P(e1, . . . , en ∈ T ) = det
[
K(ei, ej)

]n
i,j=1

, (4.2)

i.e., P is a determinantal probability measure.

In [89] Pemantle considered uniform spanning trees on certain infinite
graphs, namely, on integer lattices Zd with d > 2. He showed that the uni-
form measures Pn on spanning trees of finite boxes Bn = [−n, n]d ∩ Zd con-
verge weakly as n → ∞ to the limiting measure P. If d 6 4 the limiting
measure P is concentrated on spanning trees; otherwise, it concentrates on
spanning forests, i.e., on collections of disjoint spanning trees that span the
whole lattice. This limiting measure is referred to as uniform spanning tree
measure or uniform spanning forest measure, respectively.
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As discussed above, Burton and Pemantle [16] established the determi-
nantal structure of uniform measures on spanning trees of finite graphs,
c.f, Theorem 4.1.1. They also showed that the determinantal structure is
present on some infinite graphs, namely, onZd lattices and someZd-periodic
graphs:

Theorem 4.1.2 ([16]). LetG = (V,E) be aZd-periodic,D-regular, connected
graph. Denote by P be the uniform spanning forest (USF) measure on G
which is viewed as a probability measure on {0, 1}E . Then P is determinan-
tal with the correlation kernel K given in Theorem 4.1.1.

Let us illustrate the computation of the correlation kernel that features in
the two theorems discussed above:

Example 4.1.3. In order to compute the correlation kernel K for the USF
measure on Zd explicitly one can use the Green’s function g : Zd → R of the
simple random walk. The expression of the Green’s function depends on the
dimension d: for d = 2, it is given by

g(n) =
∑
k>0

(
P(Xk = n|X0 = 0)− P(Xk = 0|X0 = 0)

)
=

∫
T2

e−2πi〈n,θ〉 − 1

1− 1
2 cos 2πθ1 − 1

2 cos 2πθ2
dθ,

and for d > 3 it is given by

g(n) =
∑
k>0

P(Xk = n|X0 = 0) =

∫
Td

e−2πi〈n,θ〉

1− 1
d

∑d
j=1 cos 2πθj

dθ.

Then [16, Theorem 4.2], [71, Proposition 10.15], the kernel K calculated on
the edges e = −→xy and ẽ = −→zw is given by the expression

K(e, ẽ) =
1

2d

[
g(z − x)− g(z − y)− g(w − x) + g(w − y)

]
. (4.3)

Note that explicit computation of the Green’s function for an arbitrary
graph G is not trivial, e.g., even for Z2 one has to modify the standard def-
inition to accommodate for non-integrability of the denominator. Fortu-
nately, in Z2 the required modification is straightforward, but even for sim-
ple graphs the calculation of the Green’s function becomes cumbersome.
Therefore, it is natural to consider other methods to calculate the correla-
tion kernel K. In the following Section we recall a method presented in [12]
that calculates K as a projection in a certain Hilbert space.
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4.1.1 Hilbert space approach

In [12], Benjamini et al. further developed the electrical network approach
that we discussed above and obtained a description of the determinantal
structures of the USF measures on general finite and infinite graphs in terms
of certain projection operators.

Let us first consider a finite connected undirected graph G = (V,E). For
each undirected edge [e] ∈ E select an arbitrary orientation denoted by e;
then, we denote the reversed orientation by −e. We obtain a collection or
oriented edges E containing each edge from E with two possible orienta-
tions. In other words, E = ∪[e]∈E{e,−e}. Throughout the paper, we will use
the following notation. If the collection of edges is denoted by a capital let-
ter E,F, . . ., then the edges are assumed to be undirected; and for the set of
all possible directed graphs we will use E,F , . . .. For e ∈ E denote by o(e)
the origin of e and by t(e) the terminus of e. For the reversed edge −e we
naturally have o(−e) = t(e) and t(−e) = o(e).

Denote by `2(V ) the real Hilbert space of functions f : V → R with the
standard inner product given by

〈f1, f2〉 =
∑
v∈V

f1(v)f2(v). (4.4)

Denote by `2−(E) the space of antisymmetric (i.e., ϕ(−e) = −ϕ(e)) real func-
tions on E with the standard inner product given by

〈ϕ1, ϕ2〉 =
1

2

∑
e∈E

ϕ1(e)ϕ2(e). (4.5)

Define the coboundary operator d : `2(V ) → `2−(E) and the divergence
operator d∗ : `2−(E)→ `2(V ) as

df(e) = f(o(e))− f(t(e)), d∗θ(v) =
∑
o(e)=v

θ(e). (4.6)

It is easy to check that d and d∗ are adjoint: 〈df, θ〉 = 〈f, d∗θ〉 for all f ∈ `2(V )
and θ ∈ `2−(E). Consider a subspace Im d defined as

Im d = d `2(V ) = span{ d1v}v∈V ⊂ `2−(E).

Finally, denote byPIm d the orthogonal projection from `2−(E) onto the closed
subspace Im d.
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Theorem 4.1.4 ([12]). Let P be the uniform spanning tree measure for G =
(V,E). Then P is determinantal with

P(e1, . . . , ek ∈ T ) = det[(PIm d1ei ,1ej )]i,j=1,...,k,

where for e ∈ E, 1e ∈ `2−(E) is an antisymmetric indicator function of the
directed edge e (i.e., 1e(e) = 1,1e(−e) = 1 and 1e(j) = 0 for all j ∈ E such
that j 6= e,−e).

As was mentioned above, Pemantle [89] constructed a USF measure P on
Zd by considering weak limits of uniform spanning tree measures on finite
graphs. This approach can be extended to a larger class of infinite con-
nected locally finite graphs G = (V,E). Consider a sequence of finite sub-
sets of vertices {Vn} of V such that V1 ⊂ V2 ⊂ . . . and ∪∞1 Vn = V . Using
the sequence {Vn}we can define two sequences of finite graphs converging
to G = (V,E). Firstly, let GFn = (Vn, En) be the graph obtained by delet-
ing all vertices in V which lie outside of Vn (free boundary conditions), and
secondly, let GWn = (Vn ∪ {∅}, Ẽn) be the graph obtained by contracting all
vertices in V which lie outside of Vn into one vertex ∅ (wired boundary con-
ditions). Denote by PFn and PWn the corresponding uniform spanning tree
measures on GFn = (Vn, En) and GWn = (Vn t {∅}, Ẽn), respectively. The
measures PFn and PWn have the following monotonicity property: for a fixed
collection of edges B and for all sufficiently large n, one has

PFn (B ⊆ T ) > PFn+1(B ⊆ T ), and PWn (B ⊆ T ) 6 PWn+1(B ⊆ T ),

which allows one to define limiting measures

PF = lim
n→∞

PFn , PW = lim
n→∞

PWn ,

called the free and the wired uniform spanning forest measures, respec-
tively. In general, the measures PF and PW do no necessarily coincide.

It turns out that both measures PF and PW are determinantal with kernels
similar to that in Theorem 4.1.4. To describe the corresponding kernels we
introduce additional notations. Let us call stars the functions of the form
d1e where 1e is an indicator function of an oriented edge e ∈ E; denote
byF = d`2(V ) the closed infinite-dimensional subspace of `2−(E) spanned
by stars [12]. If a collection of oriented edges (e1, . . . , en) forms an oriented
cycle, then a function

∑n
i=1 1ei is called a cycle. Cycles span a subspace of

`2−(E) denoted by ♦. The subspaces F and ♦ of `2−(E) are orthogonal. In
[12] it is shown that PW = PF if and only ifF⊕ ♦ = `2−(E).

Remark 4.1.5. LetGbe a graph equipped with an action of an abelian finitely-
generated group Γ (see Sections 3 and 4 below). Then PF = PW [33].
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Theorem 4.1.6 ( [12] ). For an infinite connected graphG, the uniform span-
ning forest measures PF and PW corresponding to the free and the wired
boundary conditions, are determinantal:

PW (e1, . . . , ek ∈ T ) = det[〈PF1ei ,1ej 〉]16i,j6k,

PF (e1, . . . , ek ∈ T ) = det[〈P⊥♦ 1ei ,1ej 〉]16i,j6k,

where PF is an orthogonal projection on the closure ofF and P⊥♦ is an or-
thogonal projection on the closure of the orthogonal complement of ♦.

Remark 4.1.7. Note that both PW (e1, . . . , ek ∈ T ) and PF (e1, . . . , ek ∈ T ) do
not depend on the choice of orientation.

Theorem 4.1.6 shows that the correlation kernel can be expressed in terms
of projection operators. However, finding explicit expressions of projections
in infinite-dimensional Hilbert spaces is a challenging task. In [71, Chap-
ter 4] one can find computations of correlation kernels for lattices Zd using
graph Laplacians; this proof requires a number of technical steps. The same
construction can, in principle, be used for other graphs, however, the proofs
become more complex, in particular, for graphs where the simple random
walk is recurrent.

In the following section we show how to compute a projection operator
PF of Theorem 4.1.6 explicitly for graphs with abelian symmetry groups.

4.2 Projection operator

We start the discussion with a well-known fact on computation of projec-
tions in finite-dimensional spaces. Let us consider a k-dimensional sub-
space W ⊂ Rn with k < n, and let PW be the orthogonal projection from Rn
onto W . Suppose W is spanned by linearly independent vectors w1, . . . , wk.

Denote by A the n× k matrix, made of column vectors w1, . . . , wk:

A = [w1; . . . ;wk] ∈ Rn×k.

Since the vectors wi are linearly independent, the k × k matrix ATA is in-
vertible. A standard exercise in Linear Algebra shows that the projection
operator PW is given by the matrix product

PW = A(ATA)−1AT (4.7)
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In view of Theorem 4.1.6, one would be interested whether a similar ex-
pression is true in greater generality. The following result is a natural gener-
alization of (4.7) to the infinite-dimensional separable Hilbert spaces.

Theorem 4.2.1. Suppose X,Y are separable Hilbert spaces, and A : X → Y
is a bounded linear operator. Let A∗ : Y → X be the adjoint operator of A
and let PA : Y → Y be the orthogonal projection onto the closed subspace
ImA ⊂ Y . Then

lim
ε→0

A(A∗A+ εI)−1A∗ = PA,

where I : X → X is the identity operator, and the convergence is under-
stood in the strong operator topology.

We start the proof of Theorem 4.2.1 with the following proposition:

Proposition 4.2.2. Under conditions of Theorem 4.2.1, for any ε > 0 the
operators P (ε) : Y → Y given by

P(ε) = A(A∗A+ εI)−1A∗,

are well-defined and have uniformly bounded norms.

Proof. The operator (A∗A+εI)−1 is non-negative and self-adjoint, and there-
fore, has a unique non-negative self-adjoint square root B(ε) = (A∗A +
εI)−1/2. Let C(ε) = AB(ε) = A(A∗A + εI)−1/2, then C∗(ε) = B(ε)A∗, and
since P (ε) = C(ε)C∗(ε), one has

||P(ε)|| = ||C(ε)C∗(ε)|| = ||C∗(ε)C(ε)||
= ||(A∗A+ εI)−1/2A∗A(A∗A+ εI)−1/2||,

(4.8)

therefore, ||P(ε)|| = ||g(A∗A)|| where g(x) = x
x+ε , ε > 0. Note that the op-

erator A∗A is bounded and positive-definite: therefore, its spectral radius
λ∞(A∗A) coincides with the norm of A∗A. The spectral mapping theorem
implies that ||P(ε)|| = ||g(A∗A)|| = g(λ∞(A∗A)) < 1; one concludes that
||P(ε)|| < 1 for every ε > 0.

Remark 4.2.3. The operator P (ε), ε > 0 is a positive contraction; for dis-
crete (finite or countable) Y it defines a determinantal point process with
the correlation kernel Kε(ei, ej) = 〈Pε1ei ,1ej 〉, ei, ej ∈ Y .

We present the reader with two proofs of Theorem 4.2.1:
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Analytic proof of Theorem 4.2.1. Let us start by showing that lim
ε→0

P(ε)Ax =

Ax for every x ∈ X. Applying P(ε) to Ax, we see that

P(ε)Ax = A(A∗A+ εI)−1A∗Ax = A(A∗A+ εI)−1[(A∗A+ εI)− εI]x

= Ax− εA(A∗A+ εI)−1x.
(4.9)

However, the norm of an operator εA(A∗A + εI)−1 can be bounded as fol-
lows:

||εA(A∗A+ εI)−1|| = ||ε1/2A(A∗A+ εI)−1/2ε1/2(A∗A+ εI)−1/2||
6 ε1/2||A(A∗A+ εI)−1/2|| · ||ε1/2(A∗A+ εI)−1/2||.

(4.10)

The norm of the operator C(ε) = A(A∗A + εI)−1/2 is bounded. Indeed,
since C∗(ε)C(ε) = P (ε), one has ||C(ε)||2 = ||C∗(ε)C(ε)|| = ||P(ε)|| 6 2 by
Proposition 4.2.2. The norm of the operator ε1/2(A∗A + εI)−1/2 is bounded
by 1. Therefore, ||εA(A∗A + εI)−1|| 6 ε1/2 · ||C(ε)|| · 1 6

√
2ε → 0 as ε → 0.

Thus, by (4.9)

P(ε)Ax−Ax = εA(A∗A+ εI)−1x, with ||εA(A∗A+ εI)−1|| 6
√

2ε

Hence, P(ε)Ax → Ax, and thus P(ε) → I on ImA. Moreover, P(ε) = 0 on
(ImA)⊥. Therefore, one concludes that

lim
ε→0

A(A∗A+ εI)−1A∗ = ProjImA = PA.

Spectral proof of Theorem 4.2.1. Note that Y = ImA ⊕ (ImA)⊥. Let us con-
sider a sequence of operators A(A∗A + εI)−1A∗Ax and prove that it con-
verges to Ax.

Each self-adjoint operator K : H → H on a separable Hilbert space H
admits a sum representation K =

∑
m∈N qm〈x,wm〉wm where {wm}m∈N is a

countable orthonormal basis of H and {qm}m∈N is the spectrum of K. Note
that if K = A∗A for some operator A then its spectrum is non-negative and
real. Then, one can define a family of spectral projections {Eλn}n∈[0,∞) by

Eλn(K)(x) =
∑

qm∈(−∞,λn]

qm〈x,wm〉wm.

This family is called the resolution of unity of the operatorK; it implies that
K =

∫∞
−∞ λdEλ(K). If K is non-negative, clearly, K =

∫∞
0 λdEλ(K).
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Denote by SpecA∗A ⊂ R the spectrum of the operator A∗A (note that the
spectrum of a self-adjoint operator is real). Then, the spectrum of the in-
verse operator Spec(A∗A)−1 on its range ImA∗A is equal to (SpecA∗A\{0})−1.
Moreover, if w is an eigenvector of A∗A with a positive eigenvalue λe then w
is an eigenvector of (A∗A+ εI)−1 with an eigenvalue 1

λ+ε . We conclude that

Spec(A∗A+ εI)−1A∗A =
{ λ

λ+ ε

}
λ∈SpecA∗A

.

By the property of the resolution of unity it follows that on (kerA∗A)⊥

(A∗A+ ε)−1A∗A =

∫
(0,∞)

λ

λ+ ε
dEλ(A∗A).

If x ∈ kerA∗A then (A∗A+ ε)−1A∗A(x) = 0. Therefore, on the whole H1,

A(A∗A+ ε)−1A∗A = A

∫
(0,∞)

λ

λ+ ε
dEλ(A∗A).

Note that kerA∗A = ker(A∗A)−1 = kerA. We leave the proof of this fact as
an exercise for the reader. Then, A(E{0}(A

∗A)) = 0; so,

A(A∗A+ ε)−1A∗A = A

∫
[0,∞)

λ

λ+ ε
dEλ(A∗A).

When ε→ 0, the expression λ
λ+ε → 1, so

lim
ε→0

A(A∗A+ ε)−1A∗A = A

∫ ∞
0

dEλ(A∗A).

By the definition of the resolution of unity,
∫∞

0 dEλ(A∗A) = I. Then, for
y = Ax+ z, x ∈ H1, z ∈ (ImA)⊥, it holds that

lim
ε→0

A(A∗A+ ε)−1A∗y = Ax.

It follows that for any y ∈ H2,

lim
ε→0

A(A∗A+ ε)−1A∗y = PAy,

where PA(y) is a projection of y onto Im(A).

In the following sections, we will apply Theorem 4.2.1 to computation of
projections in relation to Theorem 4.1.6. Namely, we will show that for infi-
nite graphs with symmetry one can obtain explicit expressions of correlation
kernels.
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4.3 Graphs with abelian symmetries

In this section we discuss infinite graphs that possess sufficiently rich sym-
metry groups, for instance, periodic graphs. Consider a connected unori-
ented graphG = (V,E) where V = V (G) is the set of vertices andE = E(G)
is the set of unoriented edges. We remind the reader of the notation used
in Section 1: E is the set of oriented edges: each unoriented edge [e] ∈ E
is included with two possible orientations e,−e into E; o(e) and t(e) are the
origin and the terminus of e ∈ E, respectively.

Definition 4.3.1. A mapping g : G → G consists of a pair of mappings
gV : V → V and gE : E → E. The mapping g : G → G is called a graph
automorphism if

1. o(gE(e)) = gV (o(e)), i.e., the origin of the edge is mapped onto the ori-
gin of the edge,

2. t(gE(e)) = gV (t(e)), i.e., the terminus of the edge is mapped onto the
terminus of the edge,

3. −gE(e) = gE(−e) (e ∈ E), i.e., the image of the reverse of an edge is
the reverse of the image of the edge.

It is easy to check that due to the conditions above, any graph automor-
phism g : G → G naturally induces a mapping on undirected edges gE :
E → E on E by gE([e]) := [gE(e)]

Let Γ be a discrete countable group which acts on a graph G = (V,E) by
graph automorphisms:

Γ 3 γ 7→ gγ = (gγV , g
γ
E) ∈ Aut(G).

Definition 4.3.2. A pair (G0 = (V0, E0), π : G→ G0) is called a quotient of G
with respect to Γ denoted by G/Γ if for every v0 ∈ V0, π−1(v0) = {gγV (v)|γ ∈
Γ, v ∈ π−1(v0)}γ := Γv and for every e0 ∈ E0, π−1(e0) = {gγE(e)|γ ∈ Γ, e ∈
π−1(e0)} := Γe. In other words, π is a covering map ofG0, i.e., for every γ ∈ Γ
one has π ◦ gγ = π.

From now on, we will simplify the notation and use the same letter γ to
denote the graph automorphism gγ corresponding to γ ∈ Γ.

LetG = (V,E) be an infinite graph and let Γ be a finitely generated abelian
group of automorphisms of G that satisfies the following conditions:
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1. The group Γ acts freely on G: namely, γv 6= v and γe 6= ±e unless
γ = id.

2. The quotient graph G/Γ is a finite graph G0 = (V0, E0).

We would need one more algebraic object associated with a countable ad-
ditive group Γ : namely, the group ring ZΓ, which we view as the ring of
Laurent polynomials in variable x. This ring is formed by all expressions of
the form

f =
∑
γ∈Γ

fγ · xγ ,

where fγ ∈ Z for all γ ∈ Γ are such that the set {γ ∈ Γ : fγ 6= 0} is finite.
For the Laurent polynomial f =

∑
γ∈Γ fγ · xγ , the adjoint of f is defined

as f∗ =
∑

γ∈Γ fγ · x−γ . The sum of two polynomials f =
∑

γ∈Γ fγ · xγ and
h =

∑
γ∈Γ hγ · xγ is defined as f + h =

∑
γ∈Γ(fγ + hγ) · xγ , and the product

is defined as f · h =
∑

g∈Γ(f · h)γ · xγ with

(f · h)γ =
∑
γ′∈Γ

fγ−γ′hγ′ .

We will write 1 for x0.

Let F = (FV ,FE) be an arbitrary fundamental set of G with respect to
the Γ-action. It means that

V =
∐
γ∈Γ

γ(FV ), E =
∐
γ∈Γ

γ(FE).

Let us fix an orientation FEo on FE : note that it defines an orientation
E0 on E. Take π : G → F as a covering map. For any e ∈ FEo fix v, v′ ∈
FV , e

′ ∈ E and γ ∈ Γ (γ can be 1) such that π(e′) = e, o(e′) = v ∈ FV and
t(e′) = γv′ ∈ V (naturally, FE = FEo t −FEo). Let us define an |E0| × |V0|
"edge-vertex" incidence matrix ∂F = (∂FEo

(e, v)) where e ∈ FEo , v ∈ FV

and its adjoint ∂∗F = (∂∗F (v, e)) where v ∈ FV , e ∈ FEo , by the formulas

∂F (e, v) = 1v(o(e
′))−

∑
γ∈Γ: γv=t(e′)

xγ ,

∂∗F (v, e) = 1v(o(e
′))−

∑
γ∈Γ: γv=t(e′)

x−γ .
(4.11)

Remark 4.3.3. The size of the sets FV ,FEo does not depend on F ; there-
fore, the size of the matrices ∂F , ∂

∗
F also does not depend on the choice of

F . The set FV contains exactly one element of each orbit of Γ acting on
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V ; the same holds for FEo with respect to E0. One can check that the ex-
pression 1v(o(e

′))−
∑

γ∈Γ: γv=t(e′) x
γ depends only on the orbits containing

v and e, but not explicitly on the choice of elements; therefore, the matri-
ces ∂F , ∂

∗
F depend on F only up to reordering of elements in FV and FEo .

Therefore, hereafter we sometimes omit the index F and simply write ∂, ∂∗.

Definition 4.3.4. The graph Laplacian of F is a |V0| × |V0|matrix with ele-
ments in ZΓ given by

∆F = ∂∗F∂F .

The entries of ∆F are given by

∆F (i, j) = deg vi1vi(vj)

−
∑

e∈FEo ,γ∈Γ

xγ
(
1vi(o(e))1γvj (t(e)) + 1vj (o(e))1−γvi(t(e))

)
= deg vi1vi(vj)−

∑
γ∈Γ: vi∼γvj

xγ .

The choice of another fundamental domain F will correspond to the change
of basis of matrix ∆F and, therefore, the determinant det ∆F does not de-
pend on the choice of F .

4.3.1 Examples

In order to demonstrate the computation of the introduced notions, we will
now consider a number of simple examples.

Example 4.3.5 (Z2-lattice, Figure 4.1). For the lattice Z2 the quotient graph
consists of one vertex and two loops corresponding to two basis vectors in
Z2. Thus, FV = (0, 0) and FEo = {e1 = {(0, 0), (1, 0)}, e2 = {(0, 0), (0, 1)}}.

Therefore,

∂F =

(
1− x(1,0)

1− x(0,1)

)
, ∂∗F =

(
1− x−(1,0), 1− x−(0,1)

)
If we take x1 = x(1,0) and x2 = x(0,1), then for any n = (n1, n2) ∈ Z2, we can
write xn as xn1

1 xn2
2 (multi-index notation), and then the incidence matrices
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e1
e2

0

1 e1

e2

Figure 4.1: Z2-lattice and the corresponding quotient graph

can be rewritten as

∂F =

(
1− x1

1− x2

)
, ∂∗F =

(
1− x−1

1 1− x−1
2

)
.

Therefore, the Laplacian is

∆F = ∂∗F∂F =
2∑
i=1

(1− x−1
i )(1− xi) = 4− (x1 + x−1

1 + x2 + x−1
2 ).

Example 4.3.6 (Ladder graph, Figure 4.2). We consider the ladder graph
G = (V,E) where V = Z × B with B = {1, 2}, hence V = {(k, 1), (k, 2) :
k ∈ Z} and Eo = {ek,p, p = 1, 2, 3, k ∈ Z}. Here for k ∈ Z, the edges are

ek,1 = {(k, 1), (k + 1, 1)}, ek,2 = {(k, 2), (k + 1, 2)}, ek,3 = {(k, 1), (k, 2)}.

Modulo the Z-symmetry, one has FV = {1, 2} and FEo = {e1, e2, e3}.

ek,1

ek,3

ek,2

(k, 1)

(k, 2)

(k + 1, 1)

(k + 1, 2)

(k − 1, 1)

(k − 1, 2)

1

2

e1

e2

e3

Figure 4.2: Ladder graph and its quotient.

Therefore,

∂F =

1− x 0
0 1− x
1 −1

 , ∂∗F =

(
1− x−1 0 1

0 1− x−1 −1

)
,
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ek,1

ek,2

ek,3

ek,4

ek,5

ek,6

(k, 1)

(k, 3)

(k + 1, 1)

(k + 1, 3)

(k − 1, 1)

(k − 1, 3)

(k − 1, 2) (k, 2) (k + 1, 2)

Figure 4.3: A three-ladder graph

and ∆F =

(
3− x− x−1 −1
−1 3− x− x−1

)
.

Example 4.3.7 (Three-ladder graph, Figure 4.3). We consider the three-ladder
graph G = (V,E) (see Figure 4.3) where V = Z × B with B = {1, 2, 3} and
Eo = {(ek,p, p = {1, 2, 3}, k ∈ Z}where

ek,1 = {(k, 1), (k + 1, 1)}, ek,2 = {(k, 2), (k + 1, 2)}, ek,3 = {(k, 3), (k + 1, 3)},

ek,4 = {(k, 1), (k, 2)}, ek,5 = {(k, 2), (k, 3)}, ek,6 = {(k, 3), (k, 1)}.

Let F 1
V = {(0, 1), (0, 2), (0, 3)} and F 1

Eo = {e0,1, e0,2, e0,3, e0,4, e0,5, e0,6}.
Then (see Figure 4.4)

∂F1 =



1− x 0 0
0 1− x 0
0 0 1− x
1 −1 0
0 1 −1
−1 0 1

 ,

∂∗F1 =

1− x−1 0 0 1 0 −1
0 1− x−1 0 −1 1 0
0 0 1− x−1 0 −1 1

 ,
and

∆F1 =

4− x− x−1 −1 −1
−1 4− x− x−1 −1
−1 −1 4− x− x−1

 .
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1

2 3

e1

e2 e3

e4

e5

e6

1 e1

e2

Figure 4.4: Z and Z× Z/3Z quotients of the three-ladder graph

The three-ladder graph also admits an action of a group Z × Z/3Z: let
F 2
V = {(0, 1)} and F 2

Eo = {e0,1, e0,4} (see Figure 4.4). Elements of Z × Z/3Z
can be written as (n, k), n ∈ Z and k ∈ Z/3Z.

Let x1 = x(1,0), x2 = x(0,1). Then x(n,k) = xn1x
k
2 , and

∂F2 =

[
1− x1

1− x2

]
, ∂∗F2 =

[
1− x−1

1 1− x−1
2

]
, and ∆F = 4−x1−x−1

1 −x2−x−1
2 .

Example 4.3.8 (Triangular graph, Figure 4.5). We consider the triangular
graph G = (V,E) where V = Z × B with B = {1, 2} and Eo = {ek,p, p =
1, 2, 3, k ∈ Z}where for k ∈ Z,

ek,1 = {(k, 2), (k + 1, 2)}, ek,2 = {(k, 2), (k, 1)}, ek,3 = {(k, 1), (k + 1, 2)}.

Let FV = {(0, 1), (0, 2)} and FEo = {e0,1, e0,2, e0,3} (see Figure 4.5). Denote
by x the horizontal translation by (1, 0). Then,

∂F =

(
1− x−1 1 x−1

0 −1 −1

)
, ∆F =

(
4− x− x−1 −1− x−1

−1− x 2

)
.

Example 4.3.9 (Kagome lattice, Figure 4.6).

∂F =

 1 −1 0 1 −y−1 0
−1 0 −x −x 0 −y−1

0 1 1 0 1 0

 ,

∆F =

 4 −1− x−1 −1− y−1

−1− x 4 −x− y−1

−1− y −x−1 − y 4


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ek,1

ek,3ek,2

(k − 1, 1) (k, 1) (k + 1, 1)

(k − 1, 2) (k, 2) (k + 1, 2) (k + 2, 2)

1

2

e1

e2 e3

Figure 4.5: A triangular graph with Z action and the corresponding quotient
graph

x

y

e1
e2

e3

e4

e5 e6

1 2

3

1 2

3

e1

e2 e3

e4

e5 e6

Figure 4.6: A Kagome lattice with Z2 action and the corresponding quotient
graph
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x

y

e1e2

e3

1

2

1

2

e1 e2 e3

Figure 4.7: A hexagonal lattice with Z2 action and the corresponding quo-
tient graph

y

x

e2

e1

e3

1 e3e1

e2

Figure 4.8: A triangular lattice with Z2 action and the corresponding quo-
tient graph

Example 4.3.10 (Hexagonal lattice, Figure 4.7).

∂F =

(
1 1 1

−x−1y −1 −y

)
, ∆F =

(
3 −1− y−1 − xy−1

−1− y − x−1y 3

)
Example 4.3.11 (Triangular lattice, Figure 4.8).

∂F =

(
1 1 1

−x−1y −1 −y

)
, ∆F =

(
3 −1− y−1 − xy−1

−1− y − x−1y 3

)

4.4 Explicit expressions of correlation kernels

In this section we show how to explicitly compute the correlation kernel
using Theorem 4.2.1. Our method applies to infinite connected graphs with
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a finitely generated abelian symmetry group Γ. The graphs are assumed to
be locally finite, i.e., for any v ∈ V , deg v <∞.

4.4.1 Duality and Fourier transform

Suppose Γ is a countable finitely generated abelian group. Then Γ is a finite
product of infinite and finite cyclic groups: for some d > 1, and k1, . . . , km ∈
N, we have

Γ = Zd × Zk1 × . . .Zkm .
Let us denote by Γ0 = Zk1 × . . .Zkm the finite torsion part of Γ (note that the
representation of the torsion part is not unique). The elements of Γ will be
written as n = (n, `), where n = (n1, . . . , nd) ∈ Zd, ` = (`1, . . . , `m) ∈ Γ0, with
0 6 lj < kj for all j = 1, . . . ,m. The dual group Γ̂ is also easy to describe:

Γ̂ = Td × Zk1 × . . .Zkm ,

where Td = [0, 1)d. We denote elements of Γ̂ by θ = (θ, ϕ), θ = (θ1, . . . , θd) ∈
Td, and ϕ = (ϕ1, . . . , ϕm) with ϕj ∈ T are such that kjϕj = 0. The corre-
sponding character χ is then

χθ(n) = χ(θ,ϕ)(n, `) = exp
(

2πi
(
〈n, θ〉+ 〈`, ϕ〉

))
,

〈n, θ〉 =
d∑
t=1

ntθt, 〈`, ϕ〉 =
m∑
s=1

`sϕs.

We equip Γ̂ with the normalized Haar measure λ = λ× ρwhich is a product
of the Lebesgue measure λ = dθ on Td and the uniform probability measure
ρ on Γ̂0

∼= Γ0.

Consider an unoriented graph G = (V,E), and suppose Γ acts on G by
graph automorphisms freely and such that the quotientG/Γ = G0 = (V0, E0)
is finite. Then, any v ∈ V can be presented as v = n · v0 where v0 ∈ V0 and
n ∈ Γ. Fix an arbitrary orientationE0

0 for edges inE0, and letE0 = E0
0t−E0

0 .

As earlier, consider the Hilbert space `2(V ) of square-summable functions
on the vertices V equipped with the scalar product

〈f1, f2〉 =
∑
v∈V

f1(v)f2(v) =
∑
v0∈V0

∑
n∈Γ

f1(nv0)f2(nv0),

and the Hilbert space `2−(E) of square-summable antisymmetric functions
on the oriented edges E equipped with a scalar product

〈g1, g2〉 =
1

2

∑
e∈E

g1(e)g2(e).
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Definition 4.4.1. A Fourier transform of f ∈ `2(V ) is a function Ff : Γ̂ →
C|V0| given by

Ff(θ, v0) =
∑
n∈Γ

f(nv0)χn(θ) =
∑

(n,l)∈Γ

f
(
(n, l)v0

)
e2πi(〈n,θ〉+〈l,ϕ〉).

Note that for f ∈ `2(V ) one has Ff ∈ L2(Γ̂,C|V0|). The space L2(Γ̂,C|V0|) is
equipped with the inner product

〈F1, F2〉 =
∑
v0∈V0

∫
Γ̂
F1(θ, v0)F2(θ, v0)λ(dθ)

=
∑

v0∈V0,ϕ∈Γ0

1

|Γ0|

∫
Td
F1((θ, ϕ), v0)F2((θ, ϕ), v0)λ(dθ),

where λ(dθ) is the normalized Haar measure on Γ̂ and λ(dθ) is the nor-
malised Lebesgue measure on Td.

Definition 4.4.2. The inverse Fourier transform F−1 of f̂ ∈ L2(Γ̂,C|V0|) is
given by

F−1f̂(n, v0) =

∫
Γ̂
f̂(θ, v0)χ−1

n (θ)λ(dθ)

=
1

|Γ0|
∑
ϕ∈Γ0

∫
Td
f̂
(
(θ, ϕ), v0

)
e−2πi(〈n,θ〉+〈l,ϕ〉)λ(dθ).

Note that since for each v ∈ V , there are unique v0 ∈ V0,n ∈ Γ such that
v = nv0, we can view F−1f̂ as a function on V :

F−1f̂(nv0) = F−1f̂(n, v0).

Suppose f ∈ ZΓ, f =
∑

n∈Γ fn · xn, we define the Fourier transform of the
Laurent polynomial f as

f̂(θ) =
∑
n∈Γ

fnχθ(n),

and similarly for matrices: if Q = (Qjk) with Qjk ∈ ZΓ, then

Q̂(θ) = (Q̂jk(θ)).

Theorem 4.4.3. Let G = (V,E) be a locally finite graph, and Γ is a finitely
generated abelian group acting freely on G by graph automorphisms, and
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such that G0 = (V0, E0) = G/Γ is a finite graph. Consider the following
|E0| × |E0|matrix valued function on Γ̂

K(θ) = lim
ε→0

D(θ)
(
D∗(θ)D(θ) + εI

)−1
D∗(θ),

where D(θ), D∗(θ) are the Fourier transforms of the matrices ∂, ∂∗, respec-
tively (as it was explained before, the dependence on the choice of F only
influences the ordering of the basis vectors of these matrices).

The kernel K(e1, e2), e1, e2 ∈ E, of the determinantal USF measure PW
can be computed as follows. There exist unique ni ∈ Γ, e0

i ∈ E0, such that
ei = nie

0
i , i = 1, 2. Then

K(e1, e2) =

∫
Γ̂
χθ(n1 − n2)K(θ)(e0

1, e
0
2)λ(dθ),

where K(θ)(e0
1, e

0
2) is the (e0

1, e
0
2)-element of K(θ).

Remark 4.4.4. Consider a family of operators

Kε(θ) = D(θ)
(
D∗(θ)D(θ) + εI

)−1
D∗(θ).

By construction, limε→0Kε(θ) = K(θ). Then, [4]∫
Γ̂
〈Kε(θ)F1ei ,F1ej 〉dλ(dθ) = H(ei, ej),

where H(ei, ej) is a Green’s function of a random walk on G conditioned to
be killed at any v ∈ V with probability ε. Moreover, the correlation kernel
Kε = (e1, e2) =

∫
Γ̂
χθ(n1 − n2)Kε(θ)(e0

1, e
0
2)λ(dθ) corresponds to a spanning

forest determinantal point process on G with an added cemetery state [4].

Remark 4.4.5. By analogy with d : `2(V )→ `2−(E) and d∗ : `2−(E)→ `2(V ), it
is natural to view D(θ), D∗(θ) as linear operators: D(θ) : C|V0| → C|E0| and
D∗(θ) : C|E0| → C|V0|.

Before we turn to the proof of Theorem 4.4.3, let us give the two examples
demonstrating the application of the theorem.

Example 4.4.6 (Square lattice). Consider the lattice Zd with the natural shift
action of Γ = Zd. As in Example 4.3.5, one readily checks that the quotient
graph G/Γ is a d-bouquet graph consisting of a single vertex and d loops.

Since Td = Ẑd, we thus have

∂ =

1− x1
...

1− xd

 , D(θ) =

1− e2πiθ1

...
1− e2πiθd

 ,
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and

∂∗ =
(

1− x−1
1 , 1− x−1

2 , . . . , 1− x−1
d

)
, D∗(θ) = (1− e−2πiθ1 , . . . , 1− e−2πiθd),

where θ = (θ1, . . . , θd) ∈ Td. ThereforeD(θ)∗D(θ) = 2d−2
∑d

m=1 cos(2πθm),
and hence

Kε(θ) = D(θ)(D(θ)∗D(θ) + εI)−1D(θ)

=

(
(1− e2πiθj )(1− e−2πiθk)

2d+ ε− 2
∑d

m=1 cos(2πθm)

)d
j,k=1

,

and

K(θ) = lim
ε→0

Kε(θ) =

(
(1− e2πiθj )(1− e−2πiθk)

2d− 2
∑d

m=1 cos(2πθm)

)d
j,k=1

.

Consider now two edges e1 = (n1,n1 + qj) and e2 = (n2,n2 + qk), where
n1,n2 ∈ Zd and qj , qk are the j-the and k-the basis vectors of Zd, respectively.
Then

K(e1, e2) =

∫
Td
e2πi〈n1−n2,θ〉 (1− e

2πiθj )(1− e−2πiθk)

2d− 2
∑d

m=1 cos(2πθm)
dθ =

∫
Td

e2πi〈n1−n2,θ〉 − e2πi〈n1+qj−n2,θ〉 − e2πi〈n1−(n2+qk),θ〉 + e2πi〈n1+qj−(n2+qk),θ〉

2d− 2
∑d

m=1 cos(2πθm)
dθ

If we let x = n1, y = n1 + qj , z = n2, w = n2 + qk, then we immediately see
that we have obtained exactly the same expression as in the Example 4.1.3:

K(e1, e2) =
1

2d

[
g(z − x)− g(z − y)− g(w − x) + g(w − y)

]
.

Note however, that the method does not have to take into account that for
d = 2 the simple random walk is recurrent, and hence the Green’s function
has to be redefined appropriately.

Example 4.4.7 (Three-ladder graph, Z-symmetry, Figure 4.4). Consider an
unoriented graphGwith a vertex set V = {(k, i), k ∈ Z, i ∈ {1, 2, 3}} and the
set of edges

E = {((k, i), (k ± 1, i))} ∪ {((k, 1), (k, 2)), ((k, 2), (k, 3)), ((k, 3), (k, 1))}.

The graph G is called a three-ladder graph (see Figure 4.3).

Define an automorphism x : V → V acting by x(k, i) = (k + 1, i). Clearly,
the automorphism x implies the action of Z onG: consider a quotient graph
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G/Z (see Figure 4.4). We write down the correspondingD(θ) andD∗(θ) ma-
trices:

D(θ) =



1− e2πiθ 0 0
0 1− e2πiθ 0
0 0 1− e2πiθ

1 −1 0
0 1 −1
−1 0 1

 ,

D∗(θ) =

1− e−2πiθ 0 0 1 0 −1
0 1− e−2πiθ 0 −1 1 0
0 0 1− e−−2πiθ 0 −1 1


We conclude that

D∗(θ)D(θ) =

4− e2πiθ − e−2πiθ −1 −1
−1 4− e2πiθ − e−2πiθ −1
−1 −1 4− e2πiθ − e−2πiθ


and since (D∗(θ)D(θ)) is formally invertible,

(e2πiθ − 1)2(e4πiθ − 5e2πiθ + 1)

e2πiθ
(D∗(θ)D(θ))−1 =−e4πiθ + 3e2πiθ − 1 e2πiθ e2πiθ

e2πiθ −e4πiθ + 3e2πiθ − 1 e2πiθ

e2πiθ e2πiθ −e4πiθ + 3e2πiθ − 1


we do not need to take the limit with respect to ε. We finish the calculation
by multiplying K(θ) = D(θ)(D∗(θ)D(θ))−1D∗(θ):

K(θ) =
1

5− 2 cos(θ)
·

3− 2 cos(2πθ) 1 1 e2πiθ − 1 0 1− e2πiθ

1 3− 2 cos(2πθ) 1 1− e2πiθ e2πiθ − 1 0
1 1 3− 2 cos(2πθ) 0 1− e2πiθ e2πiθ − 1

1− e−2πiθ e−2πiθ − 1 0 2 −1 −1
0 1− e−2πiθ e−2πiθ − 1 −1 2 −1

e−2πiθ − 1 0 1− e−2πiθ −1 −1 2


Take k1, k2 ∈ Γ = Z. The correlation kernel of two edges ek1,i, ek2,j is given

by the i, j-th entry of the matrix K(k1, k1) given by the formula

K(k1, k2) =

∫ 1

0
K(θ)e2πi(k1−k2)θdθ.
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Example 4.4.8 (Three-ladder graph, Z×Z/3Z-symmetry, Figure 4.4). Define
an automorphism y : V → V acting by the formula

y(k, i) =

{
(k, i+ 1), i = 1, 2

(k, 1), i = 3

Clearly, y is a cyclic permutation on a set of three elements and it is inde-
pendent of x. Therefore, x and y generate a Z × Z/3Z-action on G. The
quotient graph is shown on Figure 4.4. The corresponding D(θ) and D∗(θ)
are:

D(θ) =

[
1− e2πiθ1

1− e2πiθ2

]
, D∗(θ) =

[
1− e−2πiθ1 1− e−2πiθ2

]
Then, (D∗(θ)D(θ))−1 = 1

4−2 cos(2πθ1)−2 cos(2πθ2) and K(θ) is given by

1

4− 2 cos(2πθ1)− 2 cos(2πθ2)

[
2− 2 cos(2πθ1) (1− e2πiθ1)(1− e−2πiθ2)

(1− e−2πiθ1)(1− e2πiθ2) 2− 2 cos(2πθ2)

]
Take two edges e1, e2 ∈ E such that e1 = ne0

i and e2 = me0
j ,n,m ∈ Z×Z/3Z

and e0
i , e

0
j ∈ E0, then their correlation is given by the (i, j)-th element of the

matrix

K(n,m) =
1

3

∫ 1

0
K(θ, 0)e2πi(n1−m1)θdθ +

1

3

∫ 1

0
K(θ, 1/3)e2πi(n1−m1)θe2/3πi(n2−m2)dθ

+
1

3

∫ 1

0
K(θ,−1/3)e2πi(n1−m1)θe−2/3πi(n2−m2)dθ

Proof of Theorem 4.4.3. Applying Theorem 4.2.1 to the coboundary opera-
tor d : `2(V ) → `2−(E) and its adjoint – the divergence operator – d∗ :
`2−(E)→ `2(V ) (c.f., (4.6)):

df(e) = f(o(e))− f(t(e)), d∗θ(v) =
∑
o(e)=v

θ(e),

we conclude that the operators Pε = d(d∗d + εI)−1d∗ converge, as ε → 0, to
the orthogonal projection operatorP onto the closure of Im d. For two edges
e1, e2 ∈ E

K(e1, e2) = lim
ε→0

〈
d(d∗d+ εI)−1d∗1e1 ,1e2

〉
`2−(E)

= lim
ε→0

〈
(d∗d+ εI)−1d∗1e1 , d

∗1e2

〉
`2(V )

= lim
ε→0

〈
F[(d∗d+ εI)−1d∗1e1 ],F[d∗1e2 ]

〉
L2(Γ̂,C|V0|)

.

(4.12)
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Now we show how to compute these expressions in the Fourier domain.
In order to do it, we use several Lemma’s whose proofs we provide in the
end of this Subsection.

Lemma 4.4.9. For an edge e ∈ E0, F(d∗1e)(θ, ·) is a vector of length |V0|with
entries given by

F(d∗1e)(θ, v0) =
∑

n∈Γ:nv0=o(e)

χn(θ)−
∑

n∈Γ:nv0=t(e)

χn(θ).

Lemma 4.4.10. For every f ∈ `2(V ) one has

F[(d∗d+ εI)−1f ] = (M(θ) + εI)−1Ff,

where for each θ ∈ Γ̂, M(θ) is a |V0| × |V0|matrix with entries

M(θ)vj ,vk =

deg vj , vj = vk,

−
∑

∈Γ:vk∼vj
χθ(−), vj 6= vk.

We introduced the |E0|×|V0|-incidence matrix ∂F = (∂FEo
(e, v))e∈FEo ,v∈FV

and its adjoint ∂∗F = (∂∗F (e, v))e∈FEo ,v∈FV
as

∂F (e, v) = 1v(o(e))−
∑

n∈Γ: nv=t(e)

xn, (4.13)

∂∗F (v, e) = 1v(o(e))−
∑

n∈Γ: nv=t(e)

x−n. (4.14)

From now on we will drop the index F . Let D(θ) = ∂̂ and D∗(θ) = ∂̂∗ be
the corresponding Fourier transforms of matrices ∂, ∂∗, i.e., for v ∈ FV , e ∈
FEo ,

D(θ)(e, v) = 1v(o(e))−
∑

n∈Γ: nv=t(e)

χθ(n),

D∗(θ)(v, e) = 1v(o(e))−
∑

n∈Γ: nv=t(e)

χθ(−n).

Then D∗(θ) = (D(θ))∗. Indeed,

∂̂(e, v) = 1v(o(e))−
∑

n∈Γ: nv=t(e)

χθ(n) = 1v(o(e))−
∑

n∈Γ: nv=t(e)

χθ(−n)

= 1v(o(e))−
∑

n∈Γ: nv=t(e)

χθ(−n) = ∂̂∗(v, e).
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Furthermore, suppose v0 ∈ FV and e ∈ Eo. Then there exist unique e0 ∈
FEo and n0 ∈ Γ such that e = n0(e0). Therefore,

F(d∗1e)(θ, v0) =
∑

n∈Γ:nv0=o(e)

χθ(n)−
∑

n∈Γ:nv0=t(e)

χθ(n)

=
∑

n∈Γ:nv0=o(n0(e0))

χθ(n)−
∑

n∈Γ:nv0=t(n0(e0))

χθ(n)

= χθ(n0)
(
1v0(o(e0))−

∑
∈Γ:v0=t(e0)

1θ()
)

= χθ(n0)D(θ)(e0, v0).

(4.15)
For the |V0| × |V0|matrix M(θ) of Lemma 4.4.10 we have

Lemma 4.4.11.
M(θ) = D∗(θ)D(θ). (4.16)

Now we are ready to derive the expression for the kernel K. Suppose
e1, e2 ∈ E0, and hence there are unique nj ∈ Γ, e0

j ∈ FEo , j = 1, 2, such
that ej = nje

0
j . Then using the auxiliary Lemmas, and the corresponding

expressions (4.15), (4.16), we can continue (4.12) as follows: K(e1, e2) =

lim
ε→0

〈
F[(d∗d+ εI)−1d∗1e1 ],F[d∗1e2 ]

〉
L2(Γ̂,C|V0|)

= lim
ε→0

〈
(M + εI)−1F[d∗1e1 ],F[d∗1e2 ]

〉
L2(Γ̂,C|V0|)

= lim
ε→0

∑
v0∈FV

∫
Γ̂

[ ∑
v1∈FV

(M(θ) + εI)−1
v0,v1

Fd∗1e1(θ, v1)
][
Fd∗1e2(θ, v0)

]
λ(dθ)

= lim
ε→0

∫
Γ̂

∑
v0∈FV

 ∑
v1∈FV

(M(θ) + εI)−1
v0,v1

χθ(n1)D(θ)(e0
1, v1)

 ·
·
[
χθ(n2)D(θ)(e0

2, v0)
]
λ(dθ)

= lim
ε→0

∫
Γ̂
χθ(n1 − n2)·

·

 ∑
v1∈FV

∑
v0∈FV

D(θ)(e0
1, v1)(D∗(θ)D(θ) + εI)−1

v0,v1
D∗(θ)(v0, e

0
2)

λ(dθ).

It is now easy to see that the expression in the square brackets is nothing
else but the (e0

1, e
0
2)-entry of the matrix Kε = D(θ)(D∗(θ)D(θ) + εI)−1D∗(θ).

Applying Theorem 4.2.1 again, but now in the finite dimensional situation
(c.f., (4.7)), we conclude that the limit

K(θ) = lim
ε→0

D∗(θ)
(
D∗(θ)D(θ) + εI

)−1
D(θ)
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exists, and in fact, coincides withD(θ)(D(θ)∗D(θ))−1D∗(θ) since the matrix
D∗(θ)D(θ) is invertible on W = Im D ⊂ C|E0|. Moreover, by Proposition
4.2.2, for each θ, the norm of (D∗(θ)D(θ)+εI)−1 is bounded by 2, uniformly
in ε. Hence, by the Lebesgue dominated convergence theorem

K(e1, e2) = lim
ε→0

∫
Γ̂
χθ(n1 − n2)Kε(θ)(e0

1, e
0
2)λ(dθ)

=

∫
Γ̂
χθ(n1 − n2)

[
lim
ε→0

Kε(θ)(e0
1, e

0
2)
]
λ(dθ)

=

∫
Γ̂
χθ(n1 − n2)K(θ)(e0

1, e
0
2)λ(dθ)

This finishes the proof of the Theorem.

Proof of Lemma 4.4.9. One has

d∗1e(v) =


1, v = o(e),

−1, v = t(e),

0, v 6= o(e), t(e).

Therefore,

F(d∗1e)(θ, v0) =
∑
n∈Γ

(d∗1e)(nv0)χθ(n) =
∑

n∈Γ:nv0=o(e)

χθ(n)−
∑

n∈Γ:nv0=t(e)

χθ(n).

Proof of Lemma 4.4.10. The Laplacian L = d∗d : `2(V )→ `2(V ) is given by

(Lf)(v) =
∑
y∼v

(
f(v)− f(y)

)
= deg v · f(v)−

∑
y∼v

f(y),

where the sum is taken over all vertices y ∈ V that are connected to v by an
edge. Let us now identify the operator L̂ : L2(Γ̂,C|V0|) → L2(Γ̂,C|V0|) such
that for all f ∈ `2(V ), one has

F(Lf) = L̂(Ff).
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A simple calculation shows that F(Lf)(θ, v0) =

=
∑
n∈Γ

(Lf)(nv0)χθ(n) =
∑
n∈Γ

[
deg(nv0) · f(nv0)−

∑
y∼nv0

f(y)
]
χθ(n)

= deg(v0)Ff(θ, v0)−
∑
n∈Γ

χθ(n)
∑

n′∈Γ,v′∈FV
n′v′∼nv0

f(n′v′)

= deg v0Ff(θ, v0)−
∑
n∈Γ

χθ(n′)χθ(n− n′)
∑

n′∈Γ,v′∈FV
(n′−n)v′∼v0

f(n′v′)

= deg(v0)Ff(θ, v0)−
∑
v′∈FV

∑
n′∈Γ

χθ(n′)f(n′v′)
( ∑
n∈Γ:n′v′∼nv0

χθ(n− n′)
)

= deg(v0)Ff(θ, v0)−
∑
v′∈FV

∑
n′∈Γ

χθ(n′)f(n′v′)
( ∑
n∈Γ:(n′−n)v′∼v0

χθ(n− n′)
)

= deg(v0)Ff(θ, v0)−
∑
v′∈FV

∑
n′∈Γ

χθ(n′)f(n′v′)
( ∑
∈Γ:v′∼v0

χθ(−)
)

= deg(v0)Ff(θ, v0)−
∑
v′∈FV

Ff(θ, v′)
( ∑
∈Γ:v′∼v0

χθ(−)
)
.

Hence, for every θ ∈ Γ̂, one has

F(L+ εI)f = (M(θ) + εI)Ff,

where for V = {v1, . . . , vm},

M(θ)vj ,vk =

{
deg vj , vj = vk,

−
∑

∈Γ:vk∼vj χθ(−), vj 6= vk.

Note that for all ε > 0, the matrixM(θ)+εI is diagonally dominant: |(M(θ)+
εI)v,v| = deg v + ε >

∑
v′ 6=v |M(θ)v,v′ |, and hence is invertible.

If g = (L + εI)−1f , then Ff = F(L + εI)g = (M(θ) + εI)Fg, and hence,
F(L+ εI)−1f = Fg = (M(θ) + εI)−1Ff .
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Proof of Lemma 4.4.11. For the matrix D(θ)D∗(θ), we have

D(θ)D∗(θ)(v1, v2) =
∑

e∈FEo

D(θ)(v1, e)D
∗(θ)(e, v2)

=
∑

e∈FEo

(
1[v1 = o(e)]−

∑
n∈Γ

χθ(n)1[nv1 = t(e)]

)
·

·

(
1[v2 = o(e)]−

∑
n∈Γ

χθ(−n)1[nv2 = t(e)]

)
=
∑

e∈FEo

(
1[v1 = o(e)]1[v2 = o(e)]

+
∑
n,∈Γ

χθ(n)1[nv1 = t(e)]χθ(−m)1[v2 = t(e)]

−
∑
n∈Γ

χθ(n)1[nv1 = t(e)]1[v2 = o(e)]

−
∑
n∈Γ

χθ(−n)1[nv2 = t(e)]1[v1 = o(e)]
)

= |{e ∈ FEo : o(e) = v1}|1[v1 = v2]

+
∑

e∈FEo

∑
n,∈Γ

χθ(n−)1[nv1 = v2 = t(e)]

−
∑

e∈FEo

∑
n∈Γ

χθ(n)1[nv1 = t(e), v2 = o(e)]

−
∑

e∈FEo

∑
n∈Γ

χθ(−n)1[nv2 = t(e), v1 = o(e)]

= |{e ∈ FEo : o(e) = v1}| · 1[v1 = v2]

+ |{e ∈ E0
0 : t(e) = v1}| · 1[v1 = v2]

−
∑

e∈FEo

∑
n∈Γ

χθ(n)1[nv1 = t(e), v2 = o(e)]

+
∑

e∈FEo

∑
n∈Γ

χθ(−n)1[nv2 = t(e), v1 = o(e)].

It is clear that the term in brackets is zero if v1 = v2. For v1, v2 ∈ V0, v1 6= v2,
if n ∈ Γ is such that nv2 ∼ v1, i.e., v1 and nv2 are connected by an edge,
then either there is an edge e ∈ FEo such that v1 = o(e) and nv2 = t(e), or
v1 = t(e) and nv2 = o(e), which is equivalent to −nv1 = t(e′), v2 = o(e′)
for some e′. Hence the term in the brackets is given by

∑
n∈Γ:nv2∼v1

χθ(−n).
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Thus we can conclude that

D(θ)D∗(θ)(v1, v2) = deg(v1)1[v1 = v2]−
∑

n∈Γ:nv2∼v1

χθ(−n) = M(θ)(v1, v2).

4.4.2 Example: calculation of correlations for the three-ladder graph

Consider an unoriented graphGwith a vertex set V = {v1,i, v2,i, v3,i}i∈Z and
the set of edges

E = {(vk,i, vk,i±1)}k={1,2,3},i∈Z ∪ {(v1,i, v2,i), (v2,i, v3,i), (v3,i, v1,i)}i∈Z.

We call G a 3-ladder graph (see Figure 4.3). This graph has two symmetries
groups: Z and Z×Z3. Above we showed how to calculate the corresponding
determinantal kernels: for Z reduction we obtain

KZ(θ) =
1

5− 2 cos(θ)
·

3− 2 cos(2πθ) 1 1 e2πiθ − 1 0 1− e2πiθ

1 3− 2 cos(2πθ) 1 1− e2πiθ e2πiθ − 1 0
1 1 3− 2 cos(2πθ) 0 1− e2πiθ e2πiθ − 1

1− e−2πiθ e−2πiθ − 1 0 2 −1 −1
0 1− e−2πiθ e−2πiθ − 1 −1 2 −1

e−2πiθ − 1 0 1− e−2πiθ −1 −1 2


Take k1, k2 ∈ Γ = Z. The correlation kernel of two edges ek1,i, ek2,j is given

by the i, j-th entry of the matrix K(k1, k1) given by the formula

KZ(k1, k2) =

∫ 1

0
K(θ)e2πi(k1−k2)θdθ.

For Z× Z3 reduction we obtain that KZ×Z3(θ) is given by

1

4− 2 cos(2πθ1)− 2 cos(2πθ2)

[
2− 2 cos(2πθ1) (1− e2πiθ1)(1− e−2πiθ2)

(1− e−2πiθ1)(1− e2πiθ2) 2− 2 cos(2πθ2)

]
Take two edges e1, e2 ∈ E such that e1 = ne0

i and e2 = me0
j ,n,m ∈ Z×Z/3Z

and e0
i , e

0
j ∈ E0, then their correlation is given by the (i, j)-th element of the

matrix
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KZ×Z3(n,m) =
1

3

∫ 1

0
K(θ, 0)e2πi(n1−m1)θdθ

+
1

3

∫ 1

0
K(θ, 1/3)e2πi(n1−m1)θe2/3πi(n2−m2)dθ

+
1

3

∫ 1

0
K(θ,−1/3)e2πi(n1−m1)θe−2/3πi(n2−m2)dθ

In this subsection we calculate the correlations of pairs of edges using two
different correlation kernels and show that the results coincide.

1-1 correlation:

KZ(0, n) =

∫ 1

0

3− 2 cos(2πθ)

5− 2 cos(2πθ)
e2πinθdθ

KZ×Z/3Z((0, 0), (n, 0)) =

∫ 1

0

(
e2πinθ

3
+

2(2− 2 cos(2πθ))

3(5− 2 cos(2πθ))
e2πinθ

)
dθ

=

∫ 1

0

5− 2 cos(2πθ) + 4− 4 cos(2πθ)

3(5− 2 cos(2πθ))
e2πinθdθ

=

∫ 1

0

3− 2 cos(2πθ)

5− 2 cos(2πθ)
e2πinθdθ

1-2 correlation:

KZ(0, n) =

∫ 1

0

1

5− 2 cos(2πθ)
e2πinθdθ

KZ×Z/3Z((0, 0), (n, 1)) =∫ 1

0

(1

3
e2πinθ +

2− 2 cos(2πθ)

3(5− 2 cos(2πθ))
e2πinθe2πi/3

+
2− 2 cos(2πθ)

3(5− 2 cos(2πθ))
e2πinθe−2πi/3

)
=

∫ 1

0

1

5− 2 cos(2πθ)
e2πinθdθ

1-4 correlation:

KZ(0, n) =

∫ 1

0

e−2πiθ − 1

5− 2 cos(2πθ)
e2πinθdθ
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KZ×Z/3Z((0, 0), (n, 1)) =∫ 1

0

1

3(5− 2 cos(2πθ))
(1− e−2πiθ)(1− e−2πi/3)e2πinθe2πi/3+

+

∫ 1

0

1

3(5− 2 cos(2πθ))
(1− e−2πiθ)(1− e2πi/3)e2πinθe−2πi/3

=

∫ 1

0

e−2πiθ − 1

5− 2 cos(2πθ)
e2πinθdθ

4-5 correlation:

KZ(0, n) =

∫ 1

0

−1

5− 2 cos(2πθ)
e2πinθdθ

KZ×Z/3Z((0, 0), (n, 1)) =

∫ 1

0

(
3e2πinθe2πi/3

3(5− 2 cos(2πθ))
+

3e2πinθe−2πi/3

3(5− 2 cos(2πθ))

)
dθ

=

∫ 1

0

−1

5− 2 cos(2πθ)
e2πinθdθ

4-4 correlation:

KZ(0, n) =

∫ 1

0

2

5− 2 cos(2πθ)
e2πinθdθ

KZ((0, 0), (n, 0)) =

∫ 1

0

(
3e2πinθ

3(5− 2 cos(2πθ))
+

3e2πinθ

3(5− 2 cos(2πθ))

)
=

∫ 1

0

2

5− 2 cos(2πθ)
e2πinθdθ

Remark 4.4.12. The computation of correlation kernels for ladder-like graphs
has been presented in [57] (in particular, for the ladder and the 3-ladder
graphs, that we also discussed in the present work). In the work mentioned
above, it is demonstrated how to compute the correlation kernels using two
approaches: the counting approach and the electrical network approach.
However, the approach presented in the current work is more universal and,
moreover, appeals to simpler mathematical techniques.


