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ABSTRACT

We present Atacama Large Millimetre Array (ALMA) 2mm continuum observations of a complete and unbi-
ased sample of 99 870µm-selected sub-millimeter galaxies (SMGs) in the Extended Chandra Deep Field South
(ALESS). Our observations of each SMG reach average sensitivities of 53 µJy beam−1. We measure the flux
densities for 70 sources, for which we obtain a typical 870µm-to-2mm flux ratio of 14±5. We do not find a red-
shift dependence of this flux ratio, which would be expected if the dust emission properties of our SMGs were
the same at all redshifts. By combining our ALMA measurements with existing Herschel/SPIRE observations,
we construct a (biased) subset of 27 galaxies for which the cool dust emission is sufficiently well sampled to
obtain precise constraints on their dust properties using simple isothermal models. Thanks to our new 2mm ob-
servations, the dust emissivity index is well-constrained and robust against different dust opacity assumptions.
The median dust emissivity index of our SMGs is β ' 1.9 ± 0.4, consistent with the emissivity index of dust
in the Milky Way and other local and high-redshift galaxies, as well as classical dust grain model predictions.
We also find a negative correlation between the dust temperature and β, similar to low-redshift observational
and theoretical studies. Our results indicate that β ' 2 in high-redshift dusty star-forming galaxies, implying
little evolution in dust grain properties between our SMGs and local dusty galaxy samples, and suggesting these
high-mass and high-metallicity galaxies have dust reservoirs driven by grain growth in their ISM.

Keywords: galaxies: ISM – galaxies: evolution – submillimeter: galaxies

1. INTRODUCTION

E-mail: Elisabete.daCunha@uwa.edu.au

Sub-millimeter galaxies (SMGs) are the most dust-rich
galaxies in the Universe, with large (& 1012L�) infrared (IR)
luminosities that are powered by high star formation rates
(SFR & 100M� yr−1; .e.g., Blain et al. 2002; Barger et al.
2012; Casey et al. 2014; Swinbank et al. 2014; da Cunha
et al. 2015; Dudzevičiūtė et al. 2020). This combination
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makes SMGs the ideal targets for studies of dust formation
and the interplay between gas, dust, and stars (e.g., Hodge
et al. 2012, 2015, 2016, 2019; Swinbank et al. 2015; Chen
et al. 2017; see Hodge & da Cunha 2020 for a recent re-
view). Although SMGs are relatively rare (e.g., Weiß et al.
2009), they contribute significantly (& 20%) to the SFR den-
sity at z > 1 (e.g., Chapman et al. 2005; Sargent et al. 2012;
Swinbank et al. 2014; Dudzevičiūtė et al. 2020), and they are
likely progenitors of the most massive galaxies in the local
Universe (e.g., Blain et al. 2002, Casey et al. 2014, Simpson
et al. 2014)

The first SMGs were detected using SCUBA at 850µm
(Smail et al. 1997; Hughes et al. 1998; Barger et al. 1998),
which remains one of the prime wavelengths to detect these
galaxies (e.g., Geach et al. 2017), thanks to a combination
of available instruments, spectral window, and the negative
k-correction at that wavelength. Other single-dish samples of
SMGs have also been obtained at 1.1-1.3mm using MAMBO
(e.g., Eales et al. 2003; Bertoldi et al. 2007; Greve et al. 2008)
and AzTEC (e.g., Aretxaga et al. 2011; Yun et al. 2012), at
1.4mm/2mm with the SPT (Vieira et al. 2010) and at 2mm
with GISMO (Staguhn et al. 2014; Magnelli et al. 2019).
Selecting SMGs from observations at longer wavelengths is
thought to favour galaxies at higher redshifts (e.g., Smolčić
et al. 2012; Vieira et al. 2013; Staguhn et al. 2014; Magnelli
et al. 2019; Hodge & da Cunha 2020), although it is diffi-
cult to compare the redshift distributions in an unbiased way
(see e.g., Zavala et al. 2014 for a discussion), and account for
intrinsic variations of galaxy far-IR spectral energy distribu-
tions (SEDs). Nevertheless, the 2mm band has been put forth
as a potential candidate to detect high-redshift (z > 3) galax-
ies (e.g., Casey et al. 2018b,a, 2019; Zavala et al. 2021). The
negative k-correction is stronger at 2mm than at 850µm, thus,
for a fixed SED, the 2-mm band should pick up more high-
redshift galaxies than at 870µm. In addition, better atmo-
spheric transmission and larger fields of view can be achieved
at 2mm (but corresponding poorer resolution). Such an effort
is currently ongoing (see Zavala et al. 2021 for first results).
To understand the relationship between the populations de-
tected at 850µm and at 2mm we require a detailed character-
ization of the (sub-)millimeter SEDs of these sources. Multi-
wavelength sub-millimeter observations are still rare, with
most observations focusing on a single wavelength. Only
a handful of sources observed at 2mm have complementary
shorter wavelength detections (Staguhn et al. 2014; Magnelli
et al. 2019). Thus, a more systematic multi-wavelength dust-
continuum investigation is warranted in order to reveal the
dust properties of (sub-)millimeter-detected sources.

In recent years, there has been much debate over the ori-
gin of the large dust masses of SMGs (typically & 108 M�,
i.e., a few percent of their stellar mass; e.g., Dudzevičiūtė
et al. 2020). However, such measurements have mostly

been performed for biased samples (that favour the dustiest
sources) and until recently relied solely on single-dish obser-
vations (e.g., Rowlands et al. 2014; Dudzevičiūtė et al. 2021).
The build-up of such large dust masses over timescales ∼
0.5 − 2 Gyr is extremely difficult to explain with models of
dust production and growth relying solely on stellar sources
(e.g., Morgan & Edmunds 2003; Dwek et al. 2007). Addi-
tional physical mechanisms such as ISM dust growth and/or
non-standard initial mass functions (IMFs) may be required
(the so-called ‘dust budget crisis’; e.g. Rowlands et al. 2014).
More precise dust mass constraints for unbiased samples of
SMGs are needed to further investigate this issue. Another
matter of debate in the community is what drives the in-
tense star-formation activity in SMGs: whether it is a mode
of enhanced star-formation efficiency, driven by major merg-
ers (e.g., Hayward et al. 2011), and/or, a more modest star-
formation efficiency driven by secular evolution in large disks
with high gas fractions (e.g., Davé et al. 2011). One way
to disentangle these two evolutionary modes proposed for
SMGs is to compare the observed SFRs with the mass of
gas available to form stars, which, until we have CO obser-
vations for large samples, can be roughly inferred from the
dust mass (assuming Mgas/Mdust; Scoville et al. 2014, 2016;
Groves et al. 2015; Scoville et al. 2017; Kaasinen et al. 2019).
The estimations of both dust and gas masses rely on the as-
sumption that for SMGs the dust emissivity index (β, which
describes the wavelength-dependence of the dust emissivity
per unit mass) is similar to what is measured in the Milky
Way and other local galaxies, i.e., β ' 1.5−2.0 (e.g., Galliano
et al. 2018). However, β has only been directly measured
in small samples of SMGs using observations at the long
enough wavelengths needed to break the intrinsic degeneracy
between β and the cold dust temperature (e.g., Birkin et al.
2021; and see previous efforts with Herschel and AzTEC;
Chapin et al. 2009; Magnelli et al. 2012).

To provide constraints on the dust emissivity index and
temperature, we use ALMA to perform a systematic study of
the 2mm emission of a complete sample of 870µm-selected
SMGs. First detected as part of the APEX LABOCA 870 µm
survey of the Extended Chandra Deep Field South, LESS
(Weiß et al. 2009), our sample is taken from the ALMA Cy-
cle 0 follow-up program (ALESS), in which we observed
122 of the LESS sources at high sensitivity and spatial res-
olution through snapshot observations at 870µm in Band 7
(Karim et al. 2013; Hodge et al. 2013). The high resolution
of the ALMA observations de-blended multiple sources that
were previously misidentified as single sources and located
the SMGs to within 0.3 arcsec (Hodge et al. 2013). These
ALESS observations yield a sample of 99 robustly identi-
fied SMGs, a sample large and reliable enough to enable a
complete and unbiased multi-wavelength study of the prop-
erties of this galaxy population (e.g., Simpson et al. 2014; da
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Cunha et al. 2015; see also recent similar efforts in the UDS
and COSMOS fields, Simpson et al. 2017; Stach et al. 2018;
Dudzevičiūtė et al. 2020; Simpson et al. 2020). In this paper,
we present the first systematic (i.e., resolved) comparison of
the 2mm emission of a 870µm-selected sample, with which
we characterize the long-wavelength SEDs and derive robust
dust properties for individual SMGs.

This paper is organized as follows. In Section 2, we de-
scribe our ALMA Band 4 imaging of the ALESS SMGs. In
Section 3, we obtain and analyze 2 mm flux measurements
and compare them with the 870 µm properties of our sources.
In Section 4, we derive the dust properties of our sources
by fitting their observed SEDs using simple dust models. In
Section 5 we discuss the robustness of our constraints, selec-
tion effects, and we compare the dust emissivities derived for
our SMGs with other measurements and theoretical predic-
tions. We provide a summary and conclusions in Section 6.
Throughout the paper, we use a concordance ΛCDM cos-
mology with H0 = 70 km s−1 Mpc−1, Λ = 0.7, and Ωm = 0.3
(e.g., Planck Collaboration et al. 2018).

2. ALMA BAND 4 OBSERVATIONS OF SMGS

2.1. Observations

Our ALMA Band 4 continuum observations were carried
out between December 26th, 2015, and January 1st, 2016,
as part of the Cycle 3 Project #2015.1.00948.S (PI: E. da
Cunha).

We targeted the 69 LESS fields that contain at least one
main catalog (i.e., most reliable) source from the Cycle 0
ALESS observations at 870 µm (Hodge et al. 2013), and
centered each pointing on the brightest source in each field.
Thanks to the multiplicity of the single-dish detected LESS
sources, 24 of our 69 LESS fields contain multiple SMGs
identified in the Cycle 0 observations by Hodge et al. (2013),
resulting in a total of 99 main ALESS sources in our tar-
get fields, as well as 32 additional supplementary catalog
sources. At the frequency of our observations, the primary
beam of ALMA is 40.7 arcsec, ensuring that, when center-
ing each field on the brightest ALESS source, the remaining
ALESS sources within the ' 18-arcsec 870µm primary beam
were covered by our pointings.

Our observations were taken in Band 4 (at a representative
frequency of 152 GHz) using the total 7.5-GHz bandwidth
available for continuum observations. Between 34 and 41
12-meter antennas were used in the most compact array con-
figuration in Cycle 3 (C34-1), with baselines ranging from
15 to 310 meters. This antenna configuration was sufficient
to achieve our desired resolution of 2.3 arcsec, which allows
us to separate the different sources in fields where there are
multiple ALESS SMGs, while not resolving out each indi-
vidual source (based on their typical sizes of . 0.5 arcsec;
Simpson et al. 2015; Hodge et al. 2016). The weather con-

ditions were adequate for Band 4 observations (precipitable
water vapor between 1.35 and 3.82 mm). The quasar J0334-
4008 was used for atmospheric, bandpass, flux, and point-
ing calibration, and J0348-2749 was used as a phase calibra-
tor. ALESS045.1 was also used as an atmospheric calibrator.
Each of our 69 target fields was observed for 160 seconds.

2.2. Data reduction and imaging

The observations were processed using the ALMA auto-
mated data reduction pipeline in the Common Astronomy
Software Application (casa) version 4.5.1, and checked by
the ALMA data quality assessment team. We verified that
the pipeline produced high-quality data, and therefore use the
data as delivered by ALMA.

We generate images from the ALMA visibilities using
the clean task in casa. clean performs a Fourier trans-
form to map the uv visibilities onto the image plane on the
sky, producing a ‘dirty image’. This image is then decon-
volved from the point spread function (i.e. the synthesized
‘dirty’ beam) using the clean algorithm (Högbom 1974)
with robust (Briggs) weighting of the visibilities; we adopt
robust=0.5. The average rms obtained in our clean images
is σ = 53 ± 2 µJy beam−1 (with the error representing the
standard deviation of the noise among all the maps), and the
average beam is 2.4× 2.3 arcsec. This corresponds to a phys-
ical resolution of ∼ 18 kpc at z ∼ 1 − 3, the typical redshift
range of our sample (Danielson et al. 2017; da Cunha et al.
2015). In Fig. 1, we show the final cleaned ALESS Band 4
continuum images obtained using this procedure for the first
six fields. Each image is 166′′ × 166′′, with a pixel scale
of 0.46′′. The noise and beam properties of all 69 maps are
uniform. All the maps are good quality with rms below our
60 µJy beam−1 request and fairly circular beam (the beam
axis ratio varies between 1.05 and 1.11), therefore we use
all the maps in a common source extraction step in the next
section.

3. 2MM PROPERTIES AND COMPARISON WITH
870µm FLUXES

3.1. Source extraction and catalog matching

We detect sources in our cleaned continuum images using
casa. First, we identify sources with fluxes above 4σ in the
maps using the boxit task, which searches the images to find
contiguous sets of pixels above the given threshold, and de-
fines a rectangular box containing those pixels. Then, we use
the imfit task to fit one or more two-dimensional Gaussian
functions to the sources detected in each region defined by
boxit. For each source, imfit returns the peak intensity, the
location of the peak pixel on the image, the major and minor
axis and position angle, and the total (integrated) flux. For
unresolved sources, the peak flux and the total flux are the



4 E. da Cunha et al.

Figure 1. ALMA Band 4 (2 mm) maps of our first six fields. The contours show flux density levels starting at ±2σ and increasing in steps
of 1σ, where σ is the rms noise measured in that map. The large black circle shows the primary beam FWHM (∼ 40 arcsec), and the small
black filled circle in the bottom-left corner shows the synthesized beam (∼ 2.3 arcsec). Cyan circles indicate detections with S/N≥ 4, and
squares indicate the positions of known ALESS sources detected at 870µm by Hodge et al. 2013 (red for main catalog sources, yellow for
supplementary sources).

same, and the size and shape of the source match the synthe-
sized beam.

Our source extraction procedure yields a total of 53 de-
tections of ALESS main catalog sources with S/N ≥ 4 within
the primary beam FWHM (i.e., sensitivity > 50% of the max-
imum). For these bright, ‘blindly’-extracted sources, the po-
sitions in Band 4 agree very precisely with the previous Band
7 positions cataloged in Hodge et al. (2013), with only minor
offsets of δRA = 0.07± 0.05′′, and δDec = 0.07± 0.04′′. We
define a ‘well-sampled subset’ of 27 sources for which we
detect the 2mm emission at S/N ≥ 4 which also have high-
S/N detections at 870µm and at 250µm from Herschel/SPIRE
(Swinbank et al. 2014), as well as spectroscopic redshifts
from near-IR spectroscopy (Danielson et al. 2017), ALMA
CO (Birkin et al. 2021) and [CII] (Swinbank et al. 2012). As
we will see in Section 4.2, these are the sources for which we
can constrain dust parameters robustly.

For sources below 4σ, since we have prior information
based on the Band 7 data, we extract fluxes on their 870µm
positions. 17 of those sources are detected with 1.5 ≤ S/N <

4, allowing us to measure their fluxes. In Table 1 (Ap-
pendix A), we list the prior positions and 870 µm fluxes of
our ALESS sources obtained with ALMA Band 7 (Hodge
et al. 2013), along with our measured 2 mm Band 4 fluxes.
All the fluxes are primary-beam corrected (though note that
in most cases the correction is unity because we centered our
maps on the ALESS sources). Our sources are unresolved at
our ∼ 2.3-arcsec resolution. This is expected since most of
the ALESS sources were unresolved in Band 7 with higher
average spatial resolution (Hodge et al. 2013).

3.1.1. Flux deboosting

We correct both our measured 2mm flux densities as well
as the Hodge et al. (2013) 870µm flux densities for flux
boosting due to Eddington bias and noise (note that we only
correct the 2mm flux densities of our blindly detected ≥ 4σ
sources; sources for which we extracted fluxes at the prior
870µm positions are not affected by flux boosting) . We run
simulations of this effect by injecting random sources into
maps that have the same noise and synthesized beam prop-
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erties as our Band 4 and Band 7 observations, and then ex-
tracting their fluxes using the same method as for the data,
and comparing the original (deboosted) flux densities of our
artificial sources with the recovered flux densities. We find
that the flux boosting as a function of signal-to-noise is sim-
ilar for both bands, and it follows the power law obtained by
Geach et al. (2017). Therefore, we correct (i.e., deboost) the
measured flux densities in both bands based on their signal-
to-noise using S deboosted

ν = S measured
ν /B, where the boost-

ing factor B is given by equation 5 in Geach et al. (2017):
B = 1 + 0.2 ([S/N]/5)−2.3. We provide the deboosted flux
densities in Table 1, and adopt those values for all blindly
extracted sources throughout the remainder of this paper.

3.1.2. Undetected sources

29 of our 99 870µm-selected ALESS sources are unde-
tected in the 2mm-maps, with no measurable flux at the po-
sition of the Band 7 detection (S/N < 1.5). Of those unde-
tected sources (flagged with an asterisk in Table 1), 7 lack
photometric counterparts at any other wavelength except for
870µm (Simpson et al. 2014; Swinbank et al. 2014), and they
are typically low-significance detections at that wavelength
(most are . 4σ sources except for ALESS099.1 which is de-
tected at ∼ 5σ; Hodge et al. 2013). These sources might be
spurious sources in the Band 7 data, however Karim et al.
(2013) estimate that only 1.6% (i.e., 1 or 2) of the ≥ 3.5σ
870 µm sources should be spurious. They might instead be
high-redshift (z > 3), high dust optical depth galaxies (da
Cunha et al. 2015) with peculiar dust SEDs.

To further investigate the properties of our 29 undetected
sources, we median-stack the 2mm fluxes at the positions
of the 870 µm detections. The stack produces no detection,
however it allows us to place a 3σ flux density upper limit of
0.045 mJy.

3.1.3. 2 mm sources with no counterpart in the ALESS main
catalog

Our source extraction procedure finds an additional sample
of eight sources that are detected with S/N ≥ 4 within PB>
0.3, that we list on Table 2 (Appendix A). Since these are
blindly-extracted sources, we correct their measured fluxes
for boosting using the method described in Section 3.1.1.
All but two of these sources fall outside the primary beam
of the ALMA 870 µm observations. Following the method
described in Karim et al. (2013); Hodge et al. (2013), we
estimate the fraction of spurious sources in our data with
S/N ≥ 4 to be less than 10%, and the corresponding com-
pleteness is 96%. We find that four of these sources have
a robust Spitzer/IRAC 3.6µm counterpart (within 0.5 arcsec)
in the ECDFS IRAC-selected catalog of Damen et al. (2011),
confirming they are likely to be real galaxies. The remain-
der are still within the footprint of that catalog, but have no
counterpart within 1 arcsec, meaning that they would have an

IRAC 3.6µm magnitude fainter than the 5σ detection limit of
the catalog, mAB = 23.8. They could be spurious or optically-
faint SMGs with very low 870µm-to-2mm flux ratios, ei-
ther because they are at very high redshifts, and/or or they
have very cold dust or unusual dust properties such as low
dust emissivity indexes (Section 3.4; see also Wardlow et al.
2018).

3.2. Comparison with predicted fluxes and 870 µm fluxes:
why are so many sources undetected at 2mm?

In da Cunha et al. (2015), we developed and used the
‘high-z extension’ of the MAGPHYS SED modeling code
(da Cunha et al. 2008) to fit the observed ultraviolet-to-radio
emission of all 99 ALESS main catalog sources. The best-fit
model SED of each galaxy was used to estimate the expected
2 mm flux in preparing our ALMA observations. In Fig. 2(a),
we compare those predicted 2 mm fluxes, scaled down by the
870µm boosting factor (Section 3.1.1), with our measured
fluxes. Overall, the predicted and measured fluxes are well
correlated, and for the vast majority of sources for which we
can extract a flux, they agree within a factor of two. Our 2mm
non-detections deviate the most from the predicted fluxes and
had the largest 870µm boosting factors (B = 1.36 ± 0.10
on average). Therefore, flux boosting in the original 870µm
fluxes can explain our non-detections at least in part. Ac-
counting for 870 µm flux boosting, the median predicted flux
of our 29 non-detections drops from 152 µJy to 103 µJy, still
about a factor of two higher than our 3σ stack upper limit.

In Fig. 2(b), we compare the 2 mm and 870µm flux den-
sities. The dispersion is significant at low S/N, but for the
brightest sources they are very well correlated. However,
our 2 mm non-detections seem to have a deficit in 2 mm flux
density compared with the 870 µm flux density (even after
accounting for 870 µm flux boosting). This may indicate dif-
ferent dust emission properties, redshift distributions, or se-
lection effects. We analyze the 870µm-to-2mm flux ratios in
more detail in Section 3.4.

We note that the flux ratio between two (sub-)millimeter
bands is sometimes used to infer the dust emissivity index
directly (e.g., Aravena et al. 2016; González-López et al.
2019). A constant flux ratio between two bands (indepen-
dent of redshift and dust temperature) is predicted if the two
bands sample the low-frequency Rayleigh-Jeans (RJ) tail of
the dust emission. If we use RJ approximation, the flux ratio
depends on the dust emissivity index βRJ alone (eq. B2). In
Fig. 2(b), we show the correlations between the 870µm and
2mm fluxes predicted in that regime, for different values of
βRJ. Those correlations are roughly parallel to our observed
correlations and a βRJ ' 1 seems to match our observations,
however that does not necessarily mean that βRJ is the true
emissivity index of our sources. In Appendix B, we demon-
strate that those values are unlikely to correspond to the real
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Figure 2. (a) Comparison between the measured 2 mm fluxes of our sources and the predicted MAGPHYS fluxes (da Cunha et al. 2015).
The dotted line shows the identity. Each data point is color-coded according to the boosting factor of the 870µm observations (Section 3.1.1).
The predicted and observed fluxes are well correlated, and the vast majority of our sources have measured fluxes within a factor of 2 of the
predictions. We find that the largest deviations occur for faint sources, which had the largest boosting factors in the original 870µm observations.
This explains, at least in part, why we over-predicted their 2 mm fluxes. (b) Measured 2 mm versus 870 µm flux densities. The lines show the
relation between the fluxes in those two bands assuming the Rayleigh-Jeans approximation, for different values for the dust emissivity index
βRJ (see Appendix B for why that approximation is not appropriate at our observed frequencies). In both panels, the vertical dashed line shows
the average sensitivity limit of our observations. The filled black circles represent our individual ≥ 4σ detections (of those, we highlight our
‘well-sampled subset’; see Section 3.1 for details), the thin open circles show marginal detections (1.5 ≤ S/N < 4), and the thin arrows show
upper limits for undetected sources. The thick open circle shows the median value for all the 17 marginal detections (error bars are the standard
deviation) and the thick arrow shows the upper limit for all 29 undetected sources derived from stacking.

emissivity index in our sources because the Rayleigh Jeans
approximation is not valid for our observed bands at the red-
shifts of the ALESS SMGs, and more sophisticated modeling
of the dust emission is needed (Section 4.1).

3.3. Properties of detections vs non-detections

The properties of the 99 ALESS main SMGs are described
in detail in Hodge et al. (2013); Swinbank et al. (2014);
Simpson et al. (2014); da Cunha et al. (2015); Danielson
et al. (2017). Here we use some of those known properties
to investigate what kind of sources are most likely to be de-
tected at 2mm. Out of the 99 ALESS main catalog SMGs
targeted in our 69 Band 4 fields, 53 (i.e., 54%) are detected
above 4σ, which we consider to be very robust detections.
In Fig. 3, we plot the distribution of physical properties of
our full 870µm-selected sample and of the subsample of tar-
gets for which we achieved robust (≥ 4σ) 2 mm detections.
We find that the brightest 870 µm sources are all detected at
2mm, with the detection rate falling steeply for sources be-
low 4 mJy at 870µm. This also means that we detect the
sources with the highest dust masses, dust luminosities, star
formation rates, and stellar masses (da Cunha et al. 2015).
Interestingly, the redshift distribution of 2mm-bright sources
follows the parent sample distribution closely, i.e., our detec-
tions do not seem to prefer a specific redshift range.

3.4. 870µm-to-2mm flux density ratios

In Fig. 4, we plot the distribution of 870µm-to-2mm
flux density ratios for our ALESS sources. The 870µm-
to-2mm ratios of our strongly detected SMGs span a rel-
atively narrow range. The median flux density ratio for
the 70 SMGs for which we measure a 2 mm flux density
is S ν[870µm]/S ν[2mm] = 14 ± 5 (with the error indi-
cating the standard deviation range; for the well-sampled
subset, we find a median of 14 ± 4). For non-detections
(S/N < 1.5), our 3σ stack upper limit implies ratios >

34.5. Accounting for the upper limits for non-detections,
the median flux ratio of the full ALESS sample increases
to S ν[870µm]/S ν[2mm] = 17 ± 9. We find weak corre-
lations between S ν[870µm]/S ν[2mm] and the flux densities
at 870µm and 2mm, with Spearman rank correlation coeffi-
cients rS = 0.32 (2.3σ) and rS = −0.36 (2.6σ), respectively,
although these correlations could be due to selection effects.

To put the 870µm-to-2mm flux density ratios into a more
physical context, we compare them, in Fig. 4(d), with the ra-
tios predicted by simple, isothermal and optically-thin dust
emission models with varying dust temperatures Tdust and
emissivity indexes β, as a function of redshift. The models
predict that S ν[870µm]/S ν[2mm] should decrease with red-
shift, Tdust, and β, but the specific ratio for a given source is
due to a combination of all these parameters. Our sources
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uncorrelated with redshift. Panel (d) shows that we would expect a negative correlation with redshift for fixed dust temperature and emissivity
index. Non-detections (S/N < 1.5) seem to have higher 870µm/2mm ratios, which would be consistent with higher Tdust and/or β.
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seem to span a broad model parameter space, however, this
is sensitive to errors in the derived 2 mm flux density for the
lower significance detections, as well as uncertainties intro-
duced by photometric redshifts. Nevertheless, if we focus
on only strong detections and our well-sampled subset (for
which we have spectroscopic redshifts), we find that (i) we
do not recover a strong redshift dependence (rS = −0.19,
< 1σ), and (ii) the location of these sources seems to favor
models with β ' 1−2. The first finding indicates that perhaps
the intrinsic dust properties of our SMGs depend on redshift
(e.g., dust temperatures could be increasing at high redshift;
see also Section 5.2), or more likely that selection effects are
playing an important role (see Section 5.1). The latter find-
ing appears to be in agreement with what is often assumed
for the dust properties of galaxies, although the degeneracy
between β and Tdust makes it difficult to estimate the actual
dust emissivity index more precisely on a source-by-source
basis using this ratio alone.

4. THE DUST PROPERTIES OF ALESS SMGS

To break the degeneracy between the dust temperature and
emissivity index for our SMGs, we require additional obser-
vations sampling the dust spectral energy distribution closer
to its peak1. In this section, we describe our dust emission
models and fits to the observed ALESS far-infrared/(sub-
)millimeter SEDs2.

4.1. Modeling the dust emission

The dust emission of a population of dust grains with equi-
librium temperature Tdust is described by the general solution
to the radiative transfer equation:

S ν ∝ [1 − exp(−τν)]Bν(Tdust) , (1)

where Bν(Tdust) is the Planck function, and the optical depth
τν can be written as:

τν = κνΣdust , (2)

where Σdust is the dust mass surface density, and κν is the
frequency-dependent dust opacity, generally described by a
power law:

κν = κ0

(
ν

ν0

)β
, (3)

1 In Appendix B we demonstrate why simply assuming the Rayleigh-Jeans
approximation is not appropriate for our data (and for other high-redshift
ALMA observations).

2 We note that here we will only focus on the thermal dust emission in the far-
infrared to millimetre, i.e., we do not include mid-infrared or radio emis-
sion from AGN, as they are not expected to contaminate our observations.
Furthermore, only three of the sources in our ‘well-sampled’ subset are
identified as AGN (Wang et al. 2013); removing those from our analysis
would not affect our conclusions.

where β is the dust emissivity index, and κ0 is the emissivity
of dust grains per unit mass at a reference frequency ν0. This
function depends on the chemical and optical properties of
dust grains (e.g., Draine & Lee 1984; Draine & Li 2007; Gal-
liano et al. 2018). In this paper, we adopt κ0 = 0.77 cm2 g−1

at ν0 = 353 GHz (i.e., λ0 = 850µm), to be consistent with da
Cunha et al. (2008, 2015).

For simplicity, throughout the remainder of this paper we
assume isothermal dust models. Realistically, dust grains in
galaxies are not at a single temperature, however (optically-
thin) modified black body models have been shown to be a
good approximation to the long-wavelength emission (λ &
100µm) caused by dust grains in thermal equilibrium, pro-
ducing dust masses that are very close to the ones produced
by more complex modeling that includes a distribution of
temperatures (Draine & Li 2007), provided consistent val-
ues for the dust emissivity are used (Bianchi 2013; see also,
e.g., Lianou et al. 2019). Moreover, given the relatively low
number of points sampling the dust emission of our sources,
such simple isothermal models are the most complexity that
can be afforded. Modelling the emission with multiple tem-
perature components with varying emissivity indexes would
result in a much larger number of free parameters than obser-
vational constraints, and the multiple dust parameters would
be very difficult to constrain. This is also true for many other
high-redshift sources observed in the dust continuum with
ALMA, where often observations only in one or a few bands
are available. Therefore, we adopt isothermal dust models,
and explore two cases: an optically-thin approximation and
a more general opacity scenario.

4.1.1. Optically-thin approximation

Here we assume the simplest approximation for the dust
emission in galaxies: optically-thin dust, which means τν �
1 at the observed frequencies, hence [1− exp(−τν)] ' τν, and
the radiative transfer solution (eq. 1) becomes:

S ν ∝ ΣdustκνBν(Tdust) . (4)

In this case, the shape of the far-infrared/sub-millimeter
dust SED, at fixed redshift, depends solely on the dust tem-
perature Tdust and the emissivity index β. These two param-
eters can be strongly degenerate in the 870µm-to-2mm ratio,
as shown in Fig. 4(d). To break this degeneracy, we require
additional observations sampling the dust emission closer to
its peak. Fig. 5 shows that in order to be sensitive to varia-
tions of both Tdust and β, we need to sample the dust SED in
at least three bands, from the peak of the emission towards
higher frequencies (which depends to first order on Tdust), to
the Rayleigh-Jeans tail at low frequencies (which mainly de-
pends on β). Therefore to sample the peak of dust emission,
we use Herschel flux measurements when available (Swin-
bank et al. 2014). Of our sample of ALESS sources with
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−3.4 × 108 M�), which gives
us a λthick ' 100 ± 40µm for the typical 2 kpc radius of the ALESS
sources derived by Hodge et al. (2016), assuming β = 2.

robust (i.e., ≥ 4σ) 2mm measurements and ≥ 3.5σ 870µm
measurements, along with spectroscopic redshifts, 27 have at
least one Herschel/SPIRE measurement at 250µm: this con-
stitutes our well-sampled subset. We focus on this subset in
the remainder of the paper because for these sources we have
the minimum set of bands needed to adequately sample the
SEDs (Fig. 5), and redshift uncertainties are not likely to af-
fect our results.

4.1.2. General dust opacity

For completeness, we also explore the more general sce-
nario where dust may remain optically-thick towards far-
infrared wavelengths. It is reasonable to consider that dust
might be optically thick well into the far-infrared regime for
very dusty sources such as SMGs (e.g., Conley et al. 2011;
Simpson et al. 2017; Casey et al. 2019; Dudzevičiūtė et al.
2020; Cortzen et al. 2020). In this case, we use eqs. 2 and
3 to define an additional parameter, the wavelength up until
which the dust remains optically thick, i.e., λthick, such that
τλthick = 1. This λthick becomes an additional free parameter
of the model, along with Tdust and β, and it depends on the
intrinsic properties of the dust through its opacity function
κν, and on dust mass surface density.

In the bottom panels of Fig. 5, we show how varying λthick

affects both the dust SEDs and the S ν[870µm]/S ν[2mm] vs
S ν[250µm]/S ν[870µm] color space. This introduces a clear
degeneracy: increasing λthick shifts the peak of the emission
and affects the S ν[250µm]/S ν[870µm] in the same direction
as lowering the dust temperature. More detailed observations

sampling the shape of the SED near its peak are needed to
constrain all three parameters. Nevertheless, in order to ac-
count for the possibility that dust might not be optically thin
at all wavelengths considered, we make an educated guess on
λthick. We assume a simple spherical shell geometry (e.g., In-
oue et al. 2020), such that Σdust = Mdust/4πR2, to investigate
how λthick may vary as a function of dust mass and size for
typical SMGs (Fig. 6). In this simple case, λthick is given by:

λthick = λ0

(
κ0

Mdust

4πR2

)1/β
. (5)

As expected, for a fixed galaxy size, dust remains optically-
thick out to longer wavelengths as the total dust mass in-
creases; at fixed dust mass, the dust column decreases and
λthick becomes shorter as the radius increases. If we take
the median dust mass of ALESS SMGs (and the 16th–84th
percentile range of the sample dust mass distribution) de-
rived by da Cunha et al. (2015) with MAGPHYS (Mdust =

5.6+5.4
−3.4 × 108M�), and the typical radius measured by Hodge

et al. (2016) using high-resolution ALMA observations in
Band 7 (R ' 2 kpc), we obtain a typical λthick ' 100 ± 40µm
(assuming for now a dust emissivity index β = 2; see also
discussion in Simpson et al. 2017). This implies that, for the
typical redshift of our sample (z ' 2.7), observations short-
wards of ∼ 370µm (observed-frame) are not necessarily in
the optically-thin regime, which affects the SEDs (Fig. 5).
In order to investigate systematic effects of the optically thin
versus general opacity assumptions on the derived dust pa-
rameters, we fit our ALESS SEDs both with optically-thin
models and with a dust opacity model where we explore λthick

in the range 60µm to 140µm, as indicated by our simple cal-
culation above.

4.1.3. SED fitting method

We use a Bayesian approach to fit the dust SEDs of our
sources and recover posterior likelihood distributions for the
free dust parameters: dust temperature (Tdust), dust emis-
sivity index (β), dust luminosity (Ldust), dust mass (Mdust).
Since we assume isothermal dust, for each galaxy we only in-
clude observations sampling the SED at wavelengths longer
than 70µm in the rest-frame, as the effects of warmer dust
components from stochastically heated dust grains are likely
to impact the SEDs at shorter wavelengths. We generate
a model library of dust SEDs with dust temperature Tdust

uniformly distributed between 15 and 80 K, and emissiv-
ity index β uniformly distributed between 1.0 and 3.0. For
the general opacity case, we include λthick as an additional
free parameter and distribute it uniformly between 60µm and
140µm, based on the calculation in the previous section. For
each source at redshift z, we place the model dust SEDs in
the observed-frame and apply the appropriate cosmic mi-
crowave background (CMB) corrections as described in da
Cunha et al. (2013). We then compute the model fluxes in
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the Herschel/SPIRE bands at 250, 350, and 500µm, and in
the ALMA Bands 7 and 4 (we also include ALMA Band
3 at 3.3mm, available for 10 of our sources from Wardlow
et al. 2018, and ALMA Band 8 at 0.63mm, available for two
sources from Rybak et al. 2019). We compare these model
fluxes with the observed fluxes (and upper limits, when avail-
able) by evaluating the χ2 goodness-of-fit of each model in
the library. Then we obtain marginalized likelihood distribu-
tions for all the free parameters.

4.2. Results: dust parameter constraints

We start by focussing on the results obtained using the
optically-thin assumption, and then compare with the results
using the general opacity model using λthick = 100 ± 40µm.

4.2.1. Results using the optically-thin approximation

In Fig. 7, we show an example of the outputs of our dust
SED fitting for ALESS002.1, the brightest 870 µm source in
our well-sampled subset. For this galaxy, the SED is suffi-
ciently well sampled that both the dust temperature and emis-
sivity index show well-constrained posterior likelihood dis-
tributions. Thanks to these two parameters being well con-
strained, the total dust luminosity and the dust mass are con-
strained to very small uncertainties as indicated by the narrow
posterior distributions. The two-dimensional likelihood dis-
tributions allow us to explore parameter degeneracies in the
fitting. As expected, and discussed in the previous section
and in numerous works in the literature (e.g., Shetty et al.
2009; Juvela et al. 2013), there is a strong degeneracy be-
tween Tdust and β which explains why while these parame-
ters are well constrained, the likelihood distributions are rel-
atively wide.

In Fig. 8 we show, for comparison, the results of fitting
the dust SED of ALESS001.1, the brightest 870 µm source,
which also has a robust 2 mm detection but only Herschel
limits. In this case, both Tdust and β are severely uncon-
strained, resulting in much broader likelihood distributions
for the dust masses and luminosities. The strong degen-
eracies between the various dust model parameters become
clear in the two-dimensional likelihood distributions. This
demonstrates that the parameters derived from this fitting for
galaxies with only ALMA Band 7 and Band 4 detections
are not reliable, particularly Tdust, β, and Mdust (see also Ap-
pendix D). Therefore, in the remainder of this section, we fo-
cus solely on the well-sampled subset of 27 ALESS SMGs,
accepting that these sources are not necessarily representa-
tive of the whole population (see Section 5.1). In Table 3, we
present the median-likelihood estimates of the dust temper-
atures, emissivity indexes, luminosities and masses, and re-
spective confidence ranges, obtained using the optically-thin
approximation for those 27 galaxies.

The precision of our constraints can be quantified by the
width (i.e., the 16th-84th percentile range) of the posterior

likelihood distributions. For our well-sampled subset, we
constrain the dust emissivity index to within ±0.25. This er-
ror on β depends strongly on the S/N in Band 4 and also to
some extent in Band 7. The dust temperature Tdust is con-
strained to ±5 K, and we achieve median precisions in dust
luminosity and dust mass of ±0.10 and ±0.08 dex, respec-
tively. We note that these are the median statistical errors
on the fits within the context of assuming an optically-thin
model, and systematics associated with the choice of dust
opacity are not included. We discuss possible systematic un-
certainties by comparing with results from the general opac-
ity fits in Section 4.2.2.

To analyze the distribution of physical properties of our
sources, we show, in Fig. 9, the stacked posterior likelihood
distributions of β, Tdust, Ldust, and Mdust. We compare the
results obtained for the well-sampled subset with those for
the rest of the sample, which we include to check if we can
conclude something about those sources in a statistical sense.
The individual posterior distributions for the sources that are
not in the well-sampled subset may not contain much infor-
mation, however stacking them may reveal if any regions of
the parameter space are preferred (as opposed to the com-
pletely unconstrained case where we would retrieve our flat
priors). These sources seem to peak at slightly lower temper-
atures, however the probability extends to higher dust tem-
peratures. Their dust luminosities and masses seem to be
typically lower than for the well-sampled subset, as expected
given their fainter sub-millimeter fluxes, and the emissivity
indexes peak at similar values, although we note that the
stacked posterior is much flatter.

For our well-sampled subset, we find median values of
Tdust = 30+14

−8 K, and β = 1.9 ± 0.4 for the stacked likelihood
distributions (the errors are the 16th-84th percentile ranges
of the stacked distributions). The emissivity indexes are con-
sistent with typical values β = 1.5 − 2.0 measured in local
galaxies and predicted by dust models (see Section 5.3 for a
more detailed discussion). Fig. 10 shows that there is a nega-
tive correlation between the dust temperatures and emissivity
indexes of our well-sampled sources (rS = −0.66, 3.4σ), and
a positive correlation between dust luminosity and tempera-
ture (rS = 0.73, 3.7σ; a similar correlation is also found, e.g.,
by da Cunha et al. 2015). To check the robustness of these
correlations, we also stack the joint posterior likelihood dis-
tributions, shown as contours. The fact that the peak of the
stacked likelihood distributions follows the observed corre-
lations between the median-likelihood estimates shows that
these correlations are robust3. This correlation between Tdust

3 The median-likelihood estimate can be deceiving if a parameter is uncon-
strained: in that case the median will be the median of the prior; but the
posterior would show that the parameter is unconstrained because it would
resemble the prior, in our case, a flat distribution.
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Figure 7. Outputs of our Bayesian dust SED fitting for ALESS002.1, the brightest source in our well-sampled subset. The top right-hand
panel shows the best-fit dust models (solid lines) and the observed fluxes (orange points). The remaining panels from top-left to bottom-right
show the marginalized likelihood distributions for all the parameters in the fit: dust temperature (Tdust), luminosity (Ldust), mass (Mdust), and
emissivity index (β), as well as the two-dimensional likelihood distributions of all combinations of these parameters. The contours show levels
of equal probability: 1%, 10%, 25%, 50%, 75%, and 90% of the maximum probability value. The dotted lines indicate the best-fit parameters
(i.e., corresponding to the minimum χ2), and the vertical solid lines show the medians of the likelihood distributions. We plot the results for two
fitting runs: the colored SED, histograms, and lines correspond to the optically-thin dust model; the grey scale ones correspond to the general
opacity scenario. For ALESS002.1, the best-fit SEDs in these two scenarios are virtually indistinguishable from each other, and the reduced
χ2 are very close (χ2

ν is actually smaller in the optically-thin case because it produces a similarly good fit with fewer free parameters than the
general opacity model). In the general opacity case, Tdust and Mdust are less well-constrained due to the additional degeneracy with λthick, and
systematic offsets with the optically-thin model are clear; the Ldust and β posteriors are very similar in the two cases.

and β could be caused to some extent by the intrinsic degen-
eracy between these two parameters, however we show in
Section 4.3 that our parameter estimates are accurate enough
for these sources (because the data we use break the degen-
eracy), so it is likely that the correlation is real (see also Sec-
tion 5.3).

4.2.2. Comparison with the general opacity model results

In Figs. 7 and 8, we also plot the results of our Bayesian fit-
ting when using the general dust opacity model described in
Section 4.1.2, allowing λthick to vary between 60 and 140µm.
In this case, the dust temperatures and dust masses are uncon-
strained even for our well-sampled subset, due to the strong
degeneracy between Tdust and λthick (Fig. 5): the widths of the

likelihood distributions for these parameters are much larger
than in the optically-thin case. The best-fit model and me-
dian of the likelihood distribution of these parameters do not
converge. This is another indication that the current observa-
tions are not sufficient to constrain a general opacity model
where λthick is allowed to vary. More observations sampling
the SED peak and measurements of the size of the dust emis-
sion region would help constrain this parameter more pre-
cisely. With the current data, while the quality of the SED
fits is comparable between the optically-thin approximation
and the general opacity model, these two different modeling
assumptions can lead to large differences in the inferred dust
temperatures and, consequently, on the dust masses.
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Figure 8. Similar outputs of our fitting as in Fig. 7, but for ALESS001.1, a source without Herschel measurements (only upper limits). Since
there are no measurements at frequencies higher than Band 7 to sample the peak of the dust emission, Tdust and β are poorly constrained, and
consequently the errors on Ldust and Mdust are also much larger (wider likelihood distributions) compared to ALESS002.1. Because of the
lack of data, strong degeneracies between the model parameters become evident in the two-dimensional likelihood distributions, even in the
optically-thin case.

We also compare the stacked likelihood distributions ob-
tained using the general opacity model for our well-sampled
subset in Fig. 9. In this case, the dust temperatures are more
poorly constrained even for the ensemble of 27 well-sampled
galaxies (due to the degeneracy with λthick), but tend to peak
at higher values. The dust masses tend to be lower than in the
general opacity case, due to the higher Tdust. The recovered
dust luminosities are very similar to those in the optically-
thin scenario, and, importantly, so are the dust emissivity in-
dexes. This shows that our estimates of β for this subsample
are robust regardless of whether an optically-thin or general
opacity scenario are adopted.

In Fig. 11, we compare the median-likelihood estimates of
dust physical parameters derived using the optically-thin as-
sumption with those derived using the general opacity model.
The parameters are well-correlated, however, we find strong
systematic offsets in the derived dust temperatures: the gen-
eral opacity scenario produces Tdust typically ∼10 K warmer
than the optically-thin case (see also Simpson et al. 2017).

This leads to a strong offset in the inferred dust masses,
which are typically 0.5 dex (i.e., a factor of 3) lower in the
general opacity scenario than in the optically-thin case (the
same offsets are also seen in the medians of the stacked likeli-
hood distributions in Fig. 9). These differences can have very
strong implications when interpreting inferred dust masses
in the context of chemical evolution and dust production
models, especially at high-redshift, where current models re-
quired substantial ISM growth to account for large inferred
dust masses (e.g., Rowlands et al. 2014; Mancini et al. 2015;
Dudzevičiūtė et al. 2020, 2021). Nevertheless, we find that
the inferred dust luminosities and emissivity indexes seem
quite robust against dust model assumptions, with no sys-
tematic offsets. We checked that these differences would be
more pronounced if we chose to include models where the
dust remains optically thick beyond 140µm. However, in that
case, the parameters with the highest systematic offsets, Tdust

and Mdust would remain almost unconstrained with the cur-
rent data due to the strong degeneracy with λthick, therefore
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Figure 9. Stacked likelihood distributions of the dust parameters for the ALESS sample. The red histograms show the results of fitting the
SEDs using the optically-thin (OT) assumption: the thick line corresponds to the 27 sources in our well-sampled subset, and the thin line
show the stacked PDFs of the remaining 72 sources. For the well-sampled subset, we find cold dust temperatures Tdust ' 30+14

−8 K, emissivity
indexes β ' 1.9 ± 0.4, dust luminosities log(Ldust/L�) = 12.5+0.4

−0.3, and dust masses log(Mdust/M�) = 8.8+0.3
−0.2 (medians of the stacked likelihood

distributions, errors given by the 16th–84th percentiles). In grey we show, for comparison, the stacked likelihood distributions for the well-
sampled sources using the general opacity (GO) model, which shows offsets towards higher Tdust and lower Mdust. However, Ldust and β remain
practically the same, meaning that the estimates of these parameters are robust against dust opacity assumptions.
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Figure 10. Relation between dust temperature and emissivity index (left-hand panel), and dust luminosity (right-hand panel) for the 27 sources
in our well-sampled subset (optically-thin case). The median-likelihood estimates for each source are plotted as black circles, with the errors
given by the 16th–84th percentile ranges of the likelihood distributions. The contours show areas of equal probability of the stacked joint
likelihood distributions. We note that we find similar correlations in the general opacity scenario (though the correlations are shifted due to the
systematic offsets in Tdust described in Section 4.2.2).
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the systematic offsets would be mostly a result of the prior.
Given our calculation in Section 4.1.2, very high values of
λthick seem unlikely (though see Riechers et al. 2013, who
claim λthick ' 200µm in high-redshift, lensed SMGs). We
caution that very optically-thick dust could lead to even more
significant differences in the inferred dust masses (factors of
10 and more).

We note that, with the available data, we cannot distin-
guish which of these scenarios, optically-thin dust or general
opacity with λthick = 60 − 140µm, is more likely: the best-
fit model probabilities of the optically thin to general opacity
scenario are very close. Given the expected dust masses and
sizes (Hodge et al. 2016; Gullberg et al. 2019), we expect
the optically-thick models to be appropriate at least for some
of the sources. Nevertheless, in the following sections, unless
otherwise stated, we will focus on the optically-thin scenario,
since these models are better constrained, and they are more
widely used, thus facilitating comparisons with the literature.

4.3. Accuracy of our fitting method

Before we move on to interpreting our results in a broader
context, we must first establish the accuracy of our derived
dust parameters. Previous studies focussing on modified
black body fitting of the dust emission in compact galactic
dust cores (e.g., Shetty et al. 2009; Juvela & Ysard 2012; Ju-
vela et al. 2013) show that a correlation between Tdust and β
can be introduced artificially to some extent by performing
χ2 minimization on noisy data. Bayesian methods such as
ours are shown to produce more robust results (see also, e.g.,
Kelly et al. 2012) because they treat uncertainties rigorously
and self-consistently, and as a result they do not produce spu-
rious correlations between the parameters due to measure-
ment uncertainties.

To address these issues in the context of this work, in this
section we generate a suite of mock dust emission models to
quantify the accuracy to which we expect the dust properties
to be recovered from our fits. Again, we assume that dust
emission in galaxies is isothermal and optically thin, and it
can be described by simple modified black bodies with dust
temperature Tdust and emissivity index β (eq. 4). We gen-
erate a library of 5, 000 models with dust temperatures uni-
formly distributed between 15 and 80 K, β between 1 and 3,
dust luminosity log(Ldust/L�) between 11.3 and 13.5 (a lu-
minosity range similar to that of our SMGs; da Cunha et al.
2015). To simulate our observables, we place these models
at different redshifts using a Gaussian distribution centered
at z = 2.7, similar to the redshift distribution of our ALESS
sources (Simpson et al. 2014; da Cunha et al. 2015). For
each model, we randomly draw a set of Tdust, Ldust, β and z
from these distributions, and we compute the predicted (‘ob-
served’) flux of each model in the same bands as for our ob-
servations, i.e., the Herschel/SPIRE bands, and ALMA Band

7 at 870µm and Band 4 at 2mm. We include the effects of the
CMB in the observed fluxes as prescribed in da Cunha et al.
(2013). We then perturb these observed fluxes by ±15% to
mimic our typical observational errors, and assign observa-
tional uncertainties to each flux that are similar to those of
our real observed galaxies. That is, we assume: (i) a random
signal-to-noise ratio drawn between 4 and 6 in the SPIRE
500- and 350-µm bands, and between 4 and 10 in the 250-µm
band (Swinbank et al. 2014); (ii) a random signal-to-noise
ratio drawn between 3 and 15 in ALMA Band 4, and (iii)
an ALMA Band 7 signal-to-noise that is correlated with the
band 4 S/N in the same way as our observations (which yields
a distribution between 4 and 40).4 We then fit our mock ob-
servations in the same way as we fit the actual observations
in Section 4.1.

Fig. 12 shows the accuracy of the derived dust properties of
our mock observations. The input parameters are well recov-
ered by our method for SEDs that have as many observational
constraints as our well-sampled subset of ALESS sources.
Our method typically recovers the input dust luminosities to
±0.13 dex, the dust temperatures to within ±6 K, the emissiv-
ity indexes are recovered within ±0.27, and the dust masses
to ±0.1 dex (these values are the standard deviations of the
difference between input and output values). The systemat-
ics are minimal, with median offsets (i.e., difference between
output and input values) of −0.007 dex for Ldust, −0.5 K for
Tdust, −0.04 for β, and −0.017 dex for Mdust. It is worth not-
ing that the accuracy of Tdust estimates decreases for higher
temperatures, which is expected because the peak of the dust
SED shifts to lower wavelengths and is less well sampled
by the SPIRE bands. However even in that regime the out-
put values are still distributed around the input values (i.e.,
no significant systematics). The results of this test allow us
to conclude that the dust parameters obtained for our well-
sampled subset are robust, at least if assumptions about dust
opacity are correct (see discussion below). We check that
when we perform this test, we start with uncorrelated Tdust

and β, and the results are also uncorrelated, therefore we con-
clude that our found correlation between Tdust and β is not
likely a result of fitting noisy data using our method. In Ap-
pendix D.1, we use similar simulations to show that our dust
parameters would not be accurate enough if the fits did not
include Band 4 data or Herschel data, which is why we chose
to focus mainly on our well-sampled subset for which both
are available.

It has to be noted that the self-consistency check described
above assumes that we are using the correct model for the

4 We note that, strictly speaking, the signal-to-noise should correlate with the
actual model fluxes however, we choose to set our simulation up this way
because it allows us to perform the test with realistic errors but at the same
time without limiting the parameter space of our models.
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Figure 11. Comparison between the median-likelihood estimates of dust temperatures (Tdust), emissivity indexes (β), luminosities (Ldust), and
masses (Mdust) of our well-sampled subset of 27 ALESS SMGs when fitting their dust emission using optically-thin dust models and a general
opacity model with λthick = 60 − 140µm (Section 4.1.2). In each panel, the dotted line represents the identity. The error bars are the 16th-
84th percentiles of the posterior likelihood distribution for each source. The parameters derived using different model assumptions are well
correlated, however, we find strong systematic differences in Tdust and Mdust. Ldust and β are robust against model assumptions on the dust
opacity, as also shown in Fig. 9.

dust emission, but that may not be the case if, for example,
dust is more optically-thick than assumed. Therefore, in Ap-
pendix D.2, we test the accuracy of our derived parameters
in the case where the input mock observations are gener-
ated using the general opacity model, but the models used
to fit those observations include only optically-thin models.
Fig. 20 shows that, at least for the range of λthick explored (be-
tween 60µm and 140µm), no significant biases are found in β
and Ldust when using the incomplete assumption of optically-
thin dust. However, not surprisingly, systematic offsets arise
for Tdust (because this parameter depends on the peak of SED,
which is most affected by the optical depth effects), and Mdust

(because it depends strongly on Tdust). The offsets correlate
strongly with λthick, in the sense that the longer λthick, the
more the model deviates from the optically-thin assumption,
as well as with Tdust, since hotter dust peaks at shorter wave-
lengths, and therefore is more affected by the dust opacity
assumptions.

5. DISCUSSION

5.1. Selection effects

In the previous section, we show that our dust parameters
are robust for our well-sampled subset (bar systematics due
to opacity modeling assumptions), and therefore the mea-

sured correlation between Tdust and β is not likely introduced
by our fitting method. In this section, we explore the impact
of selection effects on our derived dust properties and their
correlations. We use the library of (optically-thin) dust mod-
els from the previous section, for which we have, for each
dust model at a given redshift, the predicted fluxes in the Her-
schel and ALMA bands. Then, we apply the same flux selec-
tions to those models as in our observations. We apply two
selections: (1) all models that would be detected above 4σ in
our 2mm observations (σ = 0.053 mJy beam−1), plus ≥ 3.5σ
detection in Band 7 (870µm), where σ = 0.4 mJy beam−1

(this is the original ALESS selection; Hodge et al. 2013), and
(2) all models that would obey our ‘well-sampled’ subset de-
tection criteria, i.e., models that obey the previous criterion
and that would have a ≥ 4σ detection in Herschel/SPIRE at
250µm, where σ = 3 mJy (Swinbank et al. 2014).

Figure 13 shows that the first selection criterion (Band 4
and 7 detections) selects sources with higher dust luminosi-
ties, lower dust temperatures, and higher emissivity indexes:
all these tend to boost the 2 mm flux. The result is that the
models with the highest dust masses are selected (the 2 mm
flux cut is effectively a dust mass selection; 870µm is also
close to a dust mass selection, as shown by Dudzevičiūtė
et al. 2020). This flux cut also reproduces the typical 870µm-
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Figure 12. Accuracy of our fitting method in constraining the dust temperature (top left), emissivity index (top right), luminosity (bottom left)
and mass (bottom right). For each of our 5, 000 mock models (described in Section 4.3), we plot the density of input parameter versus output
median-likelihood estimate from our fitting. The black dotted line is the identity line, and the orange squares show the median in different bins,
with the error bar showing the standard deviation in each bin. The inset plots show the overall distribution of the output value minus the input.

to-2mm flux ratio of our observations and the fact that we
preferentially detect the brightest 870 µm sources. When the
second criterion is applied (i.e., detections in Bands 4 and 7,
plus at 250µm), we tend to select models at lower redshifts,
we lose a large fraction of low Tdust models, and the β distri-
bution becomes flatter. These changes are mainly caused by
the 250-µm flux cut, which imposes a luminosity limit with
redshift and selects preferentially warmer dust. The resulting
Tdust distribution looks similar to the stacked Tdust posterior
for our well-sampled subset (Fig. 9), peaking at about 30 K.

The bottom panels of Fig. 13 show the relations between
several physical properties in our model library, and how they
change when we apply our selection criteria for the well-
sampled subset. These panels clearly show that our flux cuts
exclude some regions of the parameter space, making a pri-
ori uncorrelated properties appear correlated for SMG sam-
ples when applying certain multi-wavelength flux cuts, as il-
lustrated by the red contours. Most notably we would not
detect high-β, high-Tdust sources according to our selection,
which could be affecting our derived β-Tdust correlation, at
least to some extent. This is driven by the ALMA selec-
tion at 870µm and 2mm: imposing solely a 250-µm flux
cut would retrieve models spanning the full Tdust-β param-

eter space of our library. We note that we would still de-
tect low β and low Tdust sources, but the 250-µm flux cut
means that it would be less likely, and indeed such sources
do not seem to exist in our sample. Nevertheless our models
are more strongly correlated than the distribution of models
shown by the red contours (with Spearman rank correlation
coefficients rS = −0.69 and rS = −0.47 for our well-sampled
subset and the models, respectively), indicating that the cor-
relation between Tdust and β is not necessarily caused only by
the sample selection (the same can be said of the correlation
between Tdust and Ldust, with Spearman rank correlation co-
efficients of rS = 0.73 and rS = 0.17 for our sources and the
models shown in red, respectively.)

5.2. Evolution in S ν[870µm]/S ν[2mm]?

In Section 3.4, we find very little evidence for evolving
S ν[870µm]/S ν[2mm] with redshift for the sources with ro-
bust 2 mm fluxes. Here we employ the empirical backward
evolution model of Casey et al. (2018b) to test whether or
not a non-evolving ratio of 870µm-to-2mm ratio would be
expected in this ALESS dataset. For example, if the signal-
to-noise ratio of individual detections are low, then an evolu-
tion in S ν[870µm]/S ν[2mm] might not be observable unless
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Figure 13. Distribution of physical parameters and observables in our library of dust models depending on our selection criteria. The model
library was set up to have a similar redshift distribution to that of our ALESS SMGs, and uniformly sample the dust temperature, emissivity
index, and dust luminosity. Top and middle panels: The grey histograms show the full library of models, while the other two histograms
show the effect of applying flux cuts similar to the ones in our ALESS observations: black: ≥ 3.5σ detection in Band 7 (870µm), where
σ = 0.4 mJy beam−1 (Hodge et al. 2013) and ≥ 4σ detection in Band 4 (2mm), where σ = 0.053 mJy beam−1 (this paper); red: same as
previous, i.e. strong detections in Bands 7 and 4, plus ≥ 4σ detection in Herschel/SPIRE at 250µm, where σ = 3 mJy (Swinbank et al. 2014):
this criterion is similar to the selection of our 27 ‘well-sampled’ ALESS sources. Bottom panels: Relation between physical properties in our
library of dust emission models. The grey shading shows the density of models in the full library, showing there are no a priori correlations
between the physical parameters. The red contours show the distribution of models to which flux cuts mimicking the selection of our ‘well-
sampled’ subset have been applied. For comparison, we also plot the median-likelihood estimates of the properties of our well-sampled subset
as red circles. The dotted line in the first panel shows a ∼ (1 + z)4 selection on luminosity; this is mostly imposed by the 250-µm flux cut.

the sample is sufficiently large. Alternatively, if there is sub-
stantial evolution in the average dust temperature of SMGs
towards higher redshifts (as suggested by recent theoretical
works, e.g., Behrens et al. 2018; Ma et al. 2019; Liang et al.
2019; Sommovigo et al. 2020; though we note such evolu-
tion is not seen when comparing similar luminosity samples,
e.g., Dudzevičiūtė et al. 2020), then the degeneracy between
redshift and dust temperature could result in a non-evolving
S ν[870µm]/S ν[2mm] ratio.

To test the ability with which our sample can constrain
the evolution of this ratio, we draw on ∼2,000 simulated
sources extracted from output photometry of the Casey et al.

(2018b) Model B. This model produces a ‘dust-rich early
Universe’, where dusty star-forming galaxies dominate the
cosmic star formation history from at 1.5 . z . 6.5;
however we note that the luminosity function model does
not affect the redshift-dependence of (sub-)millimeter col-
ors. An implicit assumption of this model is that there is
no redshift evolution in Tdust though there is a non-evolving
luminosity-dependence of infrared luminosity with some in-
trinsic scatter. The emissivity spectral index is assumed to
be fixed at β = 1.8. In other words, redshift evolution
of S ν[870µm]/S ν[2mm] is a fundamental assumption of the
model, with scatter caused by variation in dust temperature
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Figure 14. A comparison of the measured slope in log(1 + z) ver-
sus S ν[870µm]/S ν[2mm] between the ALESS sample (we include
only sources with S/N ≥ 4 here) and simulated sources from Casey
et al. (2018b) as projected in z versus S ν[870µm]/S ν[2mm]. The
light gray points show the distribution of extracted flux ratios for
simulated sources after accounting for the statistical noise of obser-
vations of the ALESS sample both at 870µm and 2mm. The gray
lines represent best fits to Monte Carlo draws from the simulated
sources, chosen to have similar signal-to-noise and redshift distri-
bution to the ALESS data. The best-fit line to ALESS data is shown
in dark red, with orange lines representing the fits to bootstrapped
subsamples of ALESS. The inset plot shows the distribution of best-
fit slopes to the simulated data (black) in relation to the measured
slope (orange, with bootstrapped uncertainties); the deviation be-
tween the two is significant at the ∼ 3.3σ level.

and observational noise. Simulated sources take into account
the effect of the CMB as described in da Cunha et al. (2013),
and have analogous flux densities and detection signal-to-
noise ratios as the ALESS sample at 870µm.

We downsample the ∼2,000 simulated sources to the sam-
ple size and redshift distribution of the ALESS sources in
Monte Carlo trials. Within the redshift range of the major-
ity of the ALESS data (1.2 < z < 5.0), the redshift evolu-
tion of the millimeter color should be linear in log(1 + z)
versus S ν[870µm]/S ν[2mm]. Thus, we fit linear relation-
ships, weighted by signal-to-noise in S ν[870µm]/S ν[2mm],
between these quantities both for our simulated Monte Carlo
samples from the Casey et al. (2018b) model and the ALESS
data, bootstrapping the latter to constrain the uncertainty in
the inferred relationship. We show the results in Fig. 14,
where the measured slope of the relation deviates from the
median relation of the model Monte Carlo trials at the 3.3σ
level (inset histogram showing bootstrapped slope measured
for ALESS sample versus slope of simulated sources). The

flatter measured slope in ALESS hints at a possible break-
down in the assumptions of the model, i.e., that there may be
real evolution in dust temperatures and/or β from 1 . z . 5.
This is consistent with the fact that we find a correlation be-
tween Tdust and redshift for our well-sampled subset (rS =

0.51, 2.6σ), though that correlation is likely to be due, at
least in part, to selection effects (see also, Dudzevičiūtė et al.
2020). We find no correlation between β and redshift for the
well-sampled subset (rS = −0.13, < 1σ).

What is clear from this test is that the statistical sig-
nificance with which the relationship between redshift and
S ν[870µm]/S ν[2mm] is flatter than expected is low, due in
part to our relatively small sample size and low S/N on indi-
vidual sources. A robust characterization of the evolution of
this ratio, and its implications on measured dust temperatures
and emissivity indexes will require samples ∼ 5× larger than
currently exist.

5.3. Comparison with other measurements and theoretical
predictions

In Fig. 15, we compare our derived dust temperatures and
emissivity indexes with those obtained for other samples
of galaxies, mostly in the local Universe where such mea-
surements have been possible with Herschel, SCUBA and
Planck. The exact values of these parameters, especially
of the dust temperatures, might not be directly comparable
between samples, as they can depend strongly on the SED
fitting method and wavelength coverage of the data. How-
ever, some general conclusions may be derived from this
comparison. Both local ULIRGs and high-redshift SMGs
show on average warmer dust temperatures, presumably be-
cause of their intense star formation activities which produce
stronger interstellar radiation fields heating the dust grains.
Both moderately star-forming local galaxies from the Her-
schel Reference sample (Cortese et al. 2014) and the JCMT
dust and gas In Nearby Galaxies Legacy Exploration (JIN-
GLE) sample (Lamperti et al. 2019), as well as local ultra-
luminous infrared galaxies (ULIRGs) from the HERUS sam-
ple (Clements et al. 2018) show a negative correlation be-
tween Tdust and β, and the slope of this correlation is similar
to ours in the case of the HERUS sample, though we note
that our ALESS SMGs extend to lower temperatures than lo-
cal ULIRGs (a well-known difference between local ULIRGs
and high-redshift SMGs; e.g., Symeonidis et al. 2013; Swin-
bank et al. 2014). More importantly, our SMGs seem to span
a similar range in dust emissivity index as those local sam-
ples, with values ranging between β ' 1.0 and 2.5.

Our results are broadly consistent with the best previous
constraints of the dust emissivity index in z ∼ 2.7 SMGs us-
ing AzTEC 1.1mm data, which yielded an average value of
β ' 1.75+0.25

−0.75 for a sample of 5 SMGs (Chapin et al. 2009).
Magnelli et al. (2012) also found on average β = 2.0 ± 0.2
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Figure 15. Dust temperature against dust emissivity index for our SMGs and other samples in the literature: local star-forming galaxies from
the Herschel Reference Sample (HRS; Cortese et al. 2014) and the JCMT dust and gas In Nearby Galaxies Legacy Exploration (JINGLE)
sample (Lamperti et al. 2019); local ULIRGs from the Herschel ULIRG Survey (HERUS; Clements et al. 2018). The remaining symbols show
either single-source measurements (e.g., a z = 3.1 Lyman-α blob from Kato et al. 2018) or average values for galaxy samples (average value for
a sample of 5 SMGs at z ∼ 2.7 observed with AzTEC at 1.1mm from Chapin et al. 2009; average value for a sample of 32 local infrared galaxies
from the IRAS Bright Galaxy Sample observed with SCUBA in the sub-millimeter by Dunne & Eales 2001). The stars show measurements
from Planck for the Milky Way (Planck Collaboration et al. 2014), M31 (Planck Collaboration et al. 2015), and the Magellanic Clouds (Planck
Collaboration et al. 2011).

for a sample of 19 SMGs observed with all Herschel/PACS
and SPIRE bands, plus at least one detection longwards of
1mm, from modeling their SEDs with more complex, multi-
temperature models. Their quoted error on β is smaller than
ours, likely due to better sampling of the SEDs. With our
sample we not only confirm this value to be a reasonable
average value for high-redshift dusty star-forming galaxies
(β ' 1.5− 2 is often assumed when modeling sources at both
low and high redshift; e.g., Scoville et al. 2016; Galliano et al.
2018), but we also show that there can be significant varia-
tion from galaxy to galaxy. We note that the recent ALMA
measurement of β = 2.3 in a z = 3.1 galaxy by Kato et al.
(2018) is entirely consistent with the range of values we find
for our SMGs, and therefore that source is not necessarily an
outlier in dust properties.

Aravena et al. (2016) derive β = 1.3 ± 0.2 (using the
Rayleigh-Jeans approximation) for a source individually de-
tected at 1.3mm and 3mm in the ASPECS ALMA spectro-
scopic deep field pilot (Walter et al. 2016), and even lower
values (β = 0.9 ± 0.4) for a stacked sample. Taken at face
value these results interestingly could indicate different dust
emissivity indexes (and therefore different dust grain proper-
ties) in samples of galaxies of lower infrared luminosity than
SMGs that are also selected a different wavelengths. How-
ever, in Appendix B, we demonstrate that the Rayleigh-Jeans

approximation is invalid even for the λ > 1mm ASPECS
bands at z > 1, and that could lead to the emissivity index be-
ing underestimated by between 0.2 and 1.0, depending on the
exact redshifts and dust temperatures of the sources (Fig. 17).

The average dust emissivity index of our SMGs, β =

1.9 ± 0.4, is entirely consistent with the predictions of the-
oretical dust models of interstellar dust (e.g., Draine & Lee
1984; Draine 2011; Köhler et al. 2015), which predict val-
ues typically between 1 and 2.5, depending on grain com-
position. For example, Köhler et al. (2015) predict β ∼ 1.5
for core mantle grains in the diffuse ISM, and an increase to
β ∼ 1.8−2.0 towards denser environments due to coagulation
and accretion onto the dust grains which change their optical
properties (see also, e.g., Jones et al. 2017).

The variation in β is connected with a variation in temper-
ature given the strong correlation between these two prop-
erties. A negative correlation between β and Tdust is found
not only from global SED fits of galaxies but it is also well
known from fits to the dust emission of galactic molecular
clouds and cold cores (e.g., Dupac et al. 2003; Désert et al.
2008; Paradis et al. 2010; Juvela et al. 2013). The existence
of this correlation is robust against uncertainties introduced
by SED fitting methods, wavelength coverage of the data,
etc., and is thought to be a result of a change in the intrin-
sic emissivity properties of dust grains with temperature. In-
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deed, laboratory measurements of interstellar dust grain ana-
logues such as amorphous silicate grains also show a neg-
ative correlation between β and temperature (Agladze et al.
1996; Mennella et al. 1998; Boudet et al. 2005; Meny et al.
2007; Coupeaud et al. 2011; see also Appendix B of Inoue
et al. 2020). Additional radiative transfer effects could also
contribute to this correlation by introducing departures to the
isothermal approximation, in the sense that a mix of dust tem-
peratures along the line of sight can contribute to broaden the
SEDs and hence lower the inferred β values (e.g., Shetty et al.
2009; Coupeaud et al. 2011; Köhler et al. 2015).

We conclude that while it is challenging to connect our
measured emissivity indexes directly to evolutionary grain
models, the typical values found for our SMGs are broadly
consistent with local measurements, theoretical dust models,
and laboratory measurements. Therefore there does not seem
to be a strong evolution of the dust properties in dusty star-
forming galaxies between z ∼ 2.7 and z ∼ 0, at least for
massive, chemically-evolved galaxies such as SMGs.

6. SUMMARY & CONCLUSIONS

In this paper we present new ALMA 2 mm continuum ob-
servations of the 99 870µm-selected SMGs in the ALESS
sample. We find that at the sensitivity of our observations
(53µJy beam−1 on average), we detect 70 sources (i.e., 71%
of our sample), including 53 above 4σ. We model the dust
emission in the ALESS SMGs using isothermal, optically-
thin models of varying dust temperatures and emissivity in-
dexes, and we also explore more general opacity models
where we vary the wavelength at which the dust becomes
optically-thin. In order to break degeneracies in the models,
we include Herschel fluxes sampling near the peak of the dust
emission. This allows us to derive robust dust properties for
a subset of 27 ALESS SMGs with well-sampled SEDs and
spectroscopic redshifts. The main conclusions of our work
are the following:

• At the depth of our observations, the detection rate of
our SMGs at 2mm is practically independent of red-
shift, and brighter SMGs (with higher 870µm fluxes
and stellar masses) are the most likely to be detected.
29 of the ALESS sources remain undetected in our
2 mm observations; this could be due in part because
of the depth of our observations, or they may have pe-
culiar dust emission properties.

• For the sources for which we measure a 2mm flux den-
sity (i.e., S/N > 1.5), the median 870µm-to-2mm flux
ratio is 14 ± 5. The median flux ratio for the entire
ALESS sample, including upper 2mm upper limits, is
17 ± 9. For our detected sources, we find that this flux
ratio does not depend on redshift, which could point to
an evolution of dust temperatures and/or emissivity in-

dexes with redshift. This needs to be further explored
with larger samples.

• We demonstrate that the 870µm-to-2mm flux ratio
alone cannot be used to derive the emissivity index
of the dust β using the Rayleigh-Jeans approximation.
This approximation can lead to a severe underestima-
tion of the true value of β.

• For a subset of 27 SMGs for which we have well-
sampled SEDs and spectroscopic redshifts, we es-
timate β, Tdust, Ldust, and Mdust using isothermal,
optically-thin dust models. Including 2 mm observa-
tions allows us to constrain β very precisely, to within
±0.25 for each source, which leads to Mdust being con-
strained to ±0.08 dex, a two-fold improvement in pre-
cision when compared to not including 2 mm fluxes
in the fitting (in which case β remains unconstrained).
The median dust mass of our well-sampled SMGs
from is Mdust = 5.8+5.9

−2.4 × 108 M�, consistent with pre-
vious estimates using MAGPHYS which also assume
optically-thin dust and β = 1.5 − 2 (though multi-
ple temperature components), and no fluxes beyond
870µm (da Cunha et al. 2015). We note however, that
this value and the quoted precision on individual Mdust

measurements were obtained using the optically-thin
dust assumption, and additional systematics need to be
taken into account, as these values depend strongly on
the assumed dust opacity. We find that in our general
opacity scenario we would obtain dust masses that are
typically three times lower. Our current observations
are not sufficient to distinguish between optically-thin
and optically-thick dust. Better sampling of the dust
emission near its peak, specifically through high-S/N
high-frequency ALMA observations, could help, as
well as more measurements of the dust emission sizes
of the sources. Uncertainties in the normalization of
the dust emissivity per unit mass can lead to further ∼
factor of 3 systematic uncertainties in the dust masses
(e.g., Galliano et al. 2018; Bianchi et al. 2019; Inoue
et al. 2020).

• We measure a median value of β = 1.9 ± 0.4 for the
dust emissivity index of our subset of 27 well-sampled
SMGs. Contrary to the dust mass estimates, this re-
sult is robust against dust opacity assumptions in the
models, and it is consistent with previous estimates for
local galaxies and with expectations from theoretical
modeling and laboratory measurements of interstellar
dust grain analogs.

• We find a negative correlation between β and Tdust

that is not introduced by our method, but could be in-
troduced, to some extent, by selection effects, since
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sources with simultaneously high β and high Tdust

would not be selected in our well-sampled dataset.
However, this correlation is also found for local galaxy
samples and Milky Way dust clouds selected in differ-
ent ways, and is predicted by theoretical dust models,
therefore selection effects might not be the only cause
for the correlation found in our sample.

This work confirms the dust emissivity index between 1.5
and 2.0 that is typically assumed in most high-redshift stud-
ies. This implies that the properties of dust at z ' 1 − 3 are
similar to the properties of local galaxies. This is true at least
for SMGs, which based on their relatively high stellar masses
(M∗ & 1010 M�; da Cunha et al. 2015; Dudzevičiūtė et al.
2020) are likely to have already reached solar metallicities in
their ISM. We speculate that therefore they are likely to have
reached a critical metallicity for their dust grain evolution to
be happening mainly through ISM growth (see Dudzevičiūtė
et al. 2021) which is also thought to be the dominant mecha-
nism in the Milky Way and other present-day galaxies (e.g.,
Asano et al. 2013). A larger number of robust measure-
ments of the emissivity index of high-redshift galaxies of
lower masses/metallicities with ALMA would help establish
if there is an evolution of the dust grain properties in galaxies
with a less chemically-evolved ISM.
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APPENDIX

A. SOURCE POSITIONS AND ALMA FLUXES

Table 1. Positions and measured and deboosted ALMA fluxes in Band 7 (Hodge et al. 2013) and Band 4 (this work) of our 99 ALESS
sources.

Source R.A. Declination S measured
ν [870µm] S measured

ν [2mm] S/N[2mm] S deboosted
ν [870µm] S deboosted

ν [2mm]

ID (J2000) (J2000) (mJy) (mJy) (mJy) (mJy)

ALESS001.1 03:33:14.46 −27:56:14.5 6.7 ± 0.5 0.69 ± 0.05 13.8 6.6 ± 0.5 0.68 ± 0.05

ALESS001.2 03:33:14.41 −27:56:11.6 3.5 ± 0.4 0.25 ± 0.05 5.0 3.3 ± 0.4 0.21 ± 0.05

ALESS001.3 03:33:14.18 −27:56:12.3 1.9 ± 0.4 < 0.05 < 1.5 1.6 ± 0.4 −

ALESS002.1 03:33:02.69 −27:56:42.8 3.8 ± 0.4 0.24 ± 0.05 4.8 3.6 ± 0.4 0.20 ± 0.05

ALESS002.2 03:33:03.07 −27:56:42.9 4.2 ± 0.7 0.30 ± 0.05 6.0 3.7 ± 0.7 0.27 ± 0.05

ALESS003.1 03:33:21.50 −27:55:20.3 8.3 ± 0.4 0.66 ± 0.05 13.2 8.2 ± 0.4 0.65 ± 0.05

ALESS005.1 03:31:28.91 −27:59:09.0 7.8 ± 0.7 0.49 ± 0.05 9.8 7.6 ± 0.7 0.47 ± 0.05

Table 1 continued
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Table 1 (continued)

Source R.A. Declination S measured
ν [870µm] S measured

ν [2mm] S/N[2mm] S deboosted
ν [870µm] S deboosted

ν [2mm]

ID (J2000) (J2000) (mJy) (mJy) (mJy) (mJy)

ALESS006.1 03:32:56.96 −28:01:00.7 6.0 ± 0.4 0.49 ± 0.05 9.8 5.9 ± 0.4 0.48 ± 0.05

ALESS007.1 03:33:15.42 −27:45:24.3 6.1 ± 0.3 0.35 ± 0.05 7.0 6.1 ± 0.3 0.33 ± 0.05

ALESS009.1 03:32:11.34 −27:52:11.9 8.8 ± 0.5 0.63 ± 0.05 12.6 8.7 ± 0.5 0.61 ± 0.05

ALESS010.1 03:32:19.06 −27:52:14.8 5.2 ± 0.5 0.34 ± 0.05 6.8 5.0 ± 0.5 0.31 ± 0.05

ALESS011.1 03:32:13.85 −27:56:00.3 7.3 ± 0.4 0.46 ± 0.05 9.2 7.2 ± 0.4 0.44 ± 0.05

ALESS013.1 03:32:48.99 −27:42:51.8 8.0 ± 0.6 0.71 ± 0.05 14.2 7.8 ± 0.6 0.70 ± 0.05

ALESS014.1 03:31:52.49 −28:03:19.1 7.5 ± 0.5 0.79 ± 0.05 15.8 7.4 ± 0.5 0.77 ± 0.05

ALESS015.1 03:33:33.37 −27:59:29.6 9.0 ± 0.4 0.55 ± 0.05 11.0 8.9 ± 0.4 0.53 ± 0.05

ALESS015.3 03:33:33.59 −27:59:35.4 2.0 ± 0.5 < 0.05 < 1.5 1.5 ± 0.5 −

ALESS017.1 03:32:07.30 −27:51:20.8 8.4 ± 0.5 0.67 ± 0.05 13.4 8.3 ± 0.5 0.65 ± 0.05

ALESS018.1 03:32:04.88 −27:46:47.7 4.4 ± 0.5 0.39 ± 0.05 7.8 4.2 ± 0.5 0.36 ± 0.05

ALESS019.1 03:32:08.26 −27:58:14.2 5.0 ± 0.4 0.30 ± 0.05 6.0 4.9 ± 0.4 0.26 ± 0.05

ALESS019.2 03:32:07.89 −27:58:24.1 2.0 ± 0.5 0.15 ± 0.05 3.0 1.5 ± 0.5 −

ALESS022.1 03:31:46.92 −27:32:39.3 4.5 ± 0.5 0.33 ± 0.05 6.6 4.3 ± 0.5 0.30 ± 0.05

ALESS023.1 03:32:12.01 −28:05:06.5 6.7 ± 0.4 0.51 ± 0.05 10.2 6.6 ± 0.4 0.49 ± 0.05

ALESS023.7 03:32:11.92 −28:05:14.0 1.8 ± 0.5 < 0.05 < 1.5 1.3 ± 0.5 −

ALESS025.1 03:31:56.88 −27:59:39.3 6.2 ± 0.5 0.31 ± 0.05 6.2 6.1 ± 0.4 0.27 ± 0.05

ALESS029.1 03:33:36.90 −27:58:09.3 5.9 ± 0.4 0.48 ± 0.05 9.6 5.8 ± 0.4 0.46 ± 0.05

ALESS031.1 03:31:49.79 −27:57:40.8 8.1 ± 0.4 0.72 ± 0.05 14.4 8.0 ± 0.4 0.71 ± 0.05

ALESS035.1 03:31:10.51 −27:37:15.4 4.4 ± 0.3 0.39 ± 0.05 7.8 4.3 ± 0.3 0.36 ± 0.05

ALESS035.2* 03:31:10.22 −27:37:18.1 1.4 ± 0.4 < 0.05 < 1.5 1.0 ± 0.4 −

ALESS037.1 03:33:36.14 −27:53:50.6 2.9 ± 0.4 0.32 ± 0.05 6.4 2.7 ± 0.4 0.29 ± 0.05

ALESS037.2 03:33:36.36 −27:53:48.3 1.6 ± 0.4 < 0.05 < 1.5 1.2 ± 0.4 −

ALESS039.1 03:31:45.03 −27:34:36.7 4.3 ± 0.3 0.39 ± 0.05 7.8 4.2 ± 0.3 0.36 ± 0.05

ALESS041.1 03:31:10.07 −27:52:36.7 4.9 ± 0.6 0.20 ± 0.05 4.0 4.6 ± 0.6 −

ALESS041.3 03:31:10.30 −27:52:40.8 2.7 ± 0.8 0.10 ± 0.05 4.0 1.8 ± 0.8 −

ALESS043.1 03:33:06.64 −27:48:02.4 2.3 ± 0.4 0.14 ± 0.05 2.8 2.0 ± 0.4 −

ALESS045.1 03:32:25.26 −27:52:30.5 6.0 ± 0.5 0.31 ± 0.05 6.2 5.8 ± 0.5 0.27 ± 0.05

ALESS049.1 03:31:24.72 −27:50:47.1 6.0 ± 0.7 0.36 ± 0.05 7.2 5.7 ± 0.7 0.33 ± 0.05

ALESS049.2 03:31:24.47 −27:50:38.1 1.8 ± 0.5 < 0.06 < 1.5 1.3 ± 0.5 −

ALESS051.1 03:31:45.06 −27:44:27.3 4.7 ± 0.4 0.29 ± 0.05 5.8 4.6 ± 0.4 0.26 ± 0.05

ALESS055.1 03:33:02.22 −27:40:35.5 4.0 ± 0.4 0.53 ± 0.05 10.6 3.8 ± 0.4 0.51 ± 0.05

ALESS055.2* 03:33:02.16 −27:40:41.3 2.4 ± 0.6 < 0.05 < 1.5 1.8 ± 0.6 −

ALESS055.5 03:33:02.35 −27:40:35.4 1.4 ± 0.4 0.10 ± 0.05 2.0 1.0 ± 0.4 −

ALESS057.1 03:31:51.92 −27:53:27.1 3.6 ± 0.6 < 0.05 < 1.5 3.2 ± 0.6 −

ALESS059.2 03:33:03.82 −27:44:18.2 1.9 ± 0.4 0.27 ± 0.05 5.4 1.6 ± 0.4 0.23 ± 0.05

ALESS061.1 03:32:45.87 −28:00:23.4 4.3 ± 0.5 0.44 ± 0.05 8.8 4.1 ± 0.4 0.42 ± 0.05

ALESS063.1 03:33:08.45 −28:00:43.8 5.6 ± 0.3 0.42 ± 0.05 8.4 5.5 ± 0.3 0.40 ± 0.05

ALESS065.1 03:32:52.27 −27:35:26.3 4.2 ± 0.4 0.17 ± 0.05 3.4 4.1 ± 0.4 −

ALESS066.1 03:33:31.93 −27:54:09.5 2.5 ± 0.5 0.08 ± 0.05 1.6 2.1 ± 0.5 −

Table 1 continued
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Table 1 (continued)

Source R.A. Declination S measured
ν [870µm] S measured

ν [2mm] S/N[2mm] S deboosted
ν [870µm] S deboosted

ν [2mm]

ID (J2000) (J2000) (mJy) (mJy) (mJy) (mJy)

ALESS067.1 03:32:43.20 −27:55:14.3 4.5 ± 0.4 0.31 ± 0.05 6.2 4.4 ± 0.4 0.28 ± 0.05

ALESS067.2 03:32:43.02 −27:55:14.7 1.7 ± 0.4 < 0.05 < 1.5 1.3 ± 0.4 −

ALESS068.1 03:32:33.33 −27:39:13.6 3.7 ± 0.6 0.30 ± 0.05 6.0 3.3 ± 0.6 0.27 ± 0.05

ALESS069.1 03:31:33.78 −27:59:32.4 4.9 ± 0.6 0.26 ± 0.05 5.2 4.6 ± 0.6 0.23 ± 0.05

ALESS069.2 03:31:34.13 −27:59:28.9 2.4 ± 0.6 0.10 ± 0.05 2.0 1.8 ± 0.6 −

ALESS069.3* 03:31:33.97 −27:59:38.3 2.1 ± 0.6 < 0.05 < 1.5 1.4 ± 0.6 −

ALESS070.1 03:31:44.02 −27:38:35.5 5.2 ± 0.4 0.39 ± 0.05 7.8 5.1 ± 0.4 0.36 ± 0.05

ALESS071.1 03:33:05.65 −27:33:28.2 2.9 ± 0.6 0.17 ± 0.05 3.4 2.4 ± 0.6 −

ALESS071.3 03:33:06.14 −27:33:23.1 1.4 ± 0.4 < 0.05 < 1.5 1.0 ± 0.4 −

ALESS072.1 03:32:40.40 −27:37:58.1 4.9 ± 0.5 0.38 ± 0.05 7.6 4.7 ± 0.5 0.35 ± 0.05

ALESS073.1 03:32:29.29 −27:56:19.7 6.1 ± 0.5 0.73 ± 0.05 14.6 5.9 ± 0.5 0.72 ± 0.05

ALESS074.1 03:33:09.15 −27:48:17.2 4.6 ± 0.7 0.20 ± 0.05 4.0 4.2 ± 0.7 −

ALESS075.1 03:31:27.19 −27:55:51.3 3.2 ± 0.4 0.14 ± 0.05 2.8 3.0 ± 0.4 −

ALESS075.4 03:31:26.57 −27:55:55.7 1.3 ± 0.4 < 0.06 < 1.5 0.8 ± 0.4 −

ALESS076.1 03:33:32.34 −27:59:55.6 6.4 ± 0.6 0.57 ± 0.05 11.4 6.2 ± 0.6 0.45 ± 0.05

ALESS079.1 03:32:21.14 −27:56:27.0 4.1 ± 0.4 0.36 ± 0.05 7.2 3.9 ± 0.4 0.33 ± 0.05

ALESS079.2 03:32:21.60 −27:56:24.0 2.0 ± 0.4 < 0.06 < 1.5 1.7 ± 0.4 −

ALESS079.4* 03:32:21.18 −27:56:30.5 1.8 ± 0.5 < 0.05 < 1.5 1.3 ± 0.5 −

ALESS080.1 03:31:42.80 −27:48:36.9 4.0 ± 0.9 0.28 ± 0.05 5.6 3.2 ± 0.9 0.24 ± 0.05

ALESS080.2 03:31:42.62 −27:48:41.0 3.5 ± 0.9 < 0.05 < 1.5 2.6 ± 0.9 −

ALESS082.1 03:32:54.00 −27:38:14.9 1.9 ± 0.5 0.10 ± 0.05 2.0 1.4 ± 0.5 −

ALESS083.4 03:33:08.71 −28:05:18.5 1.4 ± 0.4 0.54 ± 0.05 10.8 0.96 −

ALESS084.1 03:31:54.50 −27:51:05.6 3.2 ± 0.6 0.28 ± 0.05 5.6 2.7 ± 0.6 0.24 ± 0.05

ALESS084.2 03:31:53.85 −27:51:04.4 3.2 ± 0.8 < 0.06 < 1.5 2.4 ± 0.8 −

ALESS087.1 03:32:50.88 −27:31:41.5 1.3 ± 0.4 0.17 ± 0.05 3.4 0.8 ± 0.4 −

ALESS087.3* 03:32:51.27 −27:31:50.7 2.4 ± 0.6 < 0.06 < 1.5 1.8 ± 0.6 −

ALESS088.1 03:31:54.76 −27:53:41.5 4.6 ± 0.6 0.32 ± 0.05 6.4 4.3 ± 0.6 0.28 ± 0.05

ALESS088.2* 03:31:55.39 −27:53:40.3 2.1 ± 0.5 < 0.06 < 1.5 1.6 ± 0.5 −

ALESS088.5 03:31:55.81 −27:53:47.2 2.9 ± 0.7 < 0.08 < 1.5 2.2 ± 0.7 −

ALESS088.11 03:31:54.95 −27:53:37.6 2.5 ± 0.7 < 0.06 < 1.5 1.7 ± 0.7 −

ALESS092.2 03:31:38.14 −27:43:43.4 2.4 ± 0.7 < 0.05 < 1.5 1.6 ± 0.7 −

ALESS094.1 03:33:07.59 −27:58:05.8 3.2 ± 0.5 0.19 ± 0.05 3.8 2.9 ± 0.5 −

ALESS098.1 03:31:29.92 −27:57:22.7 4.8 ± 0.6 0.30 ± 0.06 5.0 4.5 ± 0.6 0.25 ± 0.06

ALESS099.1* 03:32:51.82 −27:55:33.6 2.1 ± 0.4 < 0.05 < 1.5 1.8 ± 0.4 −

ALESS102.1 03:33:35.60 −27:40:23.0 3.1 ± 0.5 0.09 ± 0.05 1.8 2.8 ± 0.5 −

ALESS103.3* 03:33:25.04 −27:34:01.1 1.4 ± 0.4 < 0.05 < 1.5 1.0 ± 0.4 −

ALESS107.1 03:31:30.50 −27:51:49.1 1.9 ± 0.4 0.25 ± 0.06 4.2 1.6 ± 0.4 0.20 ± 0.06

ALESS107.3 03:31:30.72 −27:51:55.7 1.5 ± 0.4 0.08 ± 0.06 < 1.5 1.1 ± 0.4 −

ALESS110.1 03:31:22.66 −27:54:17.2 4.1 ± 0.5 0.26 ± 0.05 5.2 3.9 ± 0.5 0.21 ± 0.05

ALESS110.5 03:31:22.96 −27:54:14.4 2.4 ± 0.6 < 0.06 < 1.5 1.8 ± 0.6 −

Table 1 continued
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Table 1 (continued)

Source R.A. Declination S measured
ν [870µm] S measured

ν [2mm] S/N[2mm] S deboosted
ν [870µm] S deboosted

ν [2mm]

ID (J2000) (J2000) (mJy) (mJy) (mJy) (mJy)

ALESS112.1 03:32:48.86 −27:31:13.3 7.6 ± 0.5 0.42 ± 0.05 8.4 7.5 ± 0.5 0.39 ± 0.05

ALESS114.1 03:31:50.49 −27:44:45.3 3.0 ± 0.8 < 0.06 < 1.5 2.2 ± 0.8 −

ALESS114.2 03:31:51.11 −27:44:37.3 2.0 ± 0.5 < 0.07 < 1.5 1.5 ± 0.5 −

ALESS115.1 03:33:49.70 −27:42:34.6 6.9 ± 0.4 0.48 ± 0.06 8.0 6.8 ± 0.4 0.45 ± 0.06

ALESS116.1 03:31:54.32 −27:45:28.9 3.1 ± 0.5 0.22 ± 0.05 4.4 2.8 ± 0.5 0.17 ± 0.05

ALESS116.2 03:31:54.44 −27:45:31.5 3.4 ± 0.6 0.13 ± 0.05 2.6 3.0 ± 0.6 −

ALESS118.1 03:31:21.92 −27:49:41.4 3.2 ± 0.5 0.31 ± 0.06 5.2 2.9 ± 0.5 0.27 ± 0.06

ALESS119.1 03:32:56.64 −28:03:25.2 8.3 ± 0.5 0.38 ± 0.05 7.6 8.2 ± 0.5 0.35 ± 0.05

ALESS122.1 03:31:39.54 −27:41:19.7 3.7 ± 0.4 0.53 ± 0.06 8.8 3.5 ± 0.4 0.50 ± 0.06

ALESS124.1 03:32:04.04 −27:36:06.4 3.6 ± 0.6 0.36 ± 0.06 6.0 3.2 ± 0.6 0.32 ± 0.06

ALESS124.4 03:32:03.89 −27:36:00.1 2.2 ± 0.6 < 0.06 < 1.5 1.6 ± 0.6 −

ALESS126.1 03:32:09.61 −27:41:07.7 2.2 ± 0.5 0.1 ± 0.06 1.7 1.7 ± 0.5 −

Note—For the 2mm sources with 1.5 ≤ S/N < 4, we use the measured fluxes; there is no need to correct these for flux boosting because we
measure the flux directly at the known position of the 870µm source.

B. TESTING THE RAYLEIGH-JEANS
APPROXIMATION

In the Rayleigh-Jeans (RJ) regime, two flux densities at
different frequencies should be perfectly correlated indepen-
dently of the intrinsic dust temperature and redshift of the
source, and indeed the ratio of two (sub-)millimeter fluxes
is often used to estimate the dust emissivity index (e.g., Ar-
avena et al. 2016). Here we demonstrate that the 870µm-to-
2mm flux density ratios measured for our sources cannot be
used to obtain the dust emissivity index using the RJ approx-
imation.

In the Rayleigh-Jeans regime, i.e., at sufficiently low fre-
quencies, the Planck function can be approximated as:

Bν(Tdust) ≈
2kBTdust

c2 ν2 , (B1)

where kB is the Boltzmann constant, and c is the speed of
light. If we combine equations (4), (3), and (B1) to obtain
the dust emission in the RJ regime, the ratio of any two flux
densities depends only on the ratio of their frequencies and
on the RJ dust emissivity index βRJ:

S ν1 = S ν2

(
ν1

ν2

)2+βRJ

. (B2)

In Fig. 2(b), we use eq. (B2) with ν1 = 345 GHz (the
frequency of our Band 7 observations) ν2 = 145 GHz (the
frequency of our Band 4 observations) to plot the predicted
relation between the 870 µm and 2 mm flux densities in the
Rayleigh-Jeans approximation assuming different values for
βRJ. Our observed correlation between the fluxes has a sim-
ilar slope and seems to be consistent with βRJ ' 1. The dis-
persion could be explained using different values of βRJ, and

could go as low as βRJ = 0.5, as shown in the figure. At
face value, it seems that the majority of our sources would
have dust emissivity index values of less than 1.5, which
is very low compared to the typically assumed values be-
tween 1.5 and 2.0. This could be either because the ALESS
SMGs indeed have low dust emissivity indexes, or because
the Rayleigh-Jeans approximation is not appropriate at our
observed frequencies (for the redshifts and dust temperatures
of our sample).

To test this, we generate both optically-thin and general
opacity (with λthick = 100µm, for reference) dust emission
models (Section 4.1) with fixed β = 2 and Tdust between 15
and 80 K. Then, we place each model at different redshifts
(z = 0 − 10), and compute the ratio of their flux densities
S ν[870µm]/S ν[2mm] at each redshift. In Fig. 16, we show
how this ratio deviates from the ratio computed assuming the
RJ approximation (eq. B2) as a function of the model temper-
ature Tdust and observed redshift. Not surprisingly, the devia-
tion from RJ increases with redshift, and at fixed redshift it is
larger for lower dust temperatures, because both higher red-
shift and cooler dust temperatures will shift the peak of the
dust emission closer to the observed frequencies. The flux
ratio overestimation in the RJ approximation leads directly
to a systematic underestimation of β in both dust modelling
cases. Fig. 16(a) shows that even at z = 0, Bands 7 and
4 sample the RJ regime (i.e., the deviation is close to zero)
only for hot temperatures. At the typical redshift of our SMG
sample (z ' 2.7), the RJ approximation over-predicts the flux
ratios by at least 0.15 dex, which translates to an underesti-
mation of the emissivity index by at least ∆β = 0.5 (but the
difference can be much larger for the cooler dust tempera-
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Table 2. Significant detections in our 2 mm maps that do not have a counterpart in the ALESS main catalog.

Field ID R.A. Declination S ν[870µm] S measured
ν [2mm] S/N[2mm] PB[2mm] S deboosted

ν [2mm] IRAC?a

(J2000) (J2000) (mJy) (mJy) (mJy)

LESS 5 ALESS005 2mm.1 03:31:29.96 −27:58:47.04 PB< 0.2 0.22 ± 0.05 4.4 0.319 0.17 ± 0.05 N
LESS 59 ALESS059 2mm.1 03:33:02.89 −27:44:33.27 PB< 0.2 0.45 ± 0.05 9.0 0.548 0.43 ± 0.05 Y
LESS 59 ALESS059 2mm.2 03:33:03.37 −27:44:26.20 PB< 0.2 0.23 ± 0.05 4.6 0.857 0.19 ± 0.05 N
LESS 76 ALESS076 2mm.1 03:33:34.13 −27:59:48.75 PB< 0.2 0.25 ± 0.05 5.0 0.356 0.21 ± 0.05 N
LESS 83b ALESS083.1 03:33:09.41 −28:05:30.90 1.4 ± 0.4 0.32 ± 0.05 6.4 0.666 0.29 ± 0.05 Y
LESS 92 ALESS092 2mm.1 03:31:37.00 −27:43:41.26 PB< 0.2 0.26 ± 0.05 5.2 0.710 0.21 ± 0.05 Y
LESS 114c ALESS114 2mm.1 03:31:50.30 −27:44:46.84 < 3.9 0.30 ± 0.05 6.0 0.995 0.25 ± 0.05 Y
LESS 114 ALESS114 2mm.2 03:31:48.85 −27:44:29.80 PB< 0.2 0.25 ± 0.06 4.2 0.303 0.20 ± 0.06 N

Note—a Spitzer/IRAC 3.6µm counterpart within 1-arcsec in the ECDFS catalog of Damen et al. (2011); 5σ limiting magnitude is mAB = 23.8. b This is
one of the supplementary ALESS sources that had been excluded from the main sample for being outside the primary beam of the Band 7 map Hodge
et al. (2013). However, this source does have a measured 870µm flux in ALESS, and our detection at 2mm confirms its SMG status. Simpson et al. (2014)
estimate a photometric redshift of z = 2.36+0.67

−0.22 for ALESS083.1 based on SED modeling of its optical/near-IR counterpart, consistent with the average
redshift of the ALESS main sample. c This source is spatially offset by ∼ 3 arcsec from ALESS114.1, and we confirm that it is undetected in the 870µm
observations despite being within the primary beam.
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Figure 16. Deviation from the Rayleigh Jeans approximation as a function of redshift and temperature. The y-axis shows the difference between
the ratio of Band 7 to Band 4 flux densities computed using the RJ approximation (eq. B2), and the true ratio, i.e., ∆ log(S ν[870µm]/S ν[2mm]) =

log(S ν[870µm]/S ν[2mm])RJ − log(S ν[870µm]/S ν[2mm])true, computed using (a) the optically-thin approximation (Section 4.1.1), and (b) the
general opacity model, where we fix λthick = 100µm (Section 4.1.2). This translates linearly to a difference ∆β between the inferred RJ
emissivity index βRJ and the true emissivity index (right-hand y-axes).

tures). The effect is similar but slightly more pronounced in
the general opacity case.

We conclude that the Rayleigh-Jeans approximation can-
not be used to constrain the dust emissivity indexes of our
galaxies using our ALMA observations at 870µm and 2mm.
We also note that caution must be taken when adopting the
Rayleigh Jeans approximation to derive the dust emissivity
index of high-redshift galaxies observed even at lower fre-
quencies with ALMA. We demonstrate this by repeating the
test above using the two frequencies used in the ASPECS sur-
vey (Walter et al. 2016; Aravena et al. 2016; González-López

et al. 2019): 100 GHz (3mm) and 230 GHz (1.3mm). As ex-
pected, the deviation from the RJ regime is less significant in
this case. However, adopting the RJ approximation can still
lead to underestimating β by at least ∆β = 0.5 at z ' 2.7
for both the optically-thin and general opacity scenarios (see
Fig. 17).

C. DUST PARAMETERS DERIVED FOR OUR
WELL-SAMPLED SUBSET

In Table 3, we list the median-likelihood estimates of the
dust physical properties of our 27 sources with well-sampled
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Figure 17. Same as Fig. 16, but using the ALMA Band 6 and Band 3 fluxes (at 1.3mm and 3mm).

SEDs and spectroscopic redshifts (and their respective con-
fidence ranges) obtained using the isothermal, optically-thin
dust assumption.

D. FURTHER TESTS OF THE ACCURACY OF OUR
FITTING METHOD

D.1. Effect of unavailable Band 4 or Herschel data

Here we use mock dust SED fits similar to the ones pre-
sented in Section 4.3 to test the effect of excluding fluxes in
certain bands from our fits. Figs. 18 and 19 show cases where
the SED is not as well-sampled as in the simulation shown
in Fig. 12, i.e. excluding the 2 mm data and the Herschel
data, respectively. Fig. 18 shows that not extending the ob-
servations into wavelengths longer than 870µm impacts the
estimates of β significantly, however the accuracy of the re-
maining parameters is not significantly affected. That is, if
no observations sampling the Rayleigh-Jeans tail of the dust
emission (e.g., at 2mm) are available, we can still recover
the temperature, and consequently the total luminosity and
dust mass, albeit with lower average accuracy. On the other
hand, if the peak of the SED is not well sampled, as shown in
Fig. 19 where only the 870µm and 2mm fluxes are included
in the fits, Ldust and Tdust become very hard to constrain and
inaccurate. Surprisingly, the dust masses are still reasonably

accurate (within about 0.5 dex) even in this case. We attribute
this to the fact that the parameter priors are realistic (at least
in the simulation, since the mock SEDs parameters are drawn
from the sample distribution as the priors used in the fitting).
When applying this to real galaxies, the effects of lacking
data could be much worse if the real distribution of parame-
ters differs significantly from the priors.

D.2. Effect of using optically-thin models to fit general
opacity dust

Here we test the effect of using the wrong assumption re-
garding dust optical depth on the accuracy of our results.
We generate a suite of dust emission models using our gen-
eral opacity scenario (Section 4.1.2), with a uniform prior on
λthick varying between 60µm and 140µm. Then, we use our
Bayesian fitting routine to fit the mock SEDs produced by
these models, but assuming only optically-thin dust. Fig. 20
shows the results of that exercise. We find that our constraints
on β and Ldust are robust against dust optical depth assump-
tions, however significant systematics may arise in Tdust and,
consequently, the inferred dust masses. These systematics
are larger when the input models have higher λthick (i.e., they
deviate more from the optically-thin assumption), and hotter
dust temperatures, because both of these will affect the peak
of the dust emission SED more significantly.
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Figure 18. Same as Fig. 12, but excluding Band 4 from the fits. This shows that Ldust is still robust without low frequency data, because the fits
include data sampling the peak of the SED. The main effect of not having Band 4 is that the accuracy in β decreases significantly, which affects
the accuracy in Tdust to some extent (because of the degeneracy between these two parameters), and most importantly affects Mdust estimates.
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Figure 19. Same as Fig. 12, but excluding Herschel data from the fits (i.e, only fitting fluxes in ALMA Bands 7 and 4 here). This shows that
we need to sample the peak of the SED to get reliable Tdust, hence also Ldust and Mdust. β is relatively well constrained, but with larger errors.
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Table 3. Dust physical properties of the 27 galaxies in our well-
sampled subset derived using the optically-thin dust approximation
(Section 4.1.1). For each property, we indicate our best estimate and
confidence range, given by the median and 16th-to-84th percentile
range of the posterior likelihood distribution, respectively.

Source Tdust /K β log(Ldust/L�) log(Mdust/M�)

ALESS002.1 26+4
−3 2.2+0.4

−0.4 12.29+0.06
−0.06 8.70+0.08

−0.09

ALESS003.1 31+4
−3 1.9+0.2

−0.2 12.76+0.09
−0.09 8.99+0.05

−0.06

ALESS005.1 28+5
−3 2.2+0.3

−0.3 12.70+0.09
−0.09 8.84+0.06

−0.06

ALESS006.1 26+3
−2 1.8+0.2

−0.2 12.35+0.05
−0.05 9.10+0.04

−0.04

ALESS007.1 35+7
−5 2.1+0.3

−0.2 12.96+0.15
−0.12 8.63+0.06

−0.07

ALESS009.1 50+16
−12 1.9+0.3

−0.3 13.39+0.31
−0.28 8.46+0.12

−0.11

ALESS011.1 24+3
−2 2.3+0.2

−0.3 12.49+0.08
−0.09 9.00+0.08

−0.06

ALESS017.1 21+2
−1 1.8+0.1

−0.2 12.10+0.04
−0.06 9.46+0.05

−0.03

ALESS018.1 39+8
−5 1.6+0.3

−0.2 12.80+0.09
−0.08 8.71+0.06

−0.07

ALESS022.1 29+5
−3 2.0+0.4

−0.3 12.52+0.06
−0.06 8.76+0.07

−0.07

ALESS023.1 28+4
−3 2.0+0.3

−0.2 12.54+0.11
−0.10 8.93+0.08

−0.07

ALESS025.1 26+4
−3 2.5+0.3

−0.3 12.61+0.10
−0.09 8.68+0.09

−0.08

ALESS029.1 21+3
−1 1.7+0.2

−0.2 11.97+0.05
−0.06 9.28+0.05

−0.04

ALESS031.1 32+4
−4 1.8+0.2

−0.2 12.71+0.08
−0.10 9.02+0.06

−0.06

ALESS035.1 53+15
−11 1.4+0.3

−0.2 13.08+0.22
−0.21 8.51+0.10

−0.08

ALESS049.1 27+5
−3 2.2+0.3

−0.1 12.49+0.13
−0.13 8.71+0.10

−0.10

ALESS061.1 39+24
−17 1.5+0.8

−0.4 12.57+0.52
−0.46 8.66+0.30

−0.24

ALESS067.1 30+5
−3 2.0+0.4

−0.3 12.57+0.07
−0.06 8.73+0.06

−0.06

ALESS068.1 33+12
−7 1.7+0.6

−0.5 12.33+0.16
−0.15 8.59+0.12

−0.14

ALESS070.1 31+4
−3 1.8+0.3

−0.2 12.56+0.06
−0.07 8.87+0.05

−0.05

ALESS088.1 17+3
−2 2.1+0.4

−0.3 11.67+0.05
−0.04 9.21+0.07

−0.09

ALESS098.1 22+3
−2 2.6+0.3

−0.3 12.39+0.06
−0.05 8.91+0.05

−0.08

ALESS107.1 53+16
−15 1.2+0.5

−0.2 12.54+0.28
−0.29 8.20+0.19

−0.19

ALESS112.1 22+2
−2 2.3+0.3

−0.2 12.38+0.04
−0.06 9.10+0.05

−0.05

ALESS115.1 33+5
−4 2.0+0.3

−0.2 12.82+0.11
−0.10 8.74+0.07

−0.07

ALESS118.1 35+8
−6 1.5+0.4

−0.3 12.35+0.09
−0.07 8.66+0.09

−0.09

ALESS122.1 59+9
−9 1.0+0.2

−0.1 12.99+0.14
−0.12 8.66+0.08

−0.08
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Figure 20. Same as Fig. 12, but using general opacity models to generate the mock observations (input), and then fitting those observations
with optically-thin models (output). This shows that, for the range of general opacity models used (λthick varying between 60 and 140µm), the
constraints on β and Ldust are robust, however important systematic offsets are seen in Tdust and Mdust.
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