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ABSTRACT

We present cosmological constraints from a cosmic shear analysis of the fourth data release of the Kilo-Degree Survey (KiDS-1000),
doubling the survey area with nine-band optical and near-infrared photometry with respect to previous KiDS analyses. Adopting
a spatially flat ΛCDM model, we find S 8 = σ8(Ωm/0.3)0.5 = 0.759+0.024

−0.021 for our fiducial analysis, which is in 3σ tension with
the prediction of the Planck Legacy analysis of the cosmic microwave background. We compare our fiducial COSEBIs (Complete
Orthogonal Sets of E/B-Integrals) analysis with complementary analyses of the two-point shear correlation function and band power
spectra, finding results to be in excellent agreement. We investigate the sensitivity of all three statistics to a number of measurement,
astrophysical, and modelling systematics, finding our S 8 constraints to be robust and dominated by statistical errors. Our cosmological
analysis of different divisions of the data pass the Bayesian internal consistency tests, with the exception of the second tomographic
bin. As this bin encompasses low redshift galaxies, carrying insignificant levels of cosmological information, we find that our results
are unchanged by the inclusion or exclusion of this sample.
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1. Introduction

In this new era of precision cosmology reliable probes of the key
parameters of the standard model, ΛCDM, are indispensable.
The weak gravitational lensing effect that coherently distorts the
shapes of galaxy images, commonly referred to as cosmic shear,
was hailed as such a tool (Albrecht et al. 2006; Peacock et al.
2006), directly mapping the spatial distribution of all gravitating
matter along the line of sight and therefore sensitive to the am-
plitude and shape of the matter power spectrum (see Kilbinger
2015, for a review). This makes cosmic shear highly comple-
mentary to galaxy clustering, which as a spatially localised probe
can trace line-of-sight modes of the matter distribution and lo-
calised features like baryon acoustic oscillations, but which suf-
fers from the poorly known connection between the galaxy and
matter distribution, known as galaxy bias.

First detected two decades ago (Bacon et al. 2000; Kaiser
et al. 2000; Van Waerbeke et al. 2000; Wittman et al. 2000),
cosmic shear has since matured into a primary probe in the
golden era of galaxy surveys, featuring prominently alongside
galaxy clustering in forthcoming experiments like the ESA Eu-
clid mission1 (Laureijs et al. 2011), the Vera C. Rubin Observa-
tory LSST2 (LSST Dark Energy Science Collaboration 2012),
and NASA’s Nancy Grace Roman Space Telescope3 (Spergel
et al. 2015). To meet the stringent accuracy requirements of these
new surveys, all aspects of a cosmic shear analysis have to un-
dergo critical revision and, in many cases, radical improvements.
Vital lessons are being learnt by three concurrent surveys, whose
analyses are on-going: the ESO Kilo-Degree Survey4 (KiDS;
Kuijken et al. 2015; Hildebrandt et al. 2020a), the Dark Energy
Survey5 (DES; Drlica-Wagner et al. 2018; Zuntz et al. 2018),
and the Hyper Suprime-Cam Subaru Strategic Program6 (HSC;
Aihara et al. 2018; Hikage et al. 2019). The current surveys al-
ready have the statistical power to independently test our cos-
mological standard model, in particular the amplitude of matter
density fluctuations, by convention measured via the parameter
S 8 = σ8 (Ωm/0.3)0.5, where Ωm is the matter density parameter
and σ8 is the linear-theory standard deviation of matter density
fluctuations in spheres of radius 8 h−1 Mpc.

In this work we present the cosmic shear analysis of the
fourth KiDS Data Release (Kuijken et al. 2019), hereafter re-
ferred to as KiDS-1000. This more than doubles the survey area
with respect to the previous KiDS cosmological analyses (Hilde-
brandt et al. 2017, 2020a). While neither as deep as HSC, once it
is completed, nor as wide as the final DES area, KiDS has unique
1 https://sci.esa.int/euclid
2 Legacy Survey of Space and Time; https://www.lsst.org
3 formerly Wide Field Infrared Survey Telescope;
https://nasa.gov/wfirst
4 http://kids.strw.leidenuniv.nl
5 https://www.darkenergysurvey.org
6 https://hsc.mtk.nao.ac.jp/ssp

properties that make it competitive in terms of controlling the
two major measurement challenges for cosmic shear analyses –
the accurate measurement of gravitational shear, i.e. the image
distortions imposed by the lensing effect, and the accurate deter-
mination of the redshift distribution of the galaxies used in the
cosmic shear analysis. As all current cosmic shear analyses can
already be considered systematics-limited to some degree (see
Mandelbaum 2018 for a recent review of the major challenges),
such benefits are likely to directly impact on the final cosmo-
logical constraints and could potentially outweigh a larger raw
statistical power.

A robust and accurate analysis of cosmic shear data is of
paramount importance for testing the concordance of the current
standard cosmological model, flat ΛCDM. Currently the tightest
constraints on the parameters of this model come from studies
of full-sky CMB temperature and polarisation maps. Although
these data are primarily sensitive to the physics of the early Uni-
verse, given a model they can make predictions for statistical
properties of the structures formed in the late Universe as well
as the current expansion rate. Since the first cosmological anal-
ysis of the Planck data (Planck Collaboration et al. 2014), there
have been indications of tension between the CMB and cosmic
shear results (Heymans et al. 2013) as well as with the Hub-
ble parameter estimated through the distance ladder (Riess et al.
2011).

Recently, there has been a high level of attention towards the
ever-growing tension between the estimates of the Hubble pa-
rameter from early and late Universe probes (see Verde et al.
2019, for a recent summary). Although not currently as signifi-
cant, the level of tension in S 8 between the probes of the large-
scale structures and the Planck results has also been increasing.
In particular, the cosmic shear analysis of the first-year data re-
lease of DES (DES-Y1, Troxel et al. 2018b), HSC (Hikage et al.
2019) and the KiDS results of Hildebrandt et al. (2020a, KV450)
all found values of S 8 that are lower than the Planck predic-
tions (Planck Collaboration et al. 2018) by around 2σ. Interest-
ingly, these results are largely independent, as the images are
taken over mostly different patches of the sky and the teams and
pipelines analysing them were largely separate. Therefore, we
can assume that the combined analysis of these data sets would
result in deviations larger than 2σ. For instance, Joudaki et al.
(2020) analysed the combination of DES-Y1 and KV450 data
using the KV450 setup and redshift calibrations to find a tension
of 2.5σ, and the re-analysis of Asgari et al. (2020) increased the
constraining power of DES by including smaller angular scales
to find a DES-Y1 and KV450 joint result that is in 3.2σ tension
with Planck.

Aside from the importance of the quality of the data, we
need to improve the model for a robust analysis. Modelling chal-
lenges in cosmic shear prevail especially on small scales where
the signal-to-noise ratio is highest and where non-linear structure
growth (e.g. Euclid Collaboration et al. 2019), baryon feedback
on the matter distribution (e.g. Semboloni et al. 2011), and com-
plex matter-galaxy interactions affecting the intrinsic alignment
of galaxies (e.g. Fortuna et al. 2020) all combine to lead to an
uncertainty that is difficult to calibrate and quantify.

It is standard to employ two-point statistics of the gravita-
tional shear estimates as summary statistics, but which choice
strikes a balance between the optimal extraction of informa-
tion and the suppression of observational or modelling systemat-
ics? While the KiDS-1000 approach to modelling and inference
methodology is discussed in detail in Joachimi et al. (2020), here
we focus on the choice of summary statistics and their sensitivity
to different systematic and modelling effects.
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Two-point statistics of the shear field can be measured in
configuration, Fourier or other spaces. In this analysis we con-
sider Complete Orthogonal Sets of E/B-Integrals (COSEBIs;
Schneider et al. 2010), band power estimates derived from the
correlation functions (Schneider et al. 2002a; Becker & Rozo
2016; van Uitert et al. 2018) and the shear two-point correlation
functions (2PCFs). As we discuss in Sect. 2, there are consider-
able advantages to the former two statistics, since they allow us
to avoid scales that are affected by modelling uncertainties, al-
though the latter method has been used in the clear majority of
recent cosmic shear analyses (see for example Heymans et al.
2013; Jee et al. 2016; Hildebrandt et al. 2017; Joudaki et al.
2017b; Troxel et al. 2018a,b; Hildebrandt et al. 2020a; Wright
et al. 2020b; Hamana et al. 2020). With these statistics we con-
nect previous work with this new analysis.

Consistent parameter constraints from a diverse set of sum-
mary statistics can add valuable corroboration to cosmological
inference. However, care must be taken to accurately quantify
the correlation between the different two-point statistics, which
is strong, as they are calculated from the same catalogue, but
not perfect, as scales are incorporated and weighted differently.
In this work we will apply all summary statistics to the same
suite of realistic mock KiDS-1000 data, enabling us to map the
expected differences in cosmological constraints. In addition we
triplicate all of our cosmological analyses, including results for
2PCFs, COSEBIs and band powers for all cases.

The KiDS-1000 analysis methodology is discussed in
Joachimi et al. (2020, J20), while Giblin et al. (2020, G20)
and Hildebrandt et al. (2020b, H20b) detail the construction and
calibration of the gravitational shear catalogues and the galaxy
redshift distributions used in this analysis, respectively. Further
KiDS-1000 companion papers include Heymans et al. (2020)
who present cosmological constraints from a combined-probe
analysis of cosmic shear, galaxy-galaxy lensing and galaxy clus-
tering. Tröster et al. (2020a) extend the cosmological inference
from the combined weak lensing and clustering data beyond the
spatially flat ΛCDM model considered in the remainder of the
KiDS-1000 analyses.

This paper is structured as follows: in Sect. 2 the modelling
of the three two-point statistics employed in KiDS-1000 is de-
scribed. Sect. 3 provides an overview of the data set and the
analysis pipeline. In Sect. 4 the cosmological constraints are pre-
sented, including a range of validation tests as well as an assess-
ment of consistency internal to the KiDS data vector and with
Planck CMB results, before concluding in Sect. 5. More tech-
nical details of the analysis are provided in the appendices. In
particular we point the reader to Appendix A where we present
constraints on all parameters, Appendix B which details our in-
ternal and external consistency tests and Appendix D where we
model the impact of the residual constant additive shear biases
on our two-point statistics.

2. Methods

We analyse the KiDS-1000 data with three sets of statistics: real-
space shear two-point correlation functions (2PCFs), complete
orthogonal sets of E/B-integrals (COSEBIs) and band power
spectra estimated from 2PCFs (band powers). These statistics are
all linear transformations of the observed cosmic shear angular
power spectrum, Cεε(`),

S x =

∫ ∞

0
d` `Cεε(`) Wx(`) , (1)

where Wx(`) is a weight function that depends on the angular
Fourier scale, `, as well as the argument of the statistics, x. The
Cεε(`) in turn can be written as a sum of gravitational lensing (G)
and intrinsic (I) alignments of galaxies,

Cεε(`) = CGG(`) + CGI(`) + CII(`) . (2)

The observed cosmic shear signal can in principle consist of E
and B-modes. Under the standard cosmological model, however,
we do not expect to measure any significant B-modes for surveys
such as KiDS7. In this case we can substitute Cεε(`) with CEE, the
E-mode angular power spectrum and derive the three terms on
the right hand side of Eq. (2) from the matter power spectrum,
using a modified Limber approximation (Loverde & Afshordi
2008; Kilbinger et al. 2017),

C(i j)
XY(`) =

∫ χhor

0
dχ

W (i)
X (χ)W ( j)

Y (χ)

f 2
K(χ)

Pm

(
` + 1/2

fK(χ)
, χ

)
, (3)

where X and Y stand for G or I, i and j denote two populations
of galaxies, χ is the radial comoving distance and fK(χ) is the
comoving angular diameter distance which simplifies to χ for a
spatially flat universe. The integral is taken from the observer,
χ = 0 to the horizon, χhor. The kernels, WX/Y depend on the red-
shift distribution of the two populations and their mathematical
form can be found in equations 15 and 16 of J20.

It is common practice to divide galaxies based on their es-
timated photometric redshifts into tomographic bins, which has
the advantage of improving the constraining power and reducing
the degeneracy between redshift-dependent parameters in a cos-
mic shear analysis (Hu 1999). In this case i and j in Eq. (3) are
the labels for the tomographic bins.

From a theoretical point of view, spherical harmonic mea-
sures estimated from a pixelated sky may seem to be the
most natural choice. Such direct power spectrum statistics have
seen widespread application in other cosmological probes, most
prominently in temperature and polarisation measurements of
the cosmic microwave background (CMB: e.g. Planck Col-
laboration et al. 2019). Analogous statistics, like pixel-based
maximum-likelihood quadratic estimators (Brown et al. 2003;
Heymans et al. 2005; Lin et al. 2012; Köhlinger et al. 2016,
2017) or pseudo-C` techniques (Hikage et al. 2011; Becker et al.
2016; Asgari et al. 2018; Hikage et al. 2019; Alonso et al. 2019),
have also been developed for cosmic shear. These measurements
are, however, affected directly by masking and finite field effects.
Moreover, the significant noise component due to the random in-
trinsic orientations of galaxy shapes is spread out over all mul-
tipoles in harmonic space. For such analyses, these effects have
to be either modelled or corrected for. 2PCFs, on the other hand,
do not suffer from these limitations, as masking and noise effects
do not bias their expectation value, although they should be in-
cluded in their covariance estimation (see section 5 of J20 for a
discussion on the importance of each effect). An additional mo-
tivation for employing 2PCFs is that measurement systematics
are better traced in configuration space.

This makes the 2PCFs the current method of choice to be
applied to a catalogue of shear estimates. However, considerable
disadvantages are revealed in the further stages of the cosmologi-
cal inference. Due to the very broad kernels linking the 2PCFs to
7 Effects such as contributions beyond the Born approximation
(Schneider et al. 1998), source clustering (Schneider et al. 2002b), in-
trinsic alignment models with tidal effects (e.g. Blazek et al. 2015) and
certain alternative cosmological models (see for example Thomas et al.
2017) are able to produce B-modes. For current surveys, however, these
effects are negligible.
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the underlying power spectrum, the analyst has little control over
the physical scales entering the likelihood analysis, with unde-
sirable consequences (see Fig. 1). For instance, sensitivity to low
multipoles where only few independent modes contribute leads
to significant deviations from a Gaussian likelihood for 2PCFs
measured on large-separations (Schneider & Hartlap 2009; Sell-
entin et al. 2018), while a fairly wide range of small-scale 2PCF
measurements are affected by non-linear modelling uncertainties
such as baryon feedback (Asgari et al. 2020). In addition, the
2PCFs mix E-modes, which are expected to carry the cosmolog-
ical signal, and B-modes, which are influenced by cosmological
signals only at a very low level and hence provide a valuable null
test for a range of systematics. There are also modes that cannot
be uniquely identified as either E or B-modes. The 2PCFs are
also impacted by these ambiguous modes.

To remedy these shortcomings, we consider two promising
alternatives: COSEBIs and band powers. COSEBIs offer a clean
separation of E and B-modes over a finite range of available an-
gular scales, with nearly lossless data compression and discrete
abscissae as a bonus. Band powers allow for approximate E-
/B-mode separation and closely follow the underlying angular
power spectra, facilitating intuitive interpretation of the signals.
These statistics are, in addition, insensitive to the ambiguous E
and B-modes. We will demonstrate that both derived statistics
avoid the modelling deficiencies of 2PCFs because of their more
compact kernels. We note that direct power spectrum estimators
will be applied to KiDS data in forthcoming work (Loureiro et
al., in prep.).

In the following subsections we first introduce the 2PCFs and
briefly review their measurement method (Sect. 2.1). We then in-
troduce COSEBIs in Sect. 2.2 and summarise the main equations
for band power spectra in Sect. 2.3. Finally we compare the scale
sensitivity of these statistics in Sect. 2.4.

2.1. Shear two-point correlation functions

The shear two-point correlation functions, ξ± (Kaiser 1992), are
formally defined as

ξ±(θ) = 〈γtγt〉(θ) ± 〈γ×γ×〉(θ) , (4)

where γt is the tangential shear and γ× is the cross component of
the shear defined with respect to the line connecting the pair of
galaxies (see Bartelmann & Schneider 2001, for details). 2PCFs
are functions of the angular separation, θ, between pairs of galax-
ies whose ellipticities are used to estimate shear. In practice we
bin the data into several θ-bins and measure the signal using

ξ̂
(i j)
± (θ̄) =

∑
ab wawb

[
εobs

t,a ε
obs
t,b ± ε

obs
×,aε

obs
×,b

]
∆

(i j)
ab (θ̄)∑

ab wawb(1 + ma)(1 + mb)∆(i j)
ab (θ̄)

, (5)

where ∆
(i j)
ab (θ̄) is a function that limits the sums to galaxy pairs

of separation within the angular bin labelled by θ̄ and the tomo-
graphic bins i and j. A galaxy indexed by a is assigned a weight,
wa, based on the precision of its shear estimate. These weights
are applied to the observed tangential and cross components of
the ellipticity, εobs

t and εobs
× . Finally, the signal is normalised us-

ing the denominator, which takes the measurement biases into
account, through an averaged multiplicative bias correction, ma.
As the value of m is noisy for a single galaxy, we apply its
corresponding correction, averaged over all the galaxies in the
(tomographic) sample as shown in Eq. (5). This calibration is
needed to correct for residual biases such as the effect of noise

on the shear estimates (Melchior & Viola 2012), detection bi-
ases (Fenech Conti et al. 2017; Kannawadi et al. 2019) as well
as blending of the images of galaxies (Hoekstra et al. 2015).

The 2PCFs are linear combinations of the E and B-mode an-
gular power spectra, CEE/BB(`),

ξ±(θ) =

∫ ∞

0

d` `
2π

J0/4(`θ) [CEE(`) ±CBB(`)] , (6)

with Bessel functions of the first kind, J0/4, as their weights8.
Since we do not expect a significant B-mode signal of cosmolog-
ical origin, we can use the significance of the B-modes measured
in the data as a null test of residual systematics (see for example
Hoekstra 2004; Kilbinger et al. 2013; Asgari et al. 2017; Hikage
et al. 2019; Asgari et al. 2019; Asgari & Heymans 2019). As a
result, this mixing of modes makes ξ± unsuitable for systematic
tests that utilise B-modes.

The measured 2PCFs are binned in θ, and we match the bin-
ning procedure in their theoretical predictions. The theoretical
value of ξ± has been estimated using an effective θ in previ-
ous cosmic shear analyses (Hildebrandt et al. 2017; Troxel et al.
2018a,b), although this approximation can result in biases (see
appendix A of Asgari et al. 2019). As the number of pairs of
galaxies contributing to ξ± increases with angular separation, the
correct method to bin the theory vector is to perform a weighted
integral over ξ±(θ) and include the effective number of pairs of
galaxies, Npair, as the weight. We employ Npair as measured from
the data, which includes all survey effects (see appendix C.3 of
J20). The method used to measure the covariance matrix of ξ± is
described in appendix E of J20.

2.2. COSEBIs

The complete orthogonal sets of E/B-integrals (Schneider et al.
2010) are two-point statistics defined on a finite angular range
that cleanly separate all well-defined E and B-modes within that
range, removing any ambiguous modes that cannot be uniquely
identified as E or B. COSEBIs form discrete values and can be
measured through 2PCFs,

En =
1
2

∫ θmax

θmin

dθ θ [T+n(θ) ξ+(θ) + T−n(θ) ξ−(θ)] , (7)

Bn =
1
2

∫ θmax

θmin

dθ θ [T+n(θ) ξ+(θ) − T−n(θ) ξ−(θ)] ,

where T±n(θ) are filter functions defined for a given angular
range, i.e. between θmin and θmax. Schneider et al. (2010) in-
troduced two families of COSEBIs, linear-COSEBIs for which
T±(θ) have nearly linearly spaced oscillations, and also log-
COSEBIs with nearly logarithmically spaced oscillations. These
COSEBI n-modes are numbered with natural numbers, n, start-
ing from 1, and their filters have n + 1 roots in their range of sup-
port (see figure 1 of Asgari et al. 2019). Log-COSEBIs provide a
more efficient data compression in that the first few n-modes are
sufficient to essentially capture the full cosmological informa-
tion (Asgari et al. 2012). Therefore, we employ log-COSEBIs,
which were also used for previous data analyses (see for exam-
ple Kilbinger et al. 2013; Huff et al. 2014; Asgari et al. 2020).

In practice, to measure COSEBIs accurately, we bin the
2PCFs into fine θ-bins before applying the linear transformation
in Eq. (7). The accuracy of the measured COSEBIs depends on

8 From here on we drop the redshift dependence of Cεε(`) as that has no
effect on the linear transformations that produce our two-point statistics.
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the binning of the 2PCFs as well as the n-mode considered. For
higher n-modes we need a larger number of bins. As our analy-
sis employs log-COSEBIs, we adopt logarithmic binning of the
2PCFs, which results in a lower number of bins to reach the same
accuracy requirement than for a linear binning approach. Previ-
ously we used linear binning with a million θ-bins (Asgari et al.
2020). With log-binning we can reduce this number to 4000 θ-
bins to reach the same level of accuracy (better than 0.03%),
resulting in a speed gain in the measurement (see appendix A of
Asgari et al. 2017, for accuracy tests).

The theoretical prediction for COSEBIs can be found
through

En =

∫ ∞

0

d` `
2π

CEE(`) Wn(`) , (8)

Bn =

∫ ∞

0

d` `
2π

CBB(`) Wn(`) ,

where the weight functions, Wn(`), are Hankel transforms of
T±(θ) (see figure 2 in Asgari et al. 2012),

Wn(`) =

∫ θmax

θmin

dθ θ T+n(θ)J0(`θ) ,

=

∫ θmax

θmin

dθ θ T−n(θ)J4(`θ) . (9)

These weight functions are highly oscillatory, but as we will see
in Sect. 2.4, they limit the effective range of support of COSE-
BIs in `, and as a result they allow for more control over which
scales enter the analysis. To measure the covariance matrix of
COSEBIs, we follow the formalism in appendix A of Asgari
et al. (2020), but with the updated Npair and ellipticity disper-
sion, σε , definitions that are given in appendix C of J20. We also
include the in-survey non-Gaussian term that was neglected in
Asgari et al. (2020), although that term has a negligible effect on
the analysis (Barreira et al. 2018).

2.3. Band powers

The formalism for band power spectra is described in detail in
J20 (see also Schneider et al. 2002a; van Uitert et al. 2018). Band
powers are essentially binned angular power spectra, but esti-
mated through 2PCFs. We can measure band powers, CE/B,l, via

CE/B,l =
π

Nl

∫ ∞

0
dθ θ T (θ)

[
ξ+(θ) gl

+(θ) ± ξ−(θ) gl
−(θ)

]
, (10)

where the normalisation,Nl, is defined such that the band powers
trace `2C(`) at the logarithmic centre of the bin,

Nl = ln(`up,l) − ln(`lo,l) , (11)

with `up,l and `lo,l defining the edges of the desired top-hat func-
tion for the bin indexed by l. The filter functions, gl

±(θ), are given
in equation 23 of J20. We note that the integral in Eq. (10) is
defined over an infinite range of θ. In practice we cannot mea-
sure the 2PCFs over all angular distances, therefore, we need
to truncate the integral at both ends. As a result it is impossi-
ble to produce perfect top-hat functions in Fourier space (Asgari
& Schneider 2015). To reduce the ringing effect caused by the
limited range of the 2PCFs we introduced apodisation in the se-
lection function, T (θ), that softens the edges of the top hat (see
equation 22 of J20). We note that T (θ) in Eq. (10) and T±n(θ) in
Eq. (7) are unrelated.

The relation between the band powers and the underlying
angular power spectra is given by,

CE,l =
1

2Nl

∫ ∞

0
d` `

[
W l

EE(`) CEE(`) + W l
EB(`) CBB(`)

]
, (12)

CB,l =
1

2Nl

∫ ∞

0
d` `

[
W l

BE(`) CEE(`) + W l
BB(`) CBB(`)

]
,

where

W l
EE(`) = W l

BB(`) (13)

=

∫ ∞

0
dθ θ T (θ)

[
J0(`θ) gl

+(θ) + J4(`θ) gl
−(θ)

]
,

W l
EB(`) = W l

BE(`)

=

∫ ∞

0
dθ θ T (θ)

[
J0(`θ) gl

+(θ) − J4(`θ) gl
−(θ)

]
.

These weight functions are no longer top hat functions (see
Fig. 1), however they allow for the correct transformation of the
angular power spectra to band powers that can be compared to
the measured values from Eq. (10). Similar to COSEBIs, we
need to bin the 2PCFs before measuring the band powers. In
this case we find that with 300 logarithmic θ-bins in [0′.5, 300′]
(with the binning extended on either side to allow for the apodi-
sation) we can reach better than percent level accuracy, which
is sufficient for the analysis of KiDS-1000 data. We define 8
logarithmically-spaced band power filters within the `-range of
100 to 1500. The covariance matrix of band powers is estimated
by integrating over the covariance matrix of 2PCFs as described
in appendix E.3 of J20.

2.4. Scale sensitivity of the two-point statistics

Our three sets of summary statistics place varying weights on
different scales. Thus we do not expect them to have the same
response to scale-dependent effects. Figure 1 compares the inte-
grands of these statistics, over the range that is used in the analy-
sis. All integrands are normalised by their maximum value. The
top two panels show results for ξ+ and ξ−, for the smallest and
largest θ values that we consider in the analysis. The third panel
demonstrates the integrands for the first and the fifth COSEBIs
modes, since we only use the first 5 n-modes in our cosmological
analysis defined on an angular range of [0′.5, 300′]. The bottom
panel belongs to band powers and shows all of the bands that we
use.

The first feature that we can immediately see from Fig. 1,
is that both correlation functions show substantial sensitivity to
` > 1500. In contrast both COSEBIs and band powers are essen-
tially insensitive to these scales. As a result we expect the 2PCFs
to be more sensitive to baryon feedback which becomes more
important at smaller physical scales. In addition, ξ+ is sensitive
to scales below ` of about 10. Contributions from these scales
can produce non-Gaussian distributions due to the small num-
ber of large-scale modes that enter the survey. Figure 17 of J20
compares the distributions of ξ+ and band powers in the Salmo9

simulations, which contain all KiDS-1000 survey effects. We
show results for COSEBIs using the same suite of simulations
in Fig. E.1. A comparison of these figures shows that the prob-
ability distribution of ξ±(θ) for the largest values of θ deviates
from a Gaussian, while this is not the case for band powers
and COSEBIs. Louca & Sellentin (2020) also showed that the

9 Speedy Acquisition of Lensing and Matter Observables
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Fig. 1. Integrands of the transformation between the angular power
spectrum and 2PCFs (Eq. .6), COSEBIs (Eq. 8) and band powers
(Eq. 12). All integrands are normalised by their maximum value. ξ± re-
sults are shown for the maximum and minimum angular separations that
are used in our analysis. For COSEBIs we chose n = 1 and n = 5, show-
ing the range of n-modes that we consider. For band powers we show all
8 bins. COSEBIs are defined on the angular range of [0′.5′300′], while
the band powers go beyond the indicated range to account for apodis-
ation in their selection function, T (θ). We define 8 band power filters
logarithmically spaced between ` = 100 and ` = 1500.

COSEBI likelihood is well approximated by a Gaussian for a
survey such as KiDS. For our fiducial analysis we employ the
angular ranges shown in Fig. 1. We test the ξ± results for a re-
duced angular range in Sect. 4.2 and find that with our setup the
non-Gaussian θ-bins have a negligible effect on the cosmologi-
cal results. In Appendix B.1 we compare these statistics and their
impact on parameter estimation, the results of which are sum-
marised in Sect. 4.3.

3. Data and analysis pipeline

We measure the three summary statistics described in Sect. 2 us-
ing the KiDS-1000 data and analyse them with the KiDS Cos-
mology Analysis Pipeline, KCAP10. This pipeline is built on
CosmoSIS (Zuntz et al. 2015), a modular cosmological param-
eter estimation code. The measurements of the 2PCFs are per-
formed with TreeCorr (Jarvis et al. 2004; Jarvis 2015). We ap-
plied our main analysis on blinded data (see G20 for details) and
chose one of the blinds to test the effect of systematics prior to
unblinding. More details on the small number of additional anal-
yses done after unblinding can be found in Appendix F.

10 KCAP will become public once the KiDS-1000 analysis papers are
accepted. Early access can be granted to interested parties on request.
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Fig. 2. The redshift distribution of galaxies in five tomographic bins.
The galaxies in each bin are selected based on their best-fitting photo-
metric redshift, zB, the range of which is shown in the legend.

3.1. KiDS-1000 data

The Kilo-Degree Survey (KiDS, Kuijken et al. 2015, de Jong
et al. 2015, 2017 and Kuijken et al. 2019) is a public sur-
vey by the European Southern Observatory11. KiDS is a sur-
vey designed with weak lensing applications in mind, producing
high-quality images with VST-OmegaCAM. The primary im-
ages were taken in the r-band with a mean seeing of 0′′.7. In
combination with infrared data from its partner survey, VIKING
(VISTA Kilo-degree INfrared Galaxy survey, Edge et al. 2013),
the observed galaxies have photometry in nine optical and near-
infrared bands, ugriZY JHKs (Wright et al. 2019), allowing us
to have a better estimate of their photometric redshifts compared
to the four optical bands that KiDS observes (Hildebrandt et al.
2020a). We analyse the fourth KiDS data release (Kuijken et al.
2019), named KiDS-1000 since it contains 1006 deg2 of images.
After masking, the effective area of KiDS-1000 in the Omega-
CAM pixel frame is 777.4 deg2.

The KiDS data are processed with the theli (Erben et al.
2013) and Astro-WISE (Begeman et al. 2013) pipelines, and
galaxy shear estimates are produced by lensfit (Miller et al. 2013;
Fenech Conti et al. 2017); for details see Giblin et al. (2020)
which also includes a series of null tests, showing that the impact
we expect from known shear-related systematics detected in the
data does not cause more than a 0.1σ shift in S 8 = σ8(Ωm/0.3)0.5

after calibration of multiplicative and global additive shear bi-
ases (see Appendix D for the effect of this term on the two-point
statistics).

We perform a tomographic analysis of our cosmic shear
data by dividing the galaxies based on their best-fitting photo-
metric redshift, zB, into five tomographic bins. The zB of each
galaxy is estimated using the bpz code (Benítez 2000; Benítez
et al. 2004). The redshift distribution of each tomographic bin is
then calibrated using the self-organising map (SOM) method of
Wright et al. (2020a). The SOM method organises galaxies into
groups based on their nine-band photometry and finds matches
within spectroscopic samples. Galaxies for which no matches are
found are removed from the catalogue. Following Wright et al.
(2020b), we impose an extra quality requirement on our selection
which removes galaxies with a zB that is catastrophically differ-

11 Data products are made freely accessible through:
http://kids.strw.leidenuniv.nl/DR4
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Table 1. Data properties per tomographic redshift bin.

Bin zB range neff[arcmin−2] σε,i ∆z = zest − ztrue m
1 0.1 < zB ≤ 0.3 0.62 0.27 0.000 ± 0.0096 −0.009 ± 0.019
2 0.3 < zB ≤ 0.5 1.18 0.26 0.002 ± 0.0114 −0.011 ± 0.020
3 0.5 < zB ≤ 0.7 1.85 0.27 0.013 ± 0.0116 −0.015 ± 0.017
4 0.7 < zB ≤ 0.9 1.26 0.25 0.011 ± 0.0084 0.002 ± 0.012
5 0.9 < zB ≤ 1.2 1.31 0.27 −0.006 ± 0.0097 0.007 ± 0.010

Notes. We list the index of the redshift bin, followed by the range of best-fitting photometric redshifts, zB, that divide galaxies into redshift bins.
In the third column we show the effective number density, neff , calculated with Aeff = 777.4 deg2. The values for the ellipticity dispersion per
ellipticity component, σε,i, are presented in the fourth column. For explicit definitions of neff and σε,i see appendix C of J20. The last two columns
show the central values of calibration parameters, i.e. the shift in the mean of the redshift distributions, ∆z, and the multiplicative shear bias, m,
as well as their associated uncertainties. In the analysis the uncertainty on each of these calibration parameters is accounted for through their
covariance matrices, since the values for the different tomographic bins are correlated.

ent from the redshift of their matched spectroscopic sample (see
equation 1 in H20b).

The resulting catalogue forms our “gold” sample for which
redshift distributions with reliable mean redshifts can be ob-
tained (see H20b for details of the selection criteria and ac-
curacy tests of the redshift distributions). We note that a pri-
mary reason for the high accuracy of our redshift calibration is
the nine-band photometry of our galaxy images. With those we
can avoid degeneracies of galaxy spectral energy distributions
present in lower-dimensional colour spaces when calibrating the
data with spectroscopic samples (Wright et al. 2020a). Our cali-
bration additionally benefits from dedicated KiDS-like observa-
tions of spectroscopic galaxy surveys beyond the KiDS footprint
(Hildebrandt et al. 2020a).

The means of the SOM redshift distributions are calibrated
using KiDS-like mocks from the MICE2 simulations (van den
Busch et al. 2020; Fosalba et al. 2015a; Crocce et al. 2015; Fos-
alba et al. 2015b; Carretero et al. 2015; Hoffmann et al. 2015),
these mocks are also used to determine the expected uncertain-
ties on these means, which we incorporate into the inference via
shift parameters for each redshift distribution. The redshift distri-
butions of galaxies in each tomographic bin are shown in Fig. 2.
We validate our fiducial redshift distributions estimated with the
SOM method in H20b using an alternative method that employs
clustering cross-correlations with spectroscopic reference sam-
ples.

The gold sample selection is repeated for all galaxies simu-
lated in the image simulations of Kannawadi et al. (2019), which
are then used to calibrate the shear estimates and estimate the
uncertainty on the calibration parameters. This is done through
an averaged multiplicative bias per redshift bin using Eq. (5).
The low-level contribution from the constant additive ellipticity
bias is corrected in the catalogues as a global constant per tomo-
graphic bin and ellipticity component (see section 3.5.1 of G20
for details).

In Table 1 we show the data properties that are relevant for
covariance estimation, as well as the values of the calibration
parameters. The ∆z parameters are defined as the difference be-
tween the mean of the estimated SOM distribution, zest, and the
true redshift distribution of galaxies in the MICE2 mocks, ztrue,
for a given redshift bin. We note that the effective area of the sur-
vey is relevant for the calculation of all the terms in the covari-
ance matrix, except for the shape-noise only term. J20 found that
for the cosmic variance (sample variance) term a larger effective
area based on a Healpix map with Nside = 4096 (Górski et al.
2005), provides a better match between the mock and theoreti-
cal covariances (see section 5.2 and appendix E of J20). Here we

Table 2. Fiducial sampling parameters and their priors.

Parameter prior
S 8 = σ8(Ωm/0.3)0.5 [0.1, 1.3]

ωc = Ωch2 [0.051, 0.255]
ωb = Ωbh2 [0.019, 0.026]

h [0.64, 0.82]
ns [0.84, 1.1]

AIA [−6, 6]
Abary [2, 3.13]
δz N(µ,C)
δc 0 ± 2.3 × 10−4

Notes. We vary five cosmological parameters assuming flat priors, with
the ranges indicated in the second column. Ωc and Ωb are the density pa-
rameters for cold dark matter and baryonic matter, respectively. The di-
mensionless Hubble parameter is represented by h and ns is the spectral
index of the primordial power spectrum. Two astrophysical nuisance pa-
rameters, AIA and Abary, are allowed to vary over flat prior distributions.
We also allow for freedom in the mean of the redshift distributions us-
ing five shift parameters, δz, one per redshift bin. These parameters are
correlated through their covariance matrix, C. Their means µ are fixed
to the mean values for ∆z in Table 1, where we also show the square
root of the diagonals of C. The δc parameter is only applied to the ξ±
chains, which mitigates the combined effect of constant additive ellip-
ticity bias through a Gaussian prior centred on zero. For justification of
prior ranges we refer to J20, G20 and H20b.

use this area for calculating the covariances matrices, although in
Appendix C we show that this choice has an insignificant effect
on our analysis.

3.2. Cosmological analysis pipeline

For our cosmological analysis we assume a spatially flat ΛCDM
model and infer the values of cosmological parameters through
sampling of the likelihood with the MultiNest sampler (Feroz
et al. 2013). We find the best-fitting values for each chain using
the Nelder-Mead minimisation method (Nelder & Mead 1965)
implemented in SciPy12, with the starting points taken from
the MultiNest chains. We use this separate minimiser since the

12 We run the Nelder-Mead minimiser with the adaptive option,
which is more reliable for higher dimensional and multi-modal
problems. See docs.scipy.org/doc/scipy/reference/optimize.minimize-
neldermead.html.
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MultiNest sampler is not optimised to find the best fitting point
in the likelihood surface.

We calculate the linear matter power spectrum with camb
(Lewis et al. 2000; Howlett et al. 2012) and its non-linear evo-
lution with HMCode (Mead et al. 2015). We also include the
effect of the intrinsic alignment of galaxies through the non-
linear alignment model (Bridle & King 2007, NLA), before us-
ing the Limber approximation of Eq. (3) to project the matter
power spectrum along the line of sight and obtain Cεε(`). The
Cεε(`) are then transformed into ξ± (Eq. 6), COSEBIs (Eq. 8)
and band powers (Eq. 12), which are compared to their mea-
sured values, assuming Gaussian likelihoods with the analytic
covariance model described in detail in J20.

Table 2 lists the prior distributions of our sampled parame-
ters. The cosmological model that we assume here contains five
free parameters. We set the sum of the neutrino masses to a fixed
value of 0.06 eV (Hildebrandt et al. 2020a showed that neutri-
nos have a negligible effect on cosmic shear analysis). In con-
trast to previous analyses of cosmic shear data, we sample over
S 8 = σ8(Ωm/0.3)0.5. Our primary results include constraints on
S 8 and therefore we aim for an uninformative prior on this pa-
rameter. This choice is further justified in J20, by demonstrat-
ing that a flat prior over the amplitude of the primordial power
spectrum As or its logarithm ln(1010As) as employed in the previ-
ous analysis of KiDS and DES data produces informative priors
for S 8. Our constraints on the other cosmological parameters are
mostly dominated by the prior, and we therefore set their prior
range based on either the limitations in the theoretical modelling
or previous observations (see section 6.1 of J20 for more details).
Additionally, we allow for two astrophysical nuisance param-
eters, AIA denoting the amplitude of the intrinsic alignment of
galaxies and Abary, the baryon feedback parameter (by definition
Abary = 3.13 corresponds to a dark matter only case).

We let the mean of the redshift distributions vary via a mul-
tivariate Gaussian prior for the five shift parameters shown in
Table 1 (see figure 2 of H20b). For the analyses with ξ+ we also

allow for a δc = ±

√
c2

1 + c2
2 parameter which mitigates the uncer-

tainty on the two additive ellipticity bias terms, c1 and c2, assum-
ing that they are constants. The uncertainty on these parameters
has a larger impact on ξ+, while their effect on the other statis-
tics is currently negligible (see Appendix D for details on how to
model this for the other statistics). We place a Gaussian prior on
δc centred at zero, since the catalogues have already been cor-
rected for a constant ci. The width of the Gaussian is estimated
using bootstrap samples of the data (see section 3.5.1 of G20 for
details13).

4. Results

In this section we present our cosmological results. We first re-
port our headline constraints in Sect. 4.1, and then we assess the
sensitivity of our results to a range of systematic effects and the
impact of omitting different tomographic bins in Sect. 4.2. In
Sect. 4.3 we summarise our internal consistency checks and in
Sect. 4.4 compare our results with other cosmic shear surveys,
and report the discrepancy between our results and the cosmic
microwave background (CMB) results of the Planck satellite.
Throughout, we will use constraints from the Planck Collabo-
ration et al. (2018) TT, TE, EE + lowE temperature and polar-
isation power spectra, which extract cosmological information

13 G20 show that the 2D c-term is negligible. Therefore, we omit this
term in our modelling.

solely from the primary CMB anisotropies and are therefore in-
dependent of large-scale structure surveys14.

Before unblinding our data, we carried out a likelihood anal-
ysis on all blinds using a covariance matrix calculated from the
sample properties of each blinded catalogue, which was gener-
ated assuming a fiducial cosmological model based on the pa-
rameter constraints from Tröster et al. (2020b) who analysed the
third KiDS data release (KV450) in combination with Baryon
Oscillation Spectroscopic Survey clustering data (BOSS data re-
lease 12, Alam et al. 2017). After unblinding, we updated the
cosmological model in our covariance calculation to use the re-
sults from the combined KiDS-1000 and galaxy clustering anal-
ysis of Heymans et al. (2020) and repeated the inference process
on the real data. This iterative approach for the covariance is
advocated in J20. As the best-fitting parameter values in Tröster
et al. (2020b), Heymans et al. (2020), and our cosmic shear anal-
ysis are all very close, we only perform a single iteration that is
then used for both the cosmic shear only and combined probe
analysis of the KiDS-1000 data. This iteration has a negligible
effect on our results. While our fiducial results and the consis-
tency test with Planck are based on the most accurate and up-
dated covariance model, the internal consistency tests and the
nuisance parameter sensitivity analyses, which we completed be-
fore unblinding employ the original covariance matrix (see Ap-
pendix F for details).

4.1. Fiducial results

In Figs. 3, 4 and 5 we show the data vectors and their correspond-
ing predictions by the best-fitting model15 for COSEBIs, band
powers and shear correlation functions, respectively. Each panel
is labelled according to the pair of tomographic redshift bins
used to measure the data. The red curves show the best-fitting
predictions for each statistic which are the sums of the gravita-
tional lensing-only signal and the intrinsic alignment terms (see
Eq. 2). The signal without the intrinsic alignments is presented
by the blue dashed curves (GG). The top sections in Figs. 3 and 4
show the E-modes, while the bottom ones display the B-modes.
In Fig. 5 the top and bottom triangles show ξ± and the data points
in the shaded regions are excluded from the cosmological anal-
ysis, due to their increased sensitivity to smaller physical scales
(see Fig. 1 and section 5.1 of Hildebrandt et al. 2020a).

In all three figures we see that the intrinsic alignments of
galaxies have the largest effect on the combinations of high- and
low-redshift bins, most prominently z-15. The intrinsic align-
ment signal is dominated by the gravitational-intrinsic (GI) cor-
relations, especially for pairs of tomographic bins where over-
lap in redshift is minimal, which produces anti-correlations for
positive values of AIA. The intrinsic-intrinsic correlations (II) are
mostly sub-dominant. The best-fitting value for AIA is in all cases
positive (see Table A.1), resulting in a combined signal that is
lower than the pure gravitational lensing term.

In Fig. 4 we show the theoretical prediction for the band
power B-modes, although these data points are not used in the
analysis. The E/B-mode mixing in the band powers is small;
nevertheless, it becomes visible at low angular frequencies in
the higher-redshift bin combinations, where the E-mode signal

14 Except for the integrated Sachs–Wolfe effect which has a low-level
impact on the CMB constraints.
15 We note that in all cases the data is reported at discrete points, as
a result of binning for 2PCFs and band powers, or by definition in the
case of COSEBIs. Hence, the theory values are also discrete, although
connected to each other for visual guidance.
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Fig. 3. COSEBI measurements and their best fitting model (see Table A.1). We show the best-fitting theoretical prediction with a red curve
(χ2

reduced = 1.2) and the gravitational lensing (GG) contribution with a blue dashed curve. A zero line is shown for reference (black dotted). The
E-modes are shown in the top triangle , while the B-modes are shown in the bottom one. The predicted B-mode signal is zero. We use the first five
COSEBI E-modes in this analysis, as shown here. With the labels z-i j we show that redshift bins i and j are used for the corresponding panel. The
COSEBIs modes are significantly correlated (see Fig. B.1), such that their goodness-of-fit cannot be established by eye.

is more significant (see Eq. 12). We find that the B-modes are
consistent with zero (p-value = 0.4).

We used the first five COSEBI E-modes for our cosmolog-
ical analysis and therefore only display them in Fig. 3 (adding
more modes has a negligible impact on the constraints, e.g. see
Asgari et al. 2020). G20, however, used both the first 5 and 20
COSEBIs B-modes to test the level of residual systematics in the
data, which they found to be consistent with zero in both cases
(p-value = 0.04 and 0.38, respectively). As adjacent COSEBI
modes are highly correlated (see for example Fig. B.1), we cau-
tion the reader against a visual inspection of the goodness-of-fit
of the model to the data.

In Table 3 we report the goodness-of-fit of our best-fitting
models (corresponding to the maximum of the full posterior),

along with point estimates for the best-fitting values of S 8. We
estimate the degrees of freedom for our data using the effective
number of model parameters, NΘ = 4.5 (see section 6.3 of J20).
This value was obtained for a mock cosmic shear analysis very
similar to ours by fitting a χ2 distribution to a histogram of min-
imum χ2 values from best fits to 500 mock data vectors. The
number of varied parameters (12 for COSEBIs and band pow-
ers, 13 for 2PCFs, see Table 2) is substantially larger than NΘ,
which can have a significant effect on the goodness-of-fit esti-
mates of the model, especially when the data vector is small.
Despite the differences between these two-point statistics, we
expect them to have a similar sensitivity to cosmological param-
eters and therefore employ the same NΘ for all of them. We find
acceptable goodness-of-fit for all three summary statistics with
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Fig. 4. Band power measurements and their best fitting model (see Table A.1). The red curves show the best fitting model fitted to the E-modes
(top triangle, χ2

reduced = 1.3) and the blue dashed curves show the intrinsic alignment subtracted signal (GG). We also predict the B-modes (bottom
triangle) using the same model, which results in small deviations from the zero line (black dotted, see Eq. 12). We label the panels based on the
pair of redshift bins used to measure the data.

p-values (probability to exceed the given χ2) ranging from 0.16
(COSEBIs) to 0.01 (band powers).

In the last column of Table 3 we show the peak of the
marginal distribution of S 8 and its credible region derived from
the highest posterior density of the marginal distribution. As
shown in J20, section 6.4, this estimate can be shifted with re-
gards to the true value of the cosmological parameters. It was
therefore proposed to additionally report the maximum a poste-
riori (MAP) estimate and an associated credible interval using
the projected joint highest posterior density, PJ-HPD, which en-
sures that the MAP value is within the credible region and in
the case of a one-dimensional posterior reduces to the marginal
credible region. We show the MAP and PJ-HPD in the fifth col-
umn of Table 3. The best fit values for all parameters are shown
in Table A.1. The maximum marginal values are almost identi-

cal to the MAP in the case of S 8, but can in principle differ more
substantially for other parameters. The p-values for band powers
and 2PCFs are considerably lower than for COSEBIs; however,
since their best-fitting values are very similar, we conclude that
this is a result of the noise realisation or low-level systematics
that affect 2PCFs and band powers, but do not mimic a cosmo-
logical signal.

Cosmic shear results are usually shown in terms of σ8 and
Ωm, or S 8 and Ωm. In Fig. 6 we show our results for these param-
eters and compare them to the Planck results. In the left panel we
see that the constraints from these three statistics move along the
degeneracy direction of σ8 and Ωm; however, they show good
agreement in the value of S 8 as we saw in Table 3. This move-
ment is expected and will depend on the noise realisation in con-
junction with the weighting of the data. In Fig. 1 we saw that
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Fig. 5. Measurements of the shear correlation functions. The best fitting curves are shown in red (see Table A.1, χ2
reduced = 1.2) and the gravitational-

only (GG) signal is shown in blue (dashed). The top and bottom triangles show ξ+ and ξ−, respectively. The gray shaded region is excluded from
the analysis, due to its sensitivity to small physical scale. Each panel is labelled based on the redshift bin pair that it represents.

our three sets of statistics show varying sensitivities to different
angular scales. Hence, we can obtain different parameter con-
straints given the same noise realisation. We discuss this further
and show mock data results in Appendix B.1. The left panel of
Fig. 6 shows that the extent of the ξ± contours appears smaller
than that of the other statistics. This is because the posterior is
truncated at low Ωm by the prior. We also see in Table 3 that the
constraints from ξ± for S 8 are tighter than those for both COSE-
BIs and band powers, whereas we would have expected simi-
lar constraining power for these three statistics. The right-hand
panel of Fig. 6 illustrates that the ξ± contours are horizontal in
Ωm and S 8, while the marginal posterior for COSEBIs and espe-
cially for band powers is tilted, showing that S 8 is not perpen-
dicular to the degeneracy between σ8 and Ωm for the latter two
statistics.

The current established definition for S 8 is σ8(Ωm/0.3)α,
with α = 0.5. Previously (see for example Kilbinger et al. 2013),
the value of α was fitted to the contours, to find the tightest con-
straints from the data. As Fig. 6 clearly shows, α = 0.5 does
not provide an optimal description for the σ8-Ωm degeneracy of
either COSEBIs or band powers. In general, the value of α de-
pends on the weighting of the angular scales entering the analy-
sis, which probe different physical scales for different redshifts.
In order to avoid confusion, we keep the established definition
of S 8 with α = 0.5, but also include results for

Σ8 := σ8 (Ωm/0.3)α , (14)

where α is fitted to the contours. In Appendix A we describe our
fitting method and show contours for Σ8 and Ωm (see Fig. A.1).

In Table 4 we present best-fitting values for α and constraints
for its corresponding Σ8. As expected, α ≈ 0.5 for the 2PCFs, i.e.
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S 8 remains a good summary parameter for this composition of
the data vector. For COSEBIs and band powers we find α = 0.54
and α = 0.58, respectively, showing that they have a significantly
different degeneracy to what is captured with S 8

16. Here we see
that the sizes of the Σ8 credible intervals for the different statis-
tics are much closer to each other compared to the S 8 constraints
in Table 3. The constraints from ξ± are still slightly tighter. We
expect this to occur when the noise realisation pushes the con-
tours closer to the edges of the prior region, especially since the
halo model used for predicting the matter power spectrum is not
calibrated for very high and low values of σ8 and Ωm and there-
fore becomes less likely to match the data. The standard devia-
tion of the best-fitting Σ8 for COSEBIs is 0.019, for band powers
it is 0.020 and for 2PCFs it is 0.018. We note that their central
values cannot be directly compared, unless Ωm is fixed to 0.3.

With our cosmic shear data we can put a tight constraint on
the Σ8 parameter, but with the exception of the intrinsic align-
ment amplitude AIA, we are largely prior-dominated for the re-
mainder of the sampled parameters (see Table 2). This is also
reflected in the effective number of parameters that we record in
Table 3. Nevertheless, we show results for other parameter com-
binations in Appendix A.

4.2. Impact of nuisance parameters and data divisions

In our analysis we have a number of astrophysical and nuisance
parameters which are marginalised over. Here we test the sen-
sitivity of our data to the choice of these parameters and their
priors. Furthermore, we investigate the impact of removing indi-
vidual redshift bins from the analysis, as well as the lowest two
redshift bins jointly. In the following we first introduce Figs. 7
and 8 and then provide the details of each case.

The results of these tests are summarised in Fig. 7. Here we
use Σ8 with α fitted to the fiducial chain for each of the statistics
to assess the impact of the nuisance parameters and the exclu-
sion of redshift bins. We show two sets of point estimates and
associated error bars for each case, the MAP and PJ-HPD cred-
ible interval, as well as the marginal mode and highest-posterior
density credible interval. We note that PJ-HPD intervals are ex-
pected to have an error of about 10% in their boundaries (see
section 6.4 of J20).

Each panel shows results for one of the two-point statistics,
COSEBIs, band powers and 2PCFs; however, in the first section
of each panel we also show the fiducial results for the other two
cosmic shear statistics (using the same α) and Planck for com-
parison. The shaded regions correspond to the PJ-HPD credible
interval of the fiducial chain for the relevant statistics of each
panel. The second section of the figure shows results for the im-
pact of observational systematics. In the third section we explore
the effect of astrophysical systematics. The fourth section allows
for an inspection of the significance of the data in each redshift
bin.

We also test the impact of removing the largest two θ-bins
from the analysis of ξ+ and find its impact to be negligible. The
mean of S 8 is lowered by 0.1σ compared to our fiducial case and
its standard deviation is increased by 4%. This final test assesses
the Gaussian likelihood approximation since the distribution of
ξ+ is significantly non-Gaussian for these bins (see figure 17 of
J20).

To quantify the impact of the different setups shown in Fig. 7,
we extract two key properties of each test analysis, relative to the
fiducial case. In the left-hand panel of Fig. 8 we plot the differ-

16 The fit error for α is about 10−3.

ence between the upper edge of the marginal credible interval
shown in Fig. 7 for the fiducial setup, Σfid

8 , and the cases named
on the abscissa, Σcase

8 . We normalise ∆Σ8 := Σcase
8 − Σfid

8 by half
of the length of the marginal credible interval that we found for
each case, σcase. We chose the upper edge since we are primar-
ily interested in a comparison with the Planck inferred value for
Σ8 which is larger than our measurements. We show results for
all three statistics, COSEBIs (orange), band powers (pink) and
2PCFs (cyan).

The right-hand panel of Fig. 8 compares the size of the con-
straints on Σ8 between different cases and the fiducial case. The
Σ8 for each case is defined with its own corresponding best-fit
α. As the width of the Ωm–σ8 degeneracy is the main parameter
that we constrain, this definition allows us to do an approximate
figure-of-merit comparison between the different test cases and
identify the ones that have a larger impact on our constraining
power. For this plot we use the standard deviation of the marginal
distributions as they are not affected by smoothing which affects
the marginal credible intervals, or by the small number of sam-
ples that produce the PJ-HPD. J20 argued for a 0.1σ error on our
constraints, coming from smoothing and sampling of the likeli-
hood surfaces to set their requirements on the modelling and data
systematics. Here we show the 0.1σ region in grey.

4.2.1. Shear calibration uncertainty

The first nuisance parameter that we consider is the error on the
multiplicative shear calibration, m, that is applied to the ellip-
ticity measurements, σm. The value of m is estimated using im-
age simulations (see Sect. 3 and Kannawadi et al. 2019). The as-
sumptions made when producing the image simulations can af-
fect the value of this calibration parameter. In our fiducial chains
we absorb this uncertainty into the covariance matrix; however,
we could instead allow m to vary as a free model parameter,
one per redshift bin. In the covariance matrix estimation we use
different values of σm for each redshift bin (see Table 1) and as-
sume that they are fully correlated. To produce the priors for the
m parameters, we can take the same approach or instead assume
that we do not know the extent of this correlation and use larger
uncorrelated priors that encompass any expected correlations be-
tween the redshift bins (see for example Hoyle et al. 2018). To
do so, we multiply each of the σm values by the square root of
the total number of redshift bins,

√
5. This way we produce two

setups with free m, labelled “free m correlated” and “free m un-
correlated”.

These setups cover all possible scenarios for the error on
m. The m calibration in the simulations is determined per to-
mographic bin, so that the estimates are independent. However,
the surface brightness profiles are modelled as Sersic profiles,
and any model bias arising from mismatches with the true mor-
phologies will be shared across the bins. Hence assuming that
the m-values are fully correlated, as we have done in the fidu-
cial analysis is an extreme scenario, whereas the scenario where
m is uncorrelated represents the other extreme. A more consis-
tent estimate requires multi-band image simulations to capture
the correlation between photometric redshift determination and
shear estimation.

For the cosmic shear analysis of KV450 a more conservative
route was taken, where a σm = 0.02 was employed for all bins,
equal to the largest value of σm that we use. Similar to our fidu-
cial analysis, these studies included σm in the covariance matrix,
assuming full correlation. Here we also test the effect of this as-
sumption, but with free, correlated m parameters (“free m 0.02”).
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Table 3. Goodness of fit and S 8 constraints.

χ2 DoF p-value S 8, best fit + PJ-HPD S 8, max + Marginal
COSEBIs 82.2 75 − 4.5 0.160 0.759+0.024

−0.021 0.758+0.017
−0.026

Band Power 152.1 120 − 4.5 0.013 0.760+0.016
−0.038 0.761+0.021

−0.033

2PCFs 260.3 225 − 4.5 0.034 0.764+0.018
−0.017 0.765+0.019

−0.017

Notes. χ2 and p-values (probability to exceed the given χ2 value) for the best-fitting parameters, given the effective number of degrees of freedom
(DoF). The effective number of parameters is estimated using a χ2 fitted to results of mock data analysis. The first column shows which statistic is
used. In the fifth column we show the multivariate maximum posterior (MAP) for S 8 = σ8(Ωm/0.3)0.5 and its 68% credible interval (CI) calculated
using its projected joint highest posterior density (PJ-HPD). In the rightmost column we show the peak of the marginal distribution of S 8 and its
associated 68% credible interval.

Table 4. Best-fit Σ8 and Ωm–σ8 degeneracy line.

fitted α Σ8, best fit + PJ-HPD Σ8, max + Marginal
COSEBIs 0.54 0.753+0.026

−0.016 0.752+0.017
−0.021

Band Power 0.58 0.765+0.018
−0.024 0.756+0.020

−0.020

2PCFs 0.51 0.762+0.018
−0.017 0.763+0.019

−0.017

Notes. Σ8 = σ8(Ωm/0.3)α values with fitted α to the σ8 and Ωm posterior samples for each set of statistics. The second column shows the best-
fitting α, the third shows the best-fitting Σ8 for that α and its credible interval PJ-HPD. The last column shows the maximum and 1σ region around
it for the marginal distribution of Σ8. We note that the values of Σ8 between different statistics cannot be directly compared with each other, since
they correspond to different values of α.
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Fig. 6. Marginalised constraints for the joint distributions of σ8 and Ωm (left), as well as S 8 and Ωm (right). The 68% and 95% credible regions
are shown for COSEBIs (orange), band powers (pink) and the 2PCFs (cyan). Planck (2018, TT,TE,EE+lowE) results are shown in red.

We then compare all of these setups with a zero σm case (“no
σm”) to fully capture the impact of this nuisance parameter17.

Comparing the Σ8 values for these different choices, we see
an at most 0.5σ shift corresponding to the “free m correlated”
results of the 2PCFs. With the “no σm” and “free m 0.02” cases
we do not see a significant change in Σ8. The impact of the un-

17 For all the cases where σm is not included in the covariance matrix,
the fiducial m correction is applied to the theory rather than the data
vectors.

certainty on m on the standard deviations of the marginal distri-
butions of Σ8 is at most 10%.

4.2.2. Photometric redshift uncertainty

Another component of the data that is calibrated using simula-
tions is the mean of the SOM redshift distribution of galaxies
in each tomographic bin. In the fiducial chains we allow for a
free δz parameter per redshift bin, but with correlated informa-
tive priors, through the covariance matrix between the δz values
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Fig. 7. Impact of nuisance parameter treatment and tomographic bin exclusion on Σ8 constraints. Results are shown for COSEBIs (left), band
powers (centre) and 2PCFs (right), with fiducial constraints in orange, pink, and cyan, respectively. We use the best-fitting value of α for the
fiducial chain of each set of statistics to define Σ8 (Eq. 14) using the covariance matrix generated from the Tröster et al. (2020b) values instead of
the iterative covariance used in Sect. 4.1. The value of α for each panel is given underneath. Two sets of credible regions are shown for each case:
the multivariate maximum posterior (MAP, circle) with PJ-HPD (solid) credible interval and the maximum of the Σ8 marginal posterior (diamond)
with its highest density credible interval (dot-dashed). The shaded regions follow the fiducial PJ-HPD results of the corresponding statistics. We
show Planck results (red), as well as the fiducial results of the other two statistics for the given α of each panel for comparison. Cases 5 to 12 show
the impact of different observational systematics, while cases 13 and 14 show results for the impact of astrophysical systematics. The last six cases
present the effect of removing redshift bins and their cross-correlations from the analysis.

estimated from the MICE2 simulations (see H20b). To assess the
impact of this freedom in the analysis, we fix the δz to their fidu-
cial values (“noσz”). Another case that we consider is the impact
of inflating the priors taken from MICE2 by a factor of 3 instead
of a factor of 2 that we used in the fiducial case (“inflated σz”).
H20b investigated cross-correlations with spectroscopic refer-
ence samples as a complementary, independent method for cali-
brating the redshift distributions. We use their quoted δCZ

z shifts
(see table 3 of their paper) in combination with their estimated
covariance to create the “Clustering-z shifts” case. The δz uncer-
tainty and mean values that we consider here have a negligible
impact on our analysis. This is true for both the impact on the
marginal value of Σ8 and its constraints, as can be seen in Fig. 8.

4.2.3. Impact of all observational systematics

To evaluate the joint impact of observational systematics, we re-
analyse the data by setting m and δz errors to zero. For the 2PCFs
chains, we additionally fix the value of δc. We call this setup
“no observational systematics”. From Fig. 8 we deduce that the

impact of our observational systematics is small, whether we
consider them separately or jointly. We remind the reader that
variations of order 0.1σ are expected to occur between different
instances of the sampling of the same posterior surface.

4.2.4. Sensitivity to astrophysical modelling choices

Our astrophysical nuisance parameters are the baryon feedback
parameter, Abary, and the amplitude of the intrinsic alignments
of galaxies, AIA. We test the impact of Abary by assuming a no-
feedback case with Abary fixed to 3.13 (“no baryons”). As illus-
trated by Fig. 8 the no-baryons case has a significantly larger
effect on ξ±, which is expected since the 2PCFs are more sen-
sitive to small physical scales as we saw in Fig. 1. Contrary to
expectations, COSEBIs appear to be more sensitive to baryon
feedback compared to the band powers. This is not caused by
the scale sensitivity, but is rather a result of this particular noise
realisation. In Fig. A.2 we can see that the constraints on Abary
for band powers are skewed towards larger values, indicating
that they prefer a model with weaker baryon feedback (see
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Fig. 8. Relative impact of nuisance parameters and the removal of redshift bins. Each of the cases explored in Fig. 7 is compared to their corre-
sponding fiducial results. COSEBIs are shown as orange circles, band powers as pink crosses and 2PCFs as cyan squares. Left: The difference
between the upper edge of the marginal Σ8 posterior for each case and its fiducial chain, normalised by half of the length of the marginal credible
interval of the case. The grey shaded area indicates the region in which systematic shifts remain below the 1σ statistical error. Right: Comparison
of constraining power between the fiducial and the other cases. Here α is fitted to each chain separately to find the tightest Σ8 = σ8(Ωm/0.3)α
constraint for each case. We show the fractional difference between the standard deviations of the case and the fiducial one.

also Table A.1). Therefore, the difference between band powers
analysed with and without baryon feedback is smaller than for
COSEBIs, which have a rather uniform Abary marginal distribu-
tion. For the 2PCFs, however, we find a similarly uniform dis-
tribution. The increased sensitivity of the 2PCFs to baryon feed-
back is thus a result of the small scales that impact their mod-
elling. This is true for both the upper edge of the marginal cred-
ible region and to a lesser extent the width of the constraints for
Σ8. In Appendix B.1 we discuss that the marginal distributions
of poorly constrained parameters, such as Abary, can be skewed
due to noise in the data.

In our fiducial analysis we assume that the amplitude of the
intrinsic alignment model, which describes the response of pro-
jected galaxy ellipticities to the local quadrupole of the dark
matter distribution, is independent of redshift (see section 2.4 of
J20). However, this model can be modified empirically to include
a redshift dependence (see equation 16 of J20), by multiplying
its three-dimensional power spectra with factors of(

1 + z
1 + zpivot

)ηIA

. (15)

As a test case we allow ηIA to vary uniformly in [−5, 5] and set
zpivot = 0.3 for a more straightforward comparison with previ-
ous KiDS and intrinsic alignment analyses (e.g. Joachimi et al.
2011). We call this case “redshift-dependent IA”.

In Fig. 8 we see that the redshift dependence of AIA has lit-
tle impact on the upper edge of the marginal credible region

of Σ8, however it can result in wider constraints. This redshift-
dependence for the COSEBIs analysis produces a bimodal like-
lihood distribution, which results in a larger standard deviation.
This is not seen with the other two statistics, which we therefore
conclude is an effect of the cross-talk between the noise realisa-
tion and this extra freedom in the analysis. This has been seen in
other analyses, when the additional redshift of the intrinsic align-
ment model is allowed to vary within broad priors (for example
Joudaki et al. 2017a, 2020; Asgari et al. 2020). The inclusion of
this freedom in the analysis does not impact the goodness-of-fit
in a significant way.

4.2.5. Removing tomographic redshift bins

Aside from the effect of nuisance parameters, we determine the
impact of each tomographic redshift bin by removing them and
their cross-correlations in turn from the data vector. These results
are labelled as “no z-bin i”, with i denoting the removed red-
shift bin. The first two redshift bins have a lower signal-to-noise
and are mostly sensitive to the intrinsic alignments of galaxies.
To capture the impact of an unconstrained intrinsic alignment
model, we also run chains where both redshift bins 1 and 2 are
removed from the analysis (“no z-bins 1 and 2”).

Of these setups the no z-bin 4 case has the largest impact on
Σ8 marginal values (left panel of Fig. 8). For this case, depending
on the statistics used, we obtain between 1.1σcase to 1.8σcase dif-
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ferences in Σ8. The significance of these shifts however depends
on which values from the distributions are compared with each
other. For example, for the no z-bin 5 case we find larger devia-
tions if we consider the maximum of the marginal distribution or
the MAP values. In Appendix B.2 we perform a series of internal
consistency tests which do not flag the differences between these
redshift bins as statistically significant.

When removing redshift bins we see that the constraining
power does not change by more than 0.15σ unless the fifth bin
is removed (right panel of Fig. 8). Without this bin our errorbars
inflate by 60%. This shows that the inclusion of higher-redshift
bins is crucial for increasing the statistical power of a cosmic
shear analysis.

4.3. Internal consistency

In this section we summarise our internal consistency results.
For details see Appendix B.1 and Appendix B.2.

Our cosmological analysis has been performed indepen-
dently, using three sets of two-point statistics. We do not expect
to find the exact same constraints from these statistics, since they
place different weights on a given angular scale. That said, the
statistics are measured within the same survey volume and using
the same galaxies, so that it is reasonable to assume some level of
redundancy between these measurements. Given these two com-
peting factors, it is not immediately clear what level of variation
is expected. In other words, are the results in Table 3 consistent?
Or is the difference between S 8 constraints caused by systematic
effects being picked up by one statistic but not another?

To answer these questions, we apply a series of tests on mock
data realisations, produced from multivariate Gaussian distribu-
tions. In our primary test we draw correlated noise realisations
given the full covariance, including cross-correlations between
2PCFs, COSEBIs and band powers, estimated from the Salmo
simulations (see Fig. B.1). We choose a fiducial cosmology and
create 100 realisations of the data vector, including all three sets
of two-point statistics. We analyse each set and realisation sep-
arately with a similar setup to our fiducial analysis explained in
Sect. 3 and derive parameter constraints. We compare the maxi-
mum of the marginal distributions for S 8 between the two-point
statistics for each realisation and find that the distribution of
∆S 8 := S stat1

8 − S stat2
8 , where S stat1/2

8 are the maximum marginal
values for one of the statistics, is only 20−30% narrower than the
width of the marginal distributions for S 8 per two-point statis-
tic. Therefore, we conclude that differences of up to 0.7 − 0.8σ
between the results of COSEBIs, 2PCFs and band powers are
expected to occur frequently (for about 68% of the realisations).
For our KiDS-1000 analysis we find the maximum ∆S 8 for the
marginal posterior modes of COSEBIs and 2PCFs, which is a
difference of about 0.4σ.

Among the significantly constrained parameters in our data
analysis, only AIA displays a notable difference, with the
marginal posterior peaking roughly at double the value for band
powers in comparison with correlation functions and COSEBIs.
In our mock analysis we see differences of this level or higher in
AIA in 5% of the cases. Given the full consistency between the
S 8 values we conclude that the results between the three sets of
summary statistics are in agreement.

While the two-point statistics have different scale sensitivi-
ties, we expect their response to biases in the redshift distribu-
tions to be similar, as that will mainly affect the relative ampli-
tude of the data vectors. H20b conducted tests of the KiDS-1000
redshift distributions by comparing them with simulations as
well as cross-correlations with clustering-redshifts as discussed

0.65 0.70 0.75 0.80 0.85

1. KiDS-1000 COSEBIs
2. KiDS-1000 band power
3. KiDS-1000 2PCFs

4. KV450 gold (Wright et al. 2020)
5. KV450+DES-Y1 (Asgari et al. 2020)
6. DES-Y1 (Troxel et al. 2018)
7. HSC-Y1 (Hikage et al. 2019)

8. Planck 2018 TT,TE,EE+lowE

S8 ≡ σ8(Ωm/0.3)0.5

PJ-HPD Marginal HPD

Fig. 9. Comparison between S 8 values for different surveys. All results
are shown for both multivariate maximum posterior (MAP) and PJ-HPD
(upper solid bar), as well as the marginal mode and the marginal S 8
credible interval (lower dot-dashed bar). The top three points show our
fiducial KiDS-1000 results. The next four show a selection of recent
cosmic shear analyses from external data as well as previous KiDS data
releases. We note that S 8 does not fully capture the degeneracy direc-
tion for all of the analysis above (see the discussion in Sect. 4.1 and
Appendix A). The last entry shows the Planck 2018 (TT,TE,EE+lowE)
constraints. An extended version of this plot can be found in Ap-
pendix A.

in Sect. 3 and Sect. 4.2. However, we note that these tests are not
very sensitive to discrepancies that may exist in the tails of the
redshift distributions, beyond their impact on the mean redshift.

We also follow the methodology of Köhlinger et al. (2019)
and perform three tiers of Bayesian consistency tests, compar-
ing the cosmological inference from all bin combinations in-
volving a given redshift bin with that from the remainder of
the data vector. We find consistent results between all redshift
bins, except for the second tomographic bin which covers the
range 0.3 < zB < 0.5. Analyses using this bin and its cross-
correlations, compared to using all other bins, produce results
that conflict by up to 3σ in some parameters (for more details
see Sect. B.2). Also in Fig. A.3 we see that the data favours a
δz,2 parameter that shift the redshift distribution of this bin to
larger values. While this inconsistency warrants further investi-
gation in the future, we find that removing the second redshift
bin, or indeed the first and second bin, from the analysis has a
negligible impact on the cosmological parameter constraints (see
Sect. 4.2.5).

4.4. Comparison with other surveys

In this section we compare our parameter constraints with previ-
ous results from cosmic shear surveys and Planck. Figure 9 con-
trasts our S 8 constraints with a selection of recent cosmic shear
results shown in green (see Fig. A.4 for an extended selection).
The final entry shows the Planck results. For each case we show
two sets of error bars, corresponding to the marginal highest-
posterior density region and the PJ-HPD. Since we do not have
a good estimate of the MAP from the public chains, we do not
show best-fitting values for the external cosmic shear results.

Of the external cosmic shear data, the Wright et al. (2020b)
result is the closest to our methodology in terms of the calibra-
tion of the redshift distributions. This KV450 analysis employed
2PCFs measured on less than half of the imaging area that we
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analyse (777 deg2 versus 341 deg2). We find that our results are
in good agreement with Wright et al. (2020b), with the multivari-
ate maximum posterior values of S 8 agreeing to within 0.003 for
the 2PCFs, the statistics used in both18. Marginal errors decrease
by more than a factor two, reflecting the increase in survey area,
and the reduced impact of calibration uncertainties in our KiDS-
1000 analysis. Our KiDS-1000 constraints are similar to the joint
KV450 and DES-Y1 analysis of Asgari et al. (2020) both in
their constraining power and value. We find that the DES-Y1 and
HSC-Y1 results of Troxel et al. (2018b) and Hikage et al. (2019)
are also both in agreement with our constraints. It is evident from
this plot that all of these cosmic shear analyses measure a lower
S 8 than the Planck inferred value under a flat ΛCDM model,
although with varying levels of significance.

We use two complementary methods to estimate the level of
tension between our results and Planck. For this we choose the
COSEBIs analysis, which has the best goodness of fit. The first
method is to simply compare the results in Σ8, the only parameter
that we can set tight constraints on with cosmic shear that is also
shared by Planck. We use the conventional method,

τ =
φ

Planck
− φ

COSEBIs√
Var[φPlanck] + Var[φCOSEBIs]

(16)

where φ is either S 8 or Σ8, φ is the mean of φ and Var[φ] is its
variance. With this definition we find that the Planck predictions
are 3.4σ larger than our measured Σ8 value. The difference in S 8
is 3σ, but note that this parameter does not fully capture the ten-
sion due to the residual correlation with Ωm. We use a comple-
mentary method which takes the full shape of the marginal dis-
tributions into account, bypassing the Gaussian distribution as-
sumption used in Eq. (16), and find slightly larger values of 3.2σ
for S 8 and 3.5σ for Σ8 (Hellinger; see appendix F.1 of Heymans
et al. 2020 for details). These methods of estimating differences
between cosmological analyses ignore the possible complexities
of the multi-dimensional parameter space. Other methods that
test consistencies within the full posterior are generally less sta-
ble owing to the difficulty in estimating the statistical properties
of this distribution to a sufficiently high accuracy. On the other if
the tension is truly in one aspect of the model, summarised in a
single parameter, then including extra dimensions to the tension
metric will likely dilute the significance of the results.

A Bayesian approach compares the full likelihood between
an analysis of the two sets of data separately and their combined
analysis. The Bayes factor can be used in conjunction with the
Jeffreys’ scale to assess the tension between the data sets. We
find that the base 10 logarithm of the Bayes factor is 0.54−1.15,
with a preference for two separate cosmologies, corresponding
to a substantial to strong evidence for disagreement (the two val-
ues are estimated via the importance nested sampling and the
traditional methods, see Appendix B.2 for more details). This re-
sult is in qualitative agreement with the simple marginal distri-
bution comparison above. Handley & Lemos (2019) suggested
using a different measure called suspiciousness, S , which is less
sensitive to the choice of priors compared to the raw evidence
comparison of the Bayes factor. We measure this quantity but
are unable to cast it into a meaningful scale of disagreement. To
do so we need to have a robust measure of the degrees of free-
dom for Planck, KiDS-1000 and their joint analysis. In J20 we
saw that the dimensionality method that is currently used in con-
junction with suspiciousness produces biased estimates of the

18 The MAP value for Wright et al. (2020b) is taken from the Multi-
Nest chain, S 8 = 0.765.

effective number of parameters (see Appendix B.3 for more de-
tails). The alternative methods proposed there require analysing
many mock realisations of the data with computationally expen-
sive posterior sampling. Future work is required to develop a ro-
bust way to derive the sampling distribution for suspiciousness.

5. Summary and conclusions

We have presented a cosmic shear analysis of the fourth Data
Release of the Kilo-Degree Survey (KiDS-1000, Kuijken et al.
2019), making use of circa 1000 deg2 of deep nine-band optical-
to-infrared photometry with exquisite image quality in the r-
band for gravitational shear estimates. In addition to more than
doubling the survey area with respect to earlier KiDS analyses
(Hildebrandt et al. 2020a), this work incorporated the following
major updates:

• The galaxies entering our five tomographic redshift bins are
selected to have good representation by objects with spec-
troscopic redshifts (the “gold” sample), which are subse-
quently re-weighted via an unsupervised machine learning
approach to provide accurate redshift distributions (Wright
et al. 2020a; Hildebrandt et al. 2020b).

• The multiplicative shear calibration is based on image simu-
lations containing COSMOS-emulated galaxies (Kannawadi
et al. 2019). This analysis was repeated for the new sample
selection, with a revised determination of the residual cali-
bration uncertainties that is now derived per tomographic bin
from the spread in a number of conservative settings imple-
mented in the simulations.

• The accuracy of the covariance models, likelihood, and in-
ference pipeline has been validated on an extensive suite of
KiDS-1000 mock catalogues. The key cosmological quan-
tity constrained by cosmic shear, the parameter S 8 =
σ8(Ωm/0.3)0.5, is now used as a sampling parameter in evalu-
ating the posterior, enabling us to impose a wide top-hat prior
that is more conservative than previous analyses relying on
the primordial power spectrum amplitude, As, or a function
thereof.

• The analysis was conducted independently with three cosmic
shear two-point statistics: the angular shear correlation func-
tions ξ±, Complete Orthogonal Sets of E/B-Integrals (COSE-
BIs), and angular band powers. The latter two are con-
structed as linear combinations of ξ± that offer a clean sepa-
ration into cosmological E-modes and systematics-driven B-
modes (exact for COSEBIs and approximate for band pow-
ers), as well as additional data compression (the COSEBIs
and band powers data vectors are 66 % and 46 % smaller than
the 2PCFs data vector). Both derived statistics inherit the
beneficial lack of sensitivity to the survey mask and galaxy
ellipticity noise from the correlation functions, but avoid the
very broad responses of ξ± to Fourier modes, which lead to
increased non-Gaussianity in the likelihood due to small `-
modes and increased sensitivity to small-scale features in the
modelling (large `-modes), such as baryon feedback.

These additions have increased the constraining power of
KiDS with little change in our best-fitting value for S 8. Compar-
ing the similar setups of our correlation function analysis with
the results from Wright et al. (2020b) who worked with KiDS
Data Release 3, we find a decrease in the marginal S 8 errors
by 54 %. The marginal posterior mode of S 8 has increased by
0.05 in KiDS-1000; however, the multivariate maximum poste-
rior agrees to within 3 × 10−3 for the two analyses, so the shift

Article number, page 17 of 32



A&A proofs: manuscript no. KiDS1000_cosmic_shear

in the marginal distribution is solely due to the different shape
of the posterior distribution. Our results are in good agreement
with those of the DES and HSC surveys, reducing marginal S 8
errors by 14 % with respect to Troxel et al. (2018b) and by 32 %
with respect to Hikage et al. (2019).

From a theoretical point of view we conclude that there is
a strong case for favouring COSEBIs and/or band power statis-
tics over the standard shear correlation functions in the likeli-
hood analysis, with COSEBIs providing the cleanest and most
compact data vector, and band powers offering intuition through
directly tracing the angular power spectra predicted from theory.
Both of these methods allow for an E and B-mode decomposi-
tion, which are mixed with each other in the case of the correla-
tion functions. This will be of particular importance for analysis
of future data with improved constraining power.

Despite these differences, we find the KiDS-1000 S 8 con-
straints derived from the three statistics to be in excellent agree-
ment. Due to the different scales probed, the analyses trace dif-
ferent sections of the Ωm–σ8 degeneracy line, which causes S 8
to not fully capture the constraining power transverse to the de-
generacy in all cases. Fitting the parameter Σ8 = σ8(Ωm/0.3)α
to the posterior, we find a best fit of α = 0.51 for ξ±, i.e. S 8 is
very close to the optimal summary parameter as found in pre-
vious KiDS analyses. For COSEBIs and band powers, α = 0.54
and 0.58, respectively. The constraining power on the optimal Σ8
is then nearly identical between the three statistics.

Constraining a spatially flat ΛCDM model, we obtain S 8 =
0.758+0.017

−0.026 (68% CI) for our fiducial setup using COSEBIs. The
quoted values are extracted from the mode and highest posterior
density of the marginal S 8 posterior (denoted by M-HPD). Since
the analysis of mock data shows that the marginal posterior mode
or mean can be shifted significantly from the global best fit, due
to a high-dimensional posterior with complex shape, we addi-
tionally provide the multivariate posterior maximum with an as-
sociated projected credible interval (PJ-HPD), S 8 = 0.759+0.024

−0.021.
For KiDS-1000 cosmic shear the two credible intervals are in
very good agreement though, with nearly identical point esti-
mates for S 8 and credible interval sizes differing by less than 5 %
(this is also true for Planck CMB constraints). The goodness of
fit is acceptable, ranging from a p-value of 0.16 for COSEBIs to
0.03 for 2PCFs and 0.01 for band powers. Since the latter two
preferentially extract information from higher angular frequen-
cies relative to COSEBIs, this could indicate an as yet insignif-
icant limitation in our non-linear modelling, e.g. in the intrinsic
alignment of galaxies. On the other hand given the consistency
between the values of S 8 for COSEBIs, 2PCFs, and band pow-
ers, this could be a result of an unfortunate noise realisation that
affects the higher `-modes.

Due to the tighter constraints of KiDS-1000, the tension in
Σ8 with Planck Collaboration et al. (2018) has increased to 3.4σ,
i.e. a 7 in 10 000 chance of a mere statistical fluctuation between
the low and high-redshift probes assuming Gaussian distribu-
tions (3σ in the less constrained S 8). Whether this discrepancy
is mitigated by extensions to our cosmological model will be
further investigated by Tröster et al. (2020a), but the most ob-
vious routes are unlikely to provide a satisfactory solution. For
instance, KiDS and Planck would be reconciled in significantly
open cosmologies (Joudaki et al. 2017a), but Planck prefers a
positive curvature whose significance is still under debate (see
Efstathiou & Gratton 2020 and references therein). We argue
that the tension with the CMB indeed manifests in the parameter
S 8 (or Σ8 if S 8 retains significant correlations with Ωm), as was
also observed in Tröster et al. (2020b). Bayesian tension mea-
sures that act on the full shared parameter space between KiDS

and Planck are also provided, showing a substantial to strong
evidence for disagreement.

We demonstrate that our constraints are robust to changes in
the calibration procedures of multiplicative calibration in gravi-
tational shear estimates, as well as of the redshift distributions.
The S 8 credible intervals are not significantly affected by these
changes either, which indicates that the KiDS-1000 constraints
are statistics dominated. We also find no unexpected shifts in the
inferred S 8 value when removing baryon feedback from the mat-
ter power spectrum model, when introducing additional flexibil-
ity to the intrinsic alignment model, or when removing all tomo-
graphic bin combinations involving a certain bin from the data
vector. A Bayesian internal consistency analysis of tomographic
bin splits reveals significant tension (up to 3σ) when isolating all
bin combinations involving the second bin, whose signals have
higher amplitude than expected for its mean redshift. This will be
a priority to investigate further in forthcoming work. However,
excluding all elements of the KiDS-1000 data vector dependent
on the second bin does not affect our cosmological constraints,
which we therefore consider robust to this effect.

Looking ahead to the Legacy analysis of the complete KiDS
survey, the statistical power of cosmic shear measurements is go-
ing to further improve thanks to a 35 % increase in sky area and
a second pass in the i-band over the full survey. New, dedicated
VST observations in spectroscopic survey fields will consolidate
the redshift calibration and yield gains especially at redshifts be-
yond unity, unlocking the potential for very high signal-to-noise
cosmic shear signals beyond our current highest-redshift bin.
An upgrade to full multi-band image simulations will improve
both the precision and accuracy of the shear calibration. To-
gether with the innovation and cross-comparison opportunities
provided by the contemporaneous DES and HSC cosmic shear
measurements, we can therefore be optimistic that decisive new
insights into the structure-growth tension will be delivered even
before the next generation of powerful weak lensing surveys will
begin to take data.
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Appendix A: Constraints on all parameters,
additional tables and figures

In this appendix we provide additional material that complement
the findings presented in the main body of the paper. In Sect. 4.1
we showed our main results, focusing mainly on S 8 and Σ8 con-
straints, where we argued that, in general, S 8 does not capture the
best-constrained direction perpendicular to the Ωm–σ8 degener-
acy. Figure A.1 demonstrates our fitting method on band powers,
which we use to find an appropriate α that captures the direction
perpendicular to the degeneracy line. In the right-hand panel we
show the best-fitting σ8 = Σ8(Ωm/0.3)−α (dashed curve) to the
sampled σ8 and Ωm posterior points for the band powers. We
find 0.58 to be the best-fit value for α. In the left-hand panel we
show the resulting Σ8 and Ωm for α fixed to 0.58. Here we calcu-
late Σ8 for each point in the samples separately. Comparing the
left-hand side of this figure with Fig. 6 we see that Σ8 has smaller
correlation with Ωm than S 8.

While we showed best-fit values and credible regions for S 8
and Σ8 in Sect. 4.1, here we provide credible regions for all con-
strained parameters in Table A.1. We note that our constraints for
most parameters are prior-dominated and therefore in the case of
flat priors the credible regions are affected by smoothing and the
sampler reaching the edge of the prior range. In the table we re-
port constrained parameters in bold. To assess which parameters
are constrained, we consider the relative height of the 2σ levels
and the maximum of a one dimensional Gaussian,

Pr(θ = µ ± 2σ)
Pr(θ = µ)

≈ 0.135 , (A.1)

where Pr(θ) is a Gaussian distribution with mean µ and variance
σ2. If the relative amplitude of the marginal distribution for a
parameter between its two extremes and its maximum is smaller
than 0.135 we deduce that this parameter is constrained (this is
done with the binned distributions without any extra smoothing).
With this criterion we see that S 8 and AIA are the only two phys-
ical parameters that are constrained. We do not use this criterion
for the second group of parameters, which are derived from the
first group, since their prior is non-flat. The last group of pa-
rameters in Table A.1 have Gaussian priors; therefore they, by
definition, pass the criterion described above. Their constraints,
however, are very similar to the size of the input Gaussian priors,
hence we do not show them in bold.

Figure A.2 shows marginalised credible regions for all the
sampled cosmological and astrophysical parameters. We show
results for COSEBIs (orange), band powers (pink) and 2PCFs
(cyan). We apply a kernel density estimation (KDE) method
to smooth the distributions. For parameters with poor con-
straints, e.g. Ωbh2, KDE smoothing creates artificial constraints
by smoothing the edges of the distribution where it hits the lim-
its of the flat prior range. In Fig. A.3 we show our constraints
for δz,i = zest

i − ztrue
i (see Sect. 3) and AIA. Here we have shifted

the contours by the ∆z values in Table 1 to centre the prior,
shown in grey, on zero (dashed lines). Any shift from zero for
the δz parameters is indicative of a self-calibration by the cosmic
shear data. We see that the δz contours mostly recover the input
prior and that δz values are consistent with zero within their 1σ
marginal region. The largest deviation is found for the second
tomographic bin, where we see an almost 1σ shift towards neg-
ative values, indicating a preference for a redshift distribution
with a larger mean. This suggests that the shifted SOM redshift
distributions have underestimated the mean of the true redshift of
the galaxies in bin 2. We have seen other indications in the data

for an anomaly in the distribution of the second bin. Our inter-
nal consistency tests (see Appendix B for more details) also flag
the second bin as an anomaly. Nevertheless, in Fig. 7 we showed
that excluding redshift bin 2 has a negligible effect on our final
results.

In Fig. A.2 we see a mild correlation between the δz parame-
ters and the AIA. This correlation decreases for higher redshift
bins where the signal is less affected by intrinsic alignments
of galaxies. Band powers show a preference for a higher AIA
compared to COSEBIs and 2PCFs, with a maximum marginal
value that is 0.53 larger. In our mock analysis, described in Ap-
pendix B.1, we find that a ∆AIA ≥ 0.53 occurs in about 5% of
the noise realisations. We conclude that this difference is a result
of the particular noise realisation in our data, given that all three
summary statistics show consistent constraint for S 8.

In Fig. 9 we compared the KiDS-1000 constraints to a selec-
tion of recent cosmic shear and the Planck results. In Fig. A.4 we
show results for a larger selection of cosmic shear surveys and
also include the reported nominal S 8 constraints by each external
analysis (using various estimates of central values and credible
intervals). We see that the nominal results are, in all cases, very
close to our estimated marginal highest density credible region.
Our cosmic shear results are consistent with all the results shown
here, which all report S 8 values that are smaller than the inferred
value from Planck.

Appendix B: Consistency tests

We perform a number of internal consistency tests on the KiDS-
1000 data at the level of parameter estimates and posteriors. In
Appendix B.1 we detail tests of consistency between the con-
straints from the three different two-point statistics. We follow
the methodology of Köhlinger et al. (2019) to quantify the in-
ternal consistency between different divisions of the data based
on tomographic bins (Appendix B.2). The details of the consis-
tency test with respect to the primordial Planck results are shown
in Appendix B.3. A summary of this appendix can be found in
Sects. 4.3 and 4.4.

Appendix B.1: Consistency between statistics

The two-point statistics that we consider have differing sensi-
tivities to `-scales as shown in Fig. 1. Therefore, despite being
measured from the exact same data set, we do not expect them
to find the same constraints on cosmological parameters. Previ-
ously, seemingly incompatible results from analysis of the same
data with different two-point statistics has been seen. For exam-
ple, the quadratic power spectrum estimator developed by Köh-
linger et al. (2017) yielded a lower value of S 8 compared to the
2PCF analysis on the same KiDS data set (using Data Release
3). In addition, the HSC analysis of Hamana et al. (2020) using
2PCFs found a higher value of S 8 compared to the pseudo-CL
analysis of Hikage et al. (2019). Unlike these previous analy-
ses, here we quantify the level of difference that we expect for
constriants from our summary statistics.

To quantify the expected difference between 2PCFs, band
powers, and COSEBIs we analyse mock data. We produce mock
data by adding noise to a theoretical data vector. We draw the
noise realisations from multivariate Gaussian distributions based
on a cross-covariance between the different statistics. To esti-
mate this cross-covariance we use the Salmo simulations de-
scribed in section 4 of J20.

In Fig. B.1 we show the cross-correlation matrix between
the three two-point statistics showing combinations with redshift
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Fig. A.1. The best-fitting curve of the form σ8 = Σ8(Ωm/0.3)−α and its resulting Σ8. Here we demonstrate the fitting method using band powers.
The dashed curve in the right-hand panel shows the best-fitting function to all samples in the σ8 and Ωm plane for which we find α = 0.58. The
left-hand panel shows the resulting marginal Σ8 posterior against Ωm.

bins 1 and 5. We can see sub-matrices for the auto-correlations
of each of the statistics, as labelled in the figure. The top trian-
gle entries show the level of cross-correlations, while the bottom
triangle shows all the values that exceed ±20% (red for positive
and blue for negative values). We see that our two-point statis-
tics have non-negligible cross-correlations, with highest values
belonging to correlations between ξ− and band powers or COSE-
BIs. The figure also shows negative elements presenting anti-
correlations. These are most pronounced in the case of COSEBIs
and band powers. In addition, we see that many of the elements
of the cross-covariance are small, showing a lack of correlation.
For example, the small-scale ξ± is not used by the other statis-
tics, and also COSEBIs are uncorrelated with the high-` modes
of the band powers.

With this cross-covariance we produce 100 realisations of a
data vector containing COSEBIs, band powers and 2PCFs. We
then divide the data vector and covariance matrix based on each
set of statistics that we used in our fiducial analysis. We ap-
ply the same setup and pipeline as described in Sect. 3 to these
mock data and find parameter constrains. Figure B.2 shows the
resulting distribution of the maximum of the marginals for S 8
(left panel). For comparison we also show a Gaussian distribu-
tion centred on the input S 8 with the averaged standard deviation
of all the chains. The right-hand panel shows the distribution of
the difference between the S 8 posterior modes shown in the left-
hand panel for each pair of two-point statistics given the same
noise realisation.

From the left-hand side of Fig. B.2 we can immediately see
that the distribution for band powers is wider than for COSE-
BIs which in turn is wider than for 2PCFs. This results from the
choice of α for S 8, which is not perpendicular to the σ8 and
Ωm degeneracy for COSEBIs and band powers. As expected,
we find the maximum of the marginal distribution to be biased
with respect to the input S 8 (also see section 6.4 of J20). 2PCFs
show the smallest bias, however they also possess the tightest
distribution, resulting in a similar relative bias compared to their

width (see the discussion on MAP versus maximum marginal
values in Sect. 4.1). On the right-hand side we see that the ∆S 8
between two statistics has a comparable size to the mean dis-
tribution shown in grey. To assess the level of difference that
we expect for ∆S 8, we compare the width of each distribution
with the mean distribution using σ values coming from the two
statistics that are compared. We find that ∆S 8 is only 20 − 30%
tighter than its corresponding mean values, comparing any two
of the statistics. This means that we do not expect to find perfect
agreement between the results of different two-point statistics.
In the KiDS-1000 analysis we find the largest S 8 difference to
be between COSEBIs and 2PCFs. Based on the analysis here we
conclude that this difference of 0.4σ is expected.

To assess the fidelity of this result, we estimated a theoretical
covariance between COSEBIs and 2PCFs for a non-tomographic
analysis and repeated the analysis with mock data produced with
the theoretical cross-covariance. We find consistent results be-
tween this test and the previous one.

Our parameter constraints for σ8 and Ωm in Fig. 6 show that
the ξ± results are shifted along the degeneracy line towards high
σ8 and low Ωm, such that they touch the edge of our prior range.
This seemingly large effect is fully consistent with a noise fluctu-
ation, and among the aforementioned 100 mock realisations we
saw many examples with similar trends. Figure B.3 shows one
such realisation. In some of the other realisations COSEBI or
band power contours are shifted high along the degeneracy direc-
tion. In general, we find that the contours for poorly constrained
parameters can move towards the edge of their prior range pro-
ducing one-sided constraints, while shortening the marginalised
posterior distributions. Given the hard cut at the prior edge, this
will appear as a tighter constraint on a parameter, although it is
fully dependent on the noise realisation. We see another example
of this effect in the KiDS-1000 data in Fig. A.2 where the con-
straints on Abary with band powers appear tighter than the results
of COSEBIs or 2PCFs (also see the ns constraints).
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Fig. A.2. Constraints on sampled cosmological and astrophysical parameters. Results are shown for COSEBIs (orange), band powers (pink) and
the 2PCFs (cyan). We use kernel density estimation to smooth the distributions, which in the case of poorly constrained parameters can produce
artificial constraints near the prior boundaries (for example constraints on h or Ωbh2).

Appendix B.2: Internal consistency of KiDS data

Following the methodology of Köhlinger et al. (2019), we per-
form three tiers of tests on divisions of the data based on splitting
according to tomographic bins and all their cross-correlations.
With the tier 1 test we compare the Bayesian evidence,

Z ≡ Pr(data|M) =

∫
dp Pr(data|p,M) Pr(p|M) , (B.1)

where M is the model under consideration, with parameters p.
The evidence is calculated for two cases: the fiducial run (1-

cosmo henceforth) and an analogous run where the parameters
are duplicated for each split of the data (2-cosmo henceforth). In
the 2-cosmo run each part of the data has its own set of param-
eters to constrain, but the correlations within the data are taken
into account via the data covariance matrix. We compare the ev-
idences using the Bayes factor,

R =
Pr(data|M1)
Pr(data|M2)

=
Pr(M1|data)
Pr(M2|data)

Pr(M2)
Pr(M1)

. (B.2)
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Fig. A.3. Constraints on δz and the intrinsic alignment amplitude AIA. The δz nuisance parameters represent our uncertainty in the mean of the
redshift distributions. The input prior region is shown in grey. The prior for AIA is flat within its boundaries (the full range is between −6 and 6),
while correlated Gaussian priors are used for the δz nuisance parameters (the δz priors are shifted to have a zero mean). Results are shown for
COSEBIs (orange), band powers (pink) and the 2PCFs (cyan).

We assume that the a-priori probabilities of the two models are
equal, Pr(M2) = Pr(M1). With this assumption, the Bayes factor
compares the probability of the models given the data. If R < 1
then M2 is preferred by the data and vice versa. For our internal
consistency test M1 is the 1-cosmo model, where all the param-
eters are shared between the two parts of the data and M2 is the
2-cosmo case.

We use the MontePython package (Audren et al. 2013;
Brinckmann & Lesgourgues 2018) where our internal consis-

tency tests are developed. We find very good consistency be-
tween our MontePython and KCAP likelihood codes (better
than our 0.1σ threshold). Currently, MontePython does not al-
low for sampling over parameters with non-flat priors. To cir-
cumvent this issue it is common practice to include the prior in
the likelihood values. This can result in biased estimates of Z for
non-flat priors. In our fiducial chains the δz shifts have a Gaus-
sian prior (as does δc for the 2PCFs). In Sect. 4.2 we showed that
fixing these to their fiducial value has little impact on the con-
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Table A.1. Marginal constraints on all model parameters.

COSEBIs Band Power 2PCFs
Best fit + PJ-HPD Max + marginal Best fit + PJ-HPD Max + marginal Best fit + PJ-HPD Max + marginal

S 8 0.759+0.024
−0.021 0.758+0.017

−0.026 0.760+0.016
−0.038 0.761+0.021

−0.033 0.764+0.018
−0.017 0.765+0.019

−0.017

Ωch2 0.118+0.034
−0.054 0.105+0.056

−0.033 0.107+0.078
−0.027 0.132+0.063

−0.040 0.079+0.032
−0.012 0.088+0.024

−0.021

Ωbh2 0.026+0.000
−0.005 0.023+0.002

−0.003 0.026+0.000
−0.005 0.022+0.002

−0.002 0.019+0.005
−0.000 0.023+0.002

−0.002

h 0.767+0.047
−0.065 0.727+0.065

−0.045 0.640+0.124
−0.000 0.704+0.087

−0.025 0.666+0.110
−−0.001 0.711+0.066

−0.042

ns 0.901+0.100
−0.055 0.949+0.082

−0.065 1.001+0.043
−0.108 0.999+0.059

−0.091 0.927+0.093
−0.049 0.928+0.068

−0.068

AIA 0.264+0.424
−0.337 0.389+0.354

−0.413 0.973+0.292
−0.383 0.917+0.332

−0.357 0.387+0.321
−0.374 0.370+0.364

−0.339

Abary 2.859+0.199
−0.497 2.558+0.352

−0.316 3.130+0.000
−0.623 2.842+0.231

−0.402 2.816+0.046
−0.611 2.583+0.275

−0.388

σ8 0.838+0.140
−0.141 0.772+0.146

−0.123 0.730+0.116
−0.134 0.723+0.124

−0.130 0.887+0.084
−0.107 0.895+0.095

−0.095

Ωm 0.246+0.101
−0.060 0.253+0.088

−0.074 0.326+0.115
−0.077 0.313+0.088

−0.094 0.223+0.065
−0.033 0.211+0.051

−0.038

As 2.422+5.379
−1.238 1.134+1.907

−0.816 2.095+2.011
−1.354 0.822+1.237

−0.597 4.300+2.445
−1.903 2.866+2.217

−1.305

δz1 0.002+0.009
−0.011 0.003+0.009

−0.012 0.002+0.008
−0.012 0.003+0.008

−0.012 0.002+0.009
−0.010 0.003+0.009

−0.011

δz2 0.009+0.011
−0.010 0.009+0.010

−0.011 0.011+0.014
−0.008 0.009+0.011

−0.009 0.009+0.012
−0.009 0.009+0.010

−0.011

δz3 −0.014+0.010
−0.009 −0.016+0.011

−0.009 −0.013+0.011
−0.009 −0.015+0.011

−0.009 −0.018+0.008
−0.011 −0.018+0.010

−0.009

δz4 −0.016+0.007
−0.008 −0.016+0.008

−0.007 −0.016+0.007
−0.009 −0.016+0.007

−0.008 −0.014+0.008
−0.008 −0.014+0.008

−0.008

δz5 0.007+0.010
−0.007 0.008+0.007

−0.010 0.007+0.008
−0.009 0.007+0.008

−0.009 0.007+0.008
−0.009 0.007+0.009

−0.008

104δc - - - - −0.006+1.936
−2.371 −0.205+2.386

−1.935

Notes. We show two sets of estimates for each parameter and the three two-point statistics employed in this work. The estimates are the maximum
posterior of the full multivariate distribution (MAP) together with the projected joint highest posterior density (PJ-HPD) interval, and the maximum
of the one-dimensional marginal distributions with the marginal highest density credible interval (CI). In the first block of parameters we show
estimates in bold, if they are constrained on both sides given the criterion in the text. For parameters that are only constrained on one side we show
only the corresponding error in bold.

straints (the no σz case). Given this limitation in MontePython
and the negligible impact of the δz shifts, we fix these parameters
(and δc for the 2PCFs), for both 1 and 2-cosmo runs.

Given a high-dimensional parameter space, it is difficult to
estimate the evidence accurately. Alternative methods to Multi-
Nest have been proposed which aim to provide a more reliable
value for Z (e.g. Polychord, Handley et al. 2015). These al-
ternatives are however several times slower than the MultiNest
runs; thus we estimate the evidence from the MultiNest output
using two methods: the standard approach employing the poste-
rior sample (trad.) and an importance nested sampling (import.)
version generated automatically by MultiNest. To estimate the
traditional method we use the anesthetic processing tool (Hand-
ley 2019). We find that in general the differences between these
estimates of Z are larger than their associated errors, while it
is not clear which one is closer to the truth. To assess this, we
run one Polychord chain for a case where we found the largest
difference between the traditional and importance sampling val-
ues. We find that the Polychord estimate of log10 Z is in-between
these two values. Therefore, we report the Bayes factor for both
of these estimates.

Lemos et al. (2020) suggested using suspiciousness, S , in-
stead of the Bayes factor for the tier 1 test, as it has much re-
duced sensitivity to the volume of the prior. This is particularly
useful for the tier 1 test as the 2-cosmo model is inherently pe-
nalised due to the doubling of parameter space. We show ln S
values for all cases, but refrain from translating them into the
popular τσ measure. To do so, we need a robust estimate of the
effective number of parameters, NΘ, for both the 1-cosmo and
2-cosmo runs. In section 6.3 of J20 we see that the dimension-
ality measure which has so far been used in conjunction with

suspiciousness is in general a biased estimator of NΘ. The other
methods suggested in J20 involve running multiple computation-
ally expensive chains. Therefore, here we only report the values
for ln S and leave their further interpretation to future work.

With the tier 2 test we consider the posterior of the differ-
ence between the two instances of the same parameters that re-
sult from the 2-cosmo analysis. We count the fraction of samples
in this distribution with lower density than the posterior density
at the origin19, where the results for both sections of the data
are perfectly matched. The smaller this fraction the less likely
it is to have agreement between the two parts of the data. This
fraction is then cast into an τσ value based on the fractional dif-
ferences between the peak and the tails of a one dimensional
Gaussian distribution (more details in section 2.2 of Köhlinger
et al. 2019).

The only fully constrained parameters with KiDS-1000 data
are S 8 (or Σ8) and AIA, as discussed in Appendix A. Hence, for
the tier 2 tests we only consider the marginal distributions for
these two parameters and their combinations.

Table B.1 lists the tier 1 results in the left columns and the
tier 2 results on the right. We report values for all three two-point
statistics. Similar trends can be seen for the results of COSEBIs,
band powers and 2PCFs. In all cases redshift bin 2 stands out,
whereas the remaining tests return values consistent with noise.
In this case the tier 1 test shows a negative log10 R indicating a
preference for the 2-cosmo model. We use Jeffreys’ scale to in-
terpret the significance of the measured log10 R, and find it to
show strong to decisive evidence for the 2-cosmo model, de-

19 The posterior at the origin is estimated from a fit to the sampled pos-
terior, using a kernel density estimation with a Gaussian.

Article number, page 24 of 32



Asgari, Lin, Joachimi et al.: KiDS1000 cosmic shear

Table B.1. Tier 1 (left) and tier 2 (right) test results for COSEBIs, band powers (BP) and 2PCFs.

data split log10 R(trad.) log10R(import.) ln S ∆(S 8, AIA) ∆(S 8) ∆(AIA)
C

O
SE

B
Is

z-bin 1 vs. all others 0.57 1.12 0.22 0.7σ 1.4σ 0.1σ
z-bin 2 vs. all others −1.89 −1.56 −8.82 2.2σ 2.7σ 2.1σ
z-bin 3 vs. all others 1.69 2.47 0.14 0.1σ 0.1σ 0.5σ
z-bin 4 vs. all others 0.95 1.82 −2.06 1.2σ 1.1σ 1.4σ
z-bin 5 vs. all others 0.82 1.47 −2.77 1.3σ 1.3σ 1.2σ

B
P

z-bin 1 vs. all others 0.05 0.65 −0.25 1.6σ 2.0.σ 0.4σ
z-bin 2 vs. all others −2.46 −1.76 −9.61 2.8σ 3.0σ 1.5σ
z-bin 3 vs. all others 1.56 2.26 0.23 0.1σ 0.2σ 0.1σ
z-bin 4 vs. all others 0.05 0.75 −3.64 1.5σ 1.6σ 1.5σ
z-bin 5 vs. all others 1.25 2.00 −0.75 1.0σ 0.8σ 1.4σ

2P
C

Fs

z-bin 1 vs. all others 1.20 2.00 0.99 0.3σ 1.1σ 0.1σ
z-bin 2 vs. all others −2.07 −1.23 −9.92 2.2σ 2.4σ 2.1σ
z-bin 3 vs. all others 2.35 3.13 0.42 0.7σ 1.2σ 0.5σ
z-bin 4 vs. all others 0.69 1.14 −4.65 0.9σ 1.1σ 1.2σ
z-bin 5 vs. all others 0.78 1.61 −3.93 1.0σ 0.7σ 1.5σ

Notes. The data split is done by separating a tomographic bin and all its cross-correlations from the rest of the data. The sampled parameters are
duplicated and each part of the data is allowed to constrain one set, while the cross-correlations within the data are taken into account through
their covariance matrix. The δz parameters are fixed to the mean of their prior for both parts of the chain (see the discussion in the text). The error
on the estimated Bayes factor log10 R and the suspiciousness ln S is about 0.05 for all cases. We show log10 R for both the traditional (trad.) and
importance nested sampling (import.) methods. The tier 2 results measure the significance of the differences between the marginalised distributions
of the duplicated parameters indicated in the table heading.

pending on the statistics and the method used to estimate the
evidences. The tier 2 test corroborates this result. We see that the
parameter differences for this separation of the data are larger
than all the other cases, with up to20 3σ.

To better understand the origin of the inconsistency between
the second tomographic bin and all others, we compare the trans-
lated posterior distributions (TPD, Köhlinger et al. 2019, section
2.3) that are produced from the 2-cosmo chains. We make pre-
dictions for all bins using the TPDs and compare them with the
data. Figure B.4 shows results for band powers. We choose band
powers here as their data points are considerably less correlated
compared to COSEBIs or 2PCFs, facilitating a visual inspection.
The TPDs of bin 2 and its cross-correlations are shown in red,
while the TPDs of all other bins are presented in blue. The width
of the curves show the standard deviation of the TPDs. We see
that the first bin and its cross-correlations, owing to their very
low signal-to-noise, cannot distinguish between the two sets of
TPDs, whereas for other pairs of redshift bins the two TPDs are
clearly separated. The inconsistency of the bin 2 results with all
other bins is clear here, with the former having larger signals
than expected for their redshift distributions.

A reasonable explanation for this discrepancy is that a small
but high-redshift population of galaxies has contaminated the
second bin. We expect a higher signal for higher-redshift galax-
ies, as their light passes more structures before reaching us
producing stronger correlations between their observed shapes.
Since here we have no freedom to change the redshift distribu-
tions, the model is forced to increase the amplitude of the power
spectra to compensate for the higher amplitude in correlations
with bin 2. This is done via varying both AIA and S 8 as can be
seen in Fig. B.5. This figure illustrates the tier 2 results, compar-

20 We have seen even more significant differences when including some
of the poorly constrained parameters. For example, when comparing
the parameter estimates for ∆(S 8, AIA,Ωm) we find differences of up to
3.6σ, however as Ωm is not significantly constrained by our data, this
more significant value may just be a result of additional fluctuations in
the noise.

ing the constraints for the parameters obtained from bin 2 and
its cross-correlations (orange) with the rest of the data (blue).
We show marginal distributions for the subset of parameters, σ8,
Ωm and AIA. In Fig. A.3 we saw that the largest δz shift belonged
to this bin. Including these shift parameters can mitigate these
inconsistencies to some extent.

In Sect. 4.2 we evaluated the impact of removing the second
bin from the analysis and found its effect on our final results to
be negligible. Consequently, we do not exclude this bin from our
fiducial analysis (also see the discussion in Sect. 4.3). Regard-
less, due to the excess signal in bin 2, including it in the analysis
can only serves to increase the value of S 8 and decrease the ten-
sion with Planck.

Appendix B.3: Quantifying tension with Planck

In Sect. 4.4 we reported the tension in the marginal distributions
of S 8 and Σ8 for COSEBIs. Here we use a similar methodology
to the tier 1 test in Appendix B.2 to quantify the inconsistency
between KiDS-1000 and Planck, also using COSEBIs, which
are chosen owing to their better goodness-of-fit to the model.

We compare the evidence for a single set of cosmological
parameters for both KiDS-1000 and Planck by running a joint
chain (1-cosmo) with the evidences found for their separate anal-
ysis (2-cosmo). The only difference here is that the two data sets
are independent, allowing us to use the respective fiducial chains
for the 2-cosmo runs. The Bayes factor can now be written as,

R =
Pr(KiDS-1000 and Planck|M1)

Pr(KiDS-1000|M2,K) Pr(Planck|M2,P)
, (B.3)

where M1 is the model with shared parameters between KiDS-
1000 and Planck, while M2 is the model with separate parame-
ters for KiDS (M2,K) and Planck (M2,P). We find log10 R = −1.15
(strong) using evidences from importance nested sampling and
log10 R = −0.54 (substantial) with the standard nested sampling
method, both showing a preference for M2, i.e. tension between
KiDS-1000 and Planck. We also report the suspiciousness value,
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5. KV450 gold (Wright et al. 2020)
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7. KV450+DES-Y1 2PCFs (Joudaki et al. 2020)

8. DES-Y1 (Troxel et al. 2018)

9. HSC-Y1 pseudo-C` (Hikage et al. 2019)

10. HSC-Y1 2PCFs (Hamana et al. 2020)

11. Planck 2018 TT,TE,EE+lowE

S8 ≡ σ8(Ωm/0.3)0.5

PJ-HPD Marginal HPD Nominal

Fig. A.4. Comparison between S 8 constraints of different surveys (ex-
tended version of Fig. 9). The top three group of bars show our KiDS-
1000 results, for COSEBIs, band powers and 2PCFs. The green bars
show the constraints from other cosmic shear surveys and the red ones
refer to Planck 2018 results. The solid bar in each set shows the pro-
jected joint highest posterior density (PJ-HPD) credible region encom-
passing 68.3% of all sampled points (with the multivariate maximum
posterior where determined). We do not show the PJ-HPD region for
Joudaki et al. (2020) and Hamana et al. (2020) as their public chains,
by default, do not include the value of the posterior that is essential to
calculating this interval. The dot-dashed bar displays the 1σ credible re-
gion around the maximum of the marginal distribution of S 8 (Marginal
HPD). For the external results we plot a third bar (dotted) showing their
nominal reported values.

ln S = −2.94 but find a negative value for the difference between
the dimensionality of the 1-cosmo and 2-cosmo runs, although
we expect a positive value. As discussed in Appendix B.2, the
estimated values of dimensionality are generally biased with re-
gards to the effective number of degrees of freedom as read off
from the sampling distribution of the minimum χ2. As a result
we are unable to cast this result into the more intuitive τσ mea-
sure.

Appendix C: Impact of survey pixel size on the size
of constraints

To calculate covariance matrices, we need to estimate the effec-
tive area, Aeff , of the observed images; see Joachimi et al. (2020),
appendix E, for the details of the covariance model. The value
of Aeff depends on the assumed pixel size, since we use a bi-
nary mask. The shape noise term is independent of Aeff , since
this term is estimated using the effective number of galaxy pairs.
There are two other Gaussian terms in the covariance matrix
which are impacted by the choice of Aeff . For the cosmic variance
(also known as sample variance) and the mixed terms the covari-
ance scales approximately with the inverse of Aeff . However, in
the case of the mixed term, we include the effective number den-
sity of galaxies, neff , which in turn depends on the effective area.

Fig. B.1. Cross-correlation matrix between COSEBIs (En), band pow-
ers (CE,l) and 2PCFs (ξ±) from Salmomocks. The top triangle shows the
cross-correlation values corresponding to the colour-bar. The bottom tri-
angle highlights the entries with more than 20% (red) or less than −20%
(blue) correlation. We show results for tomographic bin combinations
of the lowest and highest redshift bins only, i.e. three blocks per statistic
containing the bin combinations 1-1, 1-5, and 5-5.

We scale neff with respect to Aeff to keep the total number of
galaxies in each tomographic bin constant and independent of
the effective area. As a result, the only Gaussian term that is im-
pacted by Aeff is the cosmic variance term. J20 argue for using
the effective area of a survey with the same extent as KiDS-1000
but without the very small scale masks to calculate this term. One
way to achieve this is by lowering the resolution of the mask, as
we implement here.

Figure C.1 shows marginal constraints for S 8 with the fidu-
cial priors used in our analysis. Noise-free mock data is used to
assess the impact of the pixel size. We consider three different
resolutions of the survey mask: at the OmegaCam pixel size, re-
sulting in Aeff = 777.4 deg2; using HealPix with Nside = 4096
(Aeff = 867.0 deg2); and using HealPix with Nside = 2048
(Aeff = 904.2 deg2). The survey masks consider a pixel as ob-
served, if some fraction of the sky area covered by it has un-
masked imaging, which explains the increase in area as the res-
olution becomes coarser. Here we have kept the area for the sub-
dominant non-Gaussian terms fixed to Aeff = 867.0 deg2 and
included the m calibration covariance terms which are indepen-
dent of the area.

We see that the constraints are not significantly impacted by
the effective area. Both the standard deviation of the sampled
points and the peaks of the marginal distributions are unchanged
well within our error margin of 0.1σ. In figures 10 and 11 of J20
we see that the diagonal terms in the cosmic shear covariance
matrix are dominated by the noise term, whereas the diagonals
of the sub-matrices are dominated by the mixed term. Therefore,
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Fig. B.2. Distribution of inferred S 8 values from 100 realisations of the data vector sampled from the covariance matrix. Left: The distribution of
the maximum of the marginal distribution for S 8. Results are shown for COSEBIs (orange), band powers (pink) and 2PCFs (cyan). For comparison
we show a Gaussian distribution centred at the input value of S 8 and a standard deviation equal to the mean of the individual standard deviations
for each realisation and set of two-point statistics (grey dashed curve). Right: The difference between the S 8 posterior modes of pairs of two-point
statistics (as indicated in the legend) given the same noise realisation. The same reference Gaussian distribution is shown in grey (dashed curve)
but centred on zero.

this result is expected. In all three cases the maximum marginal
value of S 8 is slightly biased towards smaller values, while the
projection of the maximum posterior recovers the input.

Appendix D: Modelling residual constant c-terms

The measured ellipticities of galaxies can be biased by an addi-
tive term, usually dubbed the c-term. In our data we correct for
a constant overall c-term for each of the ellipticity components
(see G20 for more details). There is an uncertainty on this pa-
rameter, such that there could be some residual signal from the
term that remains in the data. We are able to marginalise over
this uncertainty using additional free parameters. In our analy-

sis we considered a single additive parameter δc = ±

√
c2

1 + c2
2

which only affects ξ+. The other statistics that we consider are
unaffected by this constant additive terms (to very good approx-
imation in the case of band powers); however, they can still be
affected by c-terms due to survey boundary effects. Here we first
look at how ξ− is impacted by a constant c1 and c2, and then
propagate through to COSEBIs and band powers.

Under a flat-sky approximation we can write the correlation
functions as,

ξ̂+(θ) = 〈εa,1εb,1 + εa,2εb,2〉(θ) , (D.1)

ξ̂−(θ) = 〈(εa,1εb,1 − εa,2εb,2) cos(4φ)
+ (εa,1εb,2 + εa,2εb,1) sin(4φ)〉(θ) ,

where εa,1 and εa,2 are the Cartesian ellipticity components of a
galaxy and φ is the polar angle of the vector connecting the two
galaxies, labelled as a and b. The average is taken over all pairs
of galaxies with separation angle within a defined θ-bin.

Let us assume that the observed ellipticity is only biased by
the c-terms, c1 and c2, and write the observed ellipticity as,

εobs
i = εi + ci , (D.2)

where i = 1, 2. We can now find the observed ξ± by replacing εi
with εobs

i in Eq. (D.1),

ξ̂obs
+ (θ) = ξ̂+(θ) + c2

1 + c2
2 , (D.3)

ξ̂obs
− (θ) = ξ̂−(θ) + (c2

1 − c2
2)〈cos(4φ)〉(θ) + 2c1c2〈sin(4φ)〉(θ) ,

where we set 〈εi〉 = 0. For a finite field 〈cos(4φ)〉(θ) and
〈sin(4φ)〉(θ) do not vanish and their values depend on θ. There-
fore, we expect to get a small contribution from the c-terms to
ξ−. We note that ξ× is also similarly affected by the c-terms and
an analogous equation can be written for this correlation.

Both COSEBIs and band powers are defined as integrals over
ξ±, therefore we can propagate the effect of the c-terms using
Eq. (7) and (10). As a constant additive term is filtered out for
these statistics, only the ξ− terms remain. First we define ξc

−(θ) :=
ξ̂obs
− (θ) − ξ̂−(θ). We can then write,

Ec
n ≡ Eobs

n − En = Bn − Bobs
n (D.4)

=
1
2

∫ θmax

θmin

dθ θ T−n(θ) ξc
−(θ) ,

and

Cc
E,l ≡ C

obs
E,l − CE,l = CB,l − C

obs
B,l (D.5)

≈
π

Nl

∫ ∞

0
dθ θ T (θ) ξc

−(θ) gl
−(θ) .
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Fig. B.3. Marginal posterior from mock data displaying a similar de-
generacy to the real KiDS-1000 data (compare with Fig. 6). The input
values for σ8 and Ωm are shown with the dashed lines. These are results
for one of the 100 mock realisations that we analysed. In the same set of
realisations we find a number of similar results, with shortened contours
for one or more of the statistics.

In practice, to marginalise over the effect of the c-terms on ξ−,
COSEBIs and band powers, we need to let both c1 and c2 vary
independently. Here we have assumed that the c-terms are con-
stant within the survey and as such they can be taken out of the
integrals in Eq. (D.4) and (D.5) to yield

Ec
n =

1
2

(c2
1 − c2

2)
∫ θmax

θmin

dθ θ T−n(θ)〈cos(4φ)〉(θ) (D.6)

+ c1c2

∫ θmax

θmin

dθ θ T−n(θ)〈sin(4φ)〉(θ) ,

and

Cc
E,l ≈(c2

1 − c2
2)

π

Nl

∫ ∞

0
dθ θ T (θ) gl

−(θ)〈cos(4φ)〉(θ) (D.7)

+ 2c1c2
π

Nl

∫ ∞

0
dθ θ T (θ) gl

−(θ)〈sin(4φ)〉(θ) .

To model the effect of the c-terms for ξ−, we can use the posi-
tion of galaxies in the data to measure the expectation value of
cos(4φ) and sin(4φ), or the integrals containing them in Eq. (D.6)
and (D.7) in the case of COSEBIs and band powers. We can then
use these values as inputs to model ξc

−, Ec
n/Bc

n and Cc
E/B,l. This

can be done by running the same tree-code used to measure the
2PCFs with two separate runs where the ellipticities of galaxies
are replaced by two sets of constant values.

We estimate that this effect on COSEBIs, band powers and ξ−
for the KiDS-1000 data is smaller than 1% compared to the size
of the error bars, where we used values for c1 and c2 taken from
the 5σ limits of their estimated errors (see G20, section 3.5.1).
Since 〈cos(4φ)〉(θ) and 〈sin(4φ)〉(θ) are non-zero due to survey
boundaries and masks, the effect of the constant c-term is scale-
dependent (increases with θ). In Fig. D.1 we show this effect for

COSEBIs, Ec
n, with respect to the expected error on the mea-

sured COSEBIs through the covariance matrix Cnn, which we
have used in our fiducial analysis. Here we have used a KV450
footprint and expect this effect to be even less significant if a
KiDS-1000 footprint is employed.

For larger surveys with contiguous coverage these terms
should be small given angular scales that are well within the
survey area. However, the measurement errors also decrease
for these surveys. Therefore, their importance needs to be re-
evaluated for future surveys.

Appendix E: Distribution of the amplitude of
COSEBIs in Salmo simulations

We measure COSEBI E- and B-modes from the Salmo simu-
lations described in Joachimi et al. (2020, section 4) and com-
pare their distribution to a Gaussian with the same mean and
variance using a Kolmogorov-Smirnov (KS) test. Fig. E.1 shows
the p-values associated with this test. This figure can be con-
trasted with figure 17 in J20, where ξ+ shows a low p-value for
its largest two θ-bins over all redshift bin combinations. The dis-
tributions of the COSEBI B-modes are consistent with Gaussian
distributions, whereas there are a few smaller p-values (shown in
hues of red) for the E-modes, with a minimum of 0.01. Consid-
ering Fig. 1, we expect to get a similarly Gaussian distribution
for COSEBIs as for ξ−(θmax). In the Salmo simulations the dis-
tribution of ξ− is perfectly Gaussian. The p-values for ξ+(θmax)
on the other hand go as low as 10−4, therefore the significance of
their non-Gaussianity is much higher.

Given this marginally non-Gaussian result for some of the
COSEBIs modes for certain pairs of redshift bins, we test the
distribution of their χ2 values in the simulations (comparing each
mock En with their mean value over all mocks) and find that to
be consistent with a χ2 distribution with the correct degrees of
freedom (p-value= 0.8). Given these results, we conclude that
the full distribution of COSEBIs is close enough to a Gaussian.
For a likelihood analysis the χ2 is the quantity that is used and
therefore the assumption that it is χ2-distributed is of more im-
portance than the Gaussianity of the individual COSEBIs modes.
With more simulations we can resolve whether or not the slightly
low p-values persist.

Appendix F: Changes after unblinding

Our blinding strategy is described in Kuijken et al. (2015). Prior
to unblinding our data, we ran all the fiducial chains using a
covariance matrix calculated with the fiducial set of model pa-
rameters used in J20. Since our blinding strategy allowed for
comparing relative constraints between different setups, without
major changes to the conclusions, we ran all of the systematics
and internal consistency chains for one of the blinds only.

After unblinding we re-ran the systematics and internal con-
sistency chains for the correct blind without changing the cos-
mological parameters used in the covariance matrix. After un-
blinding we changed the definition of δc to take both positive
and negative values and re-ran the 2PCFs chains. This update
only impacted the results at a level consistent with variations be-
tween different chains.

For our fiducial results we repeated the likelihood analysis
with an updated covariance model based on the best-fit parame-
ters of Heymans et al. (2020). These chains were run after the un-
blinding to test the effect of an iterated covariance model, which
had a negligible impact (less than 0.1σ) on our constraint of S 8.
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Fig. B.4. Band power data compared to the best-fit model from the internal consistency test that isolates all bin combinations involving the second
tomographic bin. The red curves show the translated posterior distributions (TPDs) resulting from the second bin and its cross-correlations. The
blue curves are the TPDs derived from the remainder of the tomographic bins and their combinations. The shaded bands around the curves show
their standard deviations.

The combined chain with Planck used in our external consis-
tency test was also run after the unblinding, with the iterated
covariance matrix.
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Fig. B.5. Marginal posteriors using band powers in the internal con-
sistency test that isolates all bin combinations involving the second to-
mographic bin. The test duplicates the sampling parameters (with fixed
δz) and assigns them to the two parts of the data vector. The orange
contours refer to the split including the second bin and all its cross-
correlations, while the blue ones present the constraints from the the
remainder of the redshift bins (and their cross-correlations). The cross-
covariance between the two parts of the data are included via the data
covariance matrix. Other divisions of the data show much more consis-
tent results.

Fig. C.1. Impact of mask pixel size on S 8 constraints with mock
data. The covariance matrices are calculated using the effective areas
determined with the OmegaCam pixel size (red solid), HealPix with
Nside = 4096 (blue dotted) and HealPix with Nside = 2048 (green
dashed). The mock data is noise free and the dashed line shows the
input S 8 value.
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Fig. D.1. Effect of a constant additive shear bias on COSEBIs. Ec
n is calculated for two extreme cases where c1 = 5σ and c2 = ±5σ of their allowed

range for KiDS-1000 (Eq. D.6). Here we use a KV450 footprint which results in a larger effect than KiDS-1000.
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Fig. E.1. Distribution of COSEBI E- and B-modes in Salmo simula-
tions, as a function of tomographic bin combination and COSEBI mode.
The plot shows the p-value of a Kolmogorov-Smirnov test of the sam-
pling distribution from 1000 mocks compared to a Gaussian. The min-
imum p-value that we find is 0.01, showing a marginally non-Gaussian
distribution.
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