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Supporting information for Chapter 2: High-pressure CO electroreduction at silver produces ethanol and propanol

A.1. Supporting experimental

A.1.1. Chemicals
All solutions were prepared by dissolving appropriate amounts of chemicals, used as received unless otherwise indicated, in high purity Milli-Q water (Millipore, 18.2 MΩ cm). All experiments were conducted in 300 mL 0.5 M KOH (99.95%, Alfa Aesar) electrolyte purged and pressurized with carbon monoxide (Linde, 4.7), whilst the counter electrode compartment was purged with nitrogen (Linde, 2.0).

A.1.2. Electrochemistry
Potentials were controlled via either a Solartron (Energylab XM with 2A booster) or Autolab (PGSTAT302N) potentiostat in a three-electrode configuration. Solution resistances were determined via impedance before the start of the experiment and at regular intervals during the measurement, but reported potential values are not corrected for ohmic drop. High-pressure electrochemical cell and product detection. A home-made three-compartment electrochemical cell designed to fit inside an autoclave (Premex, Hastelloy C22, 600 mL) was used for all experiments reported in this work (Figure A.1). The autoclave had a total of three gas inlets (CE compartment, WE compartment topside (not used) and WE backside) and two gas
Figure A.1: Schematic of the high-pressure setup.
outlets (CE and WE compartment outlets). The inlets of the autoclave were attached to calibrated mass flow controllers (Brooks, Delta Smart II) connected to their respective gas bottles, whilst the outlet was attached to a back-pressure regulator (Equilibar) to regulate pressure inside the reaction chamber and allow for constant flow. Outflows of excess gases for counter and working compartments were united downstream, but the existence of a constant net positive flux for both compartments prevented mixing at points located upstream. After, exhaust gas was led through a dehumidifier (Perma Pure, MD-050-24S-2) prior to being introduced into a gas chromatograph (G.A.S, CompactGC 4.0).

The electrochemical cell was comprised of two sections: a bottom and a top half. The lower half contained the electrochemical cell and consisted of a cylindrical PTFE beaker that was machined to precisely fit the bottom of the autoclave. The top half of the cell was affixed to the top of the autoclave, and housed a series of machined plastic pieces that extended down into the PTFE beaker upon assembly. Specifically, the top contained a total of five elements: separate housings for both the counter (Figure A.1, A) and reference electrodes (Figure A.1, C), a machined component capable of flowing gases along the back of the working electrode into the reaction vessel (Figure A.1, D), a vertical stirring rod (Figure A.1, B), and a final piece of 3D printed solid plastic (3D printed with Form labs 2 SLA 3D printer using FLGPC02 resin) that was shaped so as to fill the empty spaces in-between the other components above the electrolyte level (Figure A.1, yellow sections). Electrical contact with the outside was established via pass-through Swagelok fittings located in the top of the autoclave.

The counter electrode (platinum mesh, 99.9%, Alfa Aesar) was housed in a rectangular enclosure made out of PEEK with an internal volume of ca. 20 mL. The anolyte was isolated from the rest of the cell via an anion exchange membrane (AEM, Fumasen, FAB-PK-130) of ca. 7 cm². The anolyte was constantly purged with nitrogen to facilitate mixing and the removal of bubbles, whilst also serving as an internal standard for gas quantification. The membrane separating the two compartments was replaced daily, or alternatively after each experiment (for experiments > 12 h).

A home-made Ag/AgCl wire in contact with KCl solution made up the reference electrode. Prior to each experiment the AgCl layer was renewed by submerging the silver wire (99.9%, Alfa Aesar) in a 0.1 M HCl solution (Ph. Eur., Merck) and applying a current of +20 mA for 20 seconds vs. a Pt wire to form a silver chloride overlayer, which is the electrochemical equivalent of some commonly employed\cite{1, 2} chemical treatments to generate a AgCl layer. Then, the wire was thoroughly rinsed with Milli-Q water, after which it was submerged in a machined Luggin capillary made from Kel-F containing ca. 10 mL AgCl saturated (0.16 M) 3 M KCl solution (Merck). The tip of the Luggin capillary was located in close proximity to the bottom-half of the working electrode surface (ca. 1 mm away) and terminated with a PEEK frit with 2 μm pores (Idex, A-710) to separate the working electrolyte from the reference solution. The working electrode assembly was comprised of an open-ended hollow rod that allowed for gases to be introduced to the reaction vessel. Electrical contact with the working electrode was established through the backside of the WE via a...
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A.1.3. IR drop determination

Solution resistances were determined at the start of each experiment via impedance spectroscopy near the open circuit potential and assumed to be equal to the measured real impedance at 10 kHz[3], which varied between 4.8 and 5.5 Ω for all experiments reported in this work. Potentials as we report them ($V$ vs. $Ag|AgCl|KCl_{3M}$) can be converted to the reversible hydrogen electrode (RHE) scale via Equation A.1, and the ohmic resistance compensated to obtain the ‘real’ interfacial potential via Equation A.2 where conventional signage for cathodic (negative) and anodic (positive) current applies. Using a standard potential of $E^{3M}_{Ag|AgCl} = +0.21 \text{ V vs. SHE}$, a pH of 13.7 for our 0.5 M KOH electrolyte, an $R$ value of 5 Ω, and $-0.5 \text{ A}$ of current at the most negatively applied potential of $-4.5 \text{ V}$ (see Figure A.6, considering $1 \text{ cm}^2$ of area), we obtain a ‘real’ potential of ca. $-1 \text{ V vs. RHE}$.

$$V \text{ vs. RHE} = V \text{ vs. } Ag|AgCl|KCl_{3M} + E^{3M}_{Ag|AgCl}(V) + pH \times 59.1 \times 10^{-3}(V) \quad (A.1)$$

$$V_{real} = V_{applied} - i(A) \times R_u(\Omega) \quad (A.2)$$

A.1.4. Cleaning

Organic and metallic contaminants were removed from the cell body by submerging in acidified (0.5 M $H_2SO_4$, Ph. Eur, Merck) permanganate solution (1 g · L$^{-1}$ KMnO$_4$, Baker Chemicals) for a minimum of 12 h, which was rinsed with dilute piranha solution followed by thorough rinsing with Milli-Q water prior to use. The upper compartment housing the electrode compartments were cleaned by storing in Milli-Q water and rinsing them prior to use. All parts of the cell in direct contact with electrolyte were made of various chemically inert polymers (PTFE, PEEK or Kel-F), to prevent metal ion leaching by the highly alkaline electrolyte.

A.1.5. Product analysis

The gaseous cell exhaust was sampled at regular intervals (1 to 6 times/hr) via gas chromatography, with the sampling frequency depending on reactant gas inflow ($15−150 mL_n\cdot min^{-1}$) with lower flows (and less frequent sampling intervals) being used for experiments that necessitated longer reaction times (i.e. lower currents). The addition of a known flow of inert gas (nitrogen) was used as an internal standard to calculate the flows of the individual components. After each experiment, a liquid sample was taken from the catholyte and analyzed via NMR with DMSO as an internal standard similar to the procedure as described by Kuhl et al.[3]
A.2. Control experiments to verify product origin

Two measurements were performed so as to verify that the origin of products is electrochemical in nature, with the electrolyte composition investigated via NMR for products (Figure A.2). Firstly, the reactor was set up identically as discussed previously and pressurized to 40 barg of CO, including continuous gas flow. However, no potential was applied to the WE. This condition was kept for > 60 hours, and the 'electrolyte' was analyzed for products (Figure A.2a). In this instance, two liquid (and no gaseous) products discussed in the main text were observed: formic acid and acetic acid. Formic acid formation from CO + OH\(^-\) has been addressed in the

Figure A.2: NMR spectra control experiments.

A.2. Control experiments to verify product origin

Two measurements were performed so as to verify that the origin of products is electrochemical in nature, with the electrolyte composition investigated via NMR for products (Figure A.2). Firstly, the reactor was set up identically as discussed previously and pressurized to 40 barg of CO, including continuous gas flow. However, no potential was applied to the WE. This condition was kept for > 60 hours, and the 'electrolyte' was analyzed for products (Figure A.2a). In this instance, two liquid (and no gaseous) products discussed in the main text were observed: formic acid and acetic acid. Formic acid formation from CO + OH\(^-\) has been addressed in the
main text, but the fact that we see acetic acid is peculiar. Although its formation rate is much below what we observe in the presence of an applied potential (it is about 35% of the lowest formation rate detected in this work i.e., for 10 barg of CO at −2 V), one would not expect its formation at all in absence of an applied potential. This trace of acetic acid may originate from a reaction between CH₄ and CO₂.[4] Carbon dioxide will be present in minor quantities due to the reverse water-gas shift reaction (CO + H₂O ⇀↽ CO₂ + H₂), whilst methane is present as an impurity in the CO gas (and we also observe in the GC). Although this reaction is unfavorable, and the quantities of required reactants are low, it may serve as an explanation for the trace of acetic acid we observe, even in the absence of an applied potential.

As for the second control experiment, we applied −4.5 V under 40 barg of N₂. In this instance, no appreciable quantities of any kind of product other than hydrogen were observed (although a small spike representing formic acid can be seen, likely originating from traces of CO left in the dead spots of the system as we also found from GC, but its concentration is insignificant).

A.3. Formation rates for non-CORR products
The observed formation rates for H₂ and HCOOH are depicted in Figure A.3.

![Figure A.3: Area-normalized formation rates for non-CORR products.](image)

A.4. Electrochemical response of the system
Partial current densities for the CORR-related products discussed in the main text are depicted in Figure A.4, and the partial current density for hydrogen is shown in Figure A.5. Beware of the difference in scale between the two figures (μA vs mA for Figures A.4 and A.5, respectively). Total system current densities for the various investigated conditions are depicted in Figure A.6.
A.4. Electrochemical response of the system

Figure A.4: Partial-current density equivalent plot of Figure 2.1 in the main text.

Figure A.5: Pressure-dependent partial current density of hydrogen.
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Figure A.6: Total current densities for the various investigated conditions.

Faradaic efficiencies for the measurements discussed in the main text are provided in Table A.1. Two main points stand out. Firstly, CORR products are the minority species, which is reflected in low faradaic efficiency values for these products. Secondly, not all current in the system is accounted for. The latter we explain by the fact that our reactor at the time of measuring did not have a perfect seal (an issue that has since been addressed), allowing part of the hydrogen to escape the system. Considering that hydrogen accounts for the vast majority of the current, a loss of hydrogen (as it is very fugacious) through to a small leak in the system has large repercussions for the total faradaic efficiency. However, this issue is expected to have little to no influence on the identities and quantities of solution-phase products, as they are not meaningfully present in the gas phase due to their lower vapor pressure, and therefore should not significantly influence our discussion. Regarding methane, which would be affected, it is only sporadically observed (to rise above the always present baseline due to trace impurities in the CO bottle) and due to this does not match any trend, even if there is a larger error bar for those instances where it is observed.
A.5. Summarized literature-reported C-C bond formation mechanisms

Table A.1: Faradaic efficiencies of observed reaction products during CORR on Ag.

<table>
<thead>
<tr>
<th>Faradaic efficiencies (%)</th>
<th>Ethylene glycol</th>
<th>MeOH</th>
<th>Acetic acid</th>
<th>EtOH</th>
<th>n-PrOH</th>
<th>H₂</th>
<th>CH₄</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>10 barg</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2 V</td>
<td>0.003</td>
<td>0.023</td>
<td>0.001</td>
<td>0.002</td>
<td>0.000</td>
<td>60.960</td>
<td>0.000</td>
<td>60.990</td>
</tr>
<tr>
<td>-3 V</td>
<td>0.058</td>
<td>0.017</td>
<td>0.116</td>
<td>0.139</td>
<td>0.049</td>
<td>79.078</td>
<td>0.000</td>
<td>79.457</td>
</tr>
<tr>
<td>-4.5 V</td>
<td>0.039</td>
<td>0.032</td>
<td>0.076</td>
<td>0.042</td>
<td>0.000</td>
<td>82.287</td>
<td>0.000</td>
<td>82.476</td>
</tr>
<tr>
<td><strong>40 barg</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2 V</td>
<td>0.077</td>
<td>0.074</td>
<td>0.135</td>
<td>0.203</td>
<td>0.000</td>
<td>73.742</td>
<td>0.000</td>
<td>74.231</td>
</tr>
<tr>
<td>-3 V</td>
<td>0.094</td>
<td>0.059</td>
<td>0.092</td>
<td>0.104</td>
<td>0.000</td>
<td>82.092</td>
<td>0.000</td>
<td>82.442</td>
</tr>
<tr>
<td>-4.5 V</td>
<td>0.108</td>
<td>0.027</td>
<td>0.231</td>
<td>0.270</td>
<td>0.057</td>
<td>80.544</td>
<td>0.201</td>
<td>81.439</td>
</tr>
<tr>
<td><strong>60 barg</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2 V</td>
<td>0.283</td>
<td>0.051</td>
<td>1.175</td>
<td>0.584</td>
<td>0.000</td>
<td>96.618</td>
<td>0.000</td>
<td>98.710</td>
</tr>
<tr>
<td>-3 V</td>
<td>0.620</td>
<td>0.066</td>
<td>0.247</td>
<td>1.154</td>
<td>0.161</td>
<td>73.374</td>
<td>0.623</td>
<td>76.246</td>
</tr>
<tr>
<td>-4.5 V</td>
<td>0.345</td>
<td>0.047</td>
<td>0.341</td>
<td>0.732</td>
<td>0.094</td>
<td>70.505</td>
<td>0.239</td>
<td>72.303</td>
</tr>
</tbody>
</table>

A.5. Summarized literature-reported C-C bond formation mechanisms

Reaction schemes summarizing the various proposed formation pathways for C2 and C3 products (in A3 format) are provided at the very end of the supporting information. Subsets of mechanisms proposed by the same groups have been combined into single schemes using color coding to distinguish separate publications. Different reaction mechanisms are indicated by different letters (going from A to J), combined with either -C2 or -C3 to denote if a proposed pathway leads to C2 or C3 products. Mechanisms with the same lettering are proposed by the same group(s) of people (e.g., A-C2 and A-C3 would represent the mechanism by which C2 and C3 products are formed, respectively, as proposed by the same group). References to the various publications are provided in the individual schemes, together with the color coding used for each scheme (i.e., which color belongs to which reference). Proposed reaction schemes that are similar in nature (e.g., having similar types of intermediates, overlapping steps etc.) have been grouped together as follows for C2 formation schemes: A-B, C-E, F-H, and I. The proposed mechanism J-C3 does not have a corresponding C2 mechanism, though they refer to the work represented by the mechanisms A-C2 and A-C3.
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---

**F-C₂**

- Green: Calle-Vallejo, F. (Koper, M. T. M.), Theoretical Considerations on the Electoreduction of CO to C2
- Red: Ag, Cu & Au(100): Hanselman, S. (Calle-Vallejo, F.), Computational Comparison of Late Transition Metal (100)
- Blue: Cu(211): Liu, X. (Chan, K.), pH effects on the electrochemical reduction of CO(2) towards C2 products on step-

---

**G-C₂**

- Orange: Cu(111): Nie, X. (Astharjiri, A.), Reaction mechanisms of CO₂ electrochemical reduction on Cu(1 1 1) deter-

---

**Figure A.10:** Left-half
Figure A.10: Right-half
Figure A.11: Left-half
Figure A.11: Right-half
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Figure A.12: Left-half

Red: Cu(100): Chong, T. (Goddard, W. A.), Full atomistic reaction mechanism with kinetics for CO reduction on Cu(100) from ab
Black: Cu(100): Xiao, H. (Goddard, W. A.), Atomistic Mechanisms Underlying Selectivities in C1 and C2 Products from Electro-
initio molecular dynamics free-energy calculations at 298 K. PNAS 2017, 114 (8), 1795-1800.
Soc 2018, 140 (30), 9337-9340.

Figure A.12: Right-half
Overview of proposed C-C coupling steps leading to C₃

A-C₃

B-C₃

D-C₃

Figure A.13: Top-half
Figure A.13: Bottom-half

E-C₃

J-C₃

(Does not have a proposed C₃ mechanism, though they cite to match with A-C₃.)
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B.1. SEM-visible onset of corrosion for {111} and {110} faces

The observable onset of corrosion for the {111} and {110} facets as visible from SEM micrographs is depicted in Figure B.1, where panels a, b represent micrographs for the {111} face prior to (no crystallites observed) and after (crystallites visible) the onset of corrosion, respectively, and panels c, d show the {110} face without pitting and with pitting (the corrosion mode for that face), respectively.

B.2. Substrate pitting of {111} and {100} faces from SEM

Although the main corrosion mode for the {111} and {100} facets is in the form of crystallite growth, the initial substrate does exhibit a certain degree of pitting as well. This is evident from Figure B.2, where panels a, b depict close-ups of the substrate beneath the crystallites for the {111} and {100} faces, respectively.
Figure B.1: Onset of corrosion-induced morphological changes as visible from SEM for the \{111\} facet corroded for a) 5 minutes at $-1.2\, V_{RHE}$ and for b) 7.5 minutes at $-1.2\, V_{RHE}$, and for the \{110\} facet corroded for c) 2.5 minutes at $-1.1\, V_{RHE}$ and for d) 5 minutes at $-1.1\, V_{RHE}$.

Figure B.2: Corrosion of initial substrate on which nanocrystallites grow for a) the \{111\} plane corroded for 7.5 minutes at $-1.3\, V_{RHE}$ and b) the \{100\} plane corroded for 7.5 minutes at $-1.3\, V_{RHE}$.
B.3. Onset location crystallites \{100\} face

Although corrosion of the \{100\} face results in crystallite formation on and near this face, growth starts from the edges of this face at the onset of corrosion as depicted in Figure B.3 where in panel a is shown a micrograph obtained near the observed onset of crystallite formation and is compared to corrosion for extended time in panel b. It can be seen that initially crystallites form at the edges of the facet, whereas for longer corrosion times crystallites form also on the actual \{100\} face.

B.4. Absence of crystallite formation during extended corrosion at decreased cathodic potential

Proof that crystallite formation is not the result of dissolution and redeposition of the counter electrode is provided in the form of long-term corrosion at (slightly) decreased cathodic potentials in Figure B.4. This is evident from the global overview of a spherical single crystal when $-1 \text{ V}_{\text{RHE}}$ is applied for 1.5 hours in the presence of CO. Although considerable contamination is present (in the form of white ‘blobs’), no crystallites were observed on this surface.

B.5. Imperfect double layer signals for cut Au crystals

The double layer signals for the (cut) single crystalline surfaces we employ in this work (Figure B.5) differ from established literature for the single crystalline gold basal planes (although the important features are present).[1–6] We attribute the deviations with respect to specifically the double layer region to mainly two points. Firstly; the crystals used herein started off with a certain fraction of defect sites which affects average terrace sizes and adds new types of adsorption sites and, secondly; minute traces of oxygen were present in the electrolyte during some of
Additionally, the scan rate employed in this work (80 mV·s⁻¹) is also different from what is commonly used in double layer investigations (10 mV·s⁻¹) which influences charging currents. Finally, an imperfect meniscus, which would expose a small fraction of the sides of the crystal, may also result in the behavior of the double layer observed. The presence of defect sites is seen also in the gold oxide region, evident from current in the potential regions attributed to step-sites as described in Table 3.1 (main text). To the best of our knowledge, there exists no literature that systematically investigates the changes of the double-layer region when step-site defects are introduced. Irrespective, as can clearly be seen from the hydroxide/oxide adsorption regions as shown in this work, the majority feature for the differently cut single crystals matches the feature that is attributed to the respective basal planes.
B.5. Imperfect double layer signals for cut Au crystals

Figure B.5: Zoom of the CV DL region for gold crystals corroded in 10 M NaOH for 2.5 minutes in the absence (solid lines) and presence (dashed lines) of CO at −1.2 $V_{\text{RHE}}$ (orange) and −1.3 $V_{\text{RHE}}$ (blue) (85% IR corrected) for a) Au(111), b) Au(100), c) Au(110) and d) Au(spherical) electrodes, compared with their respective CVs prior to corrosion (black).
Figure B.6: Roughness factors for crystals with different crystallographic orientations (Au(111), black bars; Au(100), blue bars; Au(110), green bars; Au(sphere), pink bars) before and after cathodic corrosion in 10 M NaOH for 2.5 minutes at −1.2 and −1.3 V_RHE, in the absence and presence of CO (going from left to right).

B.6. Crystal roughness determination

Roughness factors after corrosion (see Figure B.6) were determined by integrating the oxidation current in the CV obtained after corrosion at potentials more positive than 0.9 V vs. RHE after subtraction of the double layer current, and dividing this charge by the charge that was similarly calculated from the CV obtained prior to corrosion. The double layer current was determined either mathematically via eq. B.1 for CVs that exhibited a symmetrical double layer region between $0 < E < 0.15 \text{ V vs. RHE}$, or otherwise by manually shifting the CV down whilst carefully considering that the oxidation current in the region between $0.9 < E < 1.3 \text{ V vs. RHE}$ didn’t fall below zero.

$$i_{DL} = \frac{1}{2} \cdot (i_{\text{forward}} - i_{\text{backward}}) \text{ between } 0 \leq E \leq 0.15 \text{ V} \quad \text{(B.1)}$$
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C.1. Copper cleaning and characterization

Two different cleaning methodologies were employed in this work. The first cleaning method is a commonly employed electropolishing[1–3] treatment, and was conducted on disk-type Cu(poly) electrodes. Briefly, the copper disk was polished with increasingly smaller sizes of alumina polishing paste (Buehler) on polishing cloth (Buehler), starting at 5 μm and decreasing down to 1 μm on a polishing machine until a shiny finish was obtained. Thereafter, the electrode was rinsed with and subsequently sonicated in Milli-Q water for at least 15 min. Finally, the surface was electropolished at +3 V vs. a graphite CE (99.9995%, metals basis, Alfa Aesar) in 66 wt% H₃PO₄ prior to electrochemical characterization (described in a later section).

The second cleaning method (used for all other surfaces in this work) is as follows. Copper electrodes were rinsed with Milli-Q water and then placed in an isolated induction annealing compartment with gas inlets and a water-locked gas...
outlet for controlled-atmosphere annealing. Reductive atmosphere was applied by purging pure H\textsubscript{2} (Linde 5.0) for disk-type single crystals, or a mix of H\textsubscript{2} and Ar of ca. 50 : 50 vol\% for spherical bead-type Cu(poly) crystals, with the total gas flow kept at 300 sccm (standard cubic centimeters per minute) via mass flow controllers. Mixing hydrogen and argon was necessary for spherical bead-type Cu(poly) crystals due to instrument power limitations with the required gas ratio depending on crystal dimensions, but the argon content was kept as low as possible due to the trace oxygen impurities commonly present in argon. The power of the RF-heating instrument was adjusted to fine-tune crystal temperature as judged by the color, with crystals being heated to having an orange-to-yellow glow (950 ± 50 °C) and kept there for ca. 5 min. After annealing, electrodes were quench-cooled in pure hydrogen for ca. 5 minutes (methodology: increase H\textsubscript{2} flow to 1000 sccm, halt Ar flow, stop induction current), although cooling time was increased for crystals annealed for longer periods because of increased heating of the surrounding parts. The exact setup is depicted in Figure C.1, which is based on the designs of others as previously reported\cite{4–8}, with the key difference being the introduction of a valve that allows for uncoupling the annealing environment from the electrochemical cell.

After the crystal had reached room temperature, an internal pathway from the annealing section (compartment 1, Figure C.1) to the electrochemical cell below (compartment 2, Figure C.1) was established by turning a key with a sufficiently large keyhole to allow for the crystal to pass through. At this point the argon flow through the electrolyte (0.1 M NaOH) is halted, and instead argon flow is directed to blanket the electrolyte. By opening the key, the annealing compartment and electrochemical cell are now internally connected and thus their initially separate atmospheres can mix; 1000 sccm of H\textsubscript{2} of the annealing compartment (on top) with Ar from the bottom compartment (argon flow was manually adjusted until the electrolyte surface was close to vibrating due to the gas pressure, exact flowrate unknown). Prior to lowering the crystal and closing the electrical circuit, an ‘insertion potential’ was pre-applied. The electrode was lowered through the keyhole, and a meniscus established under electrochemical control. After establishing electrochemical contact, the hydrogen flow in the annealing section is halted and replaced by 1000 sccm of argon. The electrochemical steps and applied potentials vary slightly with the crystallographic orientations of the crystals, and are described in detail in the following subsections.
Figure C.1: Components that make up the controlled atmosphere induction annealing + electrochemistry setup. All parts not specifically labeled are made out of borosilicate glass.
C.1.1. Cu(100) characterization

By following the methodology described in this section, stable and symmetrical CVs for Cu(100) electrodes should be obtained, given clean and oxygen-free atmosphere and electrolyte.

a. Establish initial electrochemical contact with the electrolyte at 0 V vs. RHE (i.e., apply 0 V prior to closing the electrical circuit). After establishing contact, adopt a hanging meniscus configuration and allow for the contact current to decrease and stabilize; ca. −100 pA cm$^{-2}$ geo is normally achieved in properly deaerated electrolyte solution after 1 to 15 minutes.

b. After reaching a sufficiently low and stable contact current, conduct a linear sweep (LS) from 0 V to −0.25 V (scan rate $\nu = 50$ mV s$^{-1}$).

c. At this point, start a pre-cycling period in order to stabilize (and possibly reconstruct, when accidentally starting with a slightly oxidized crystal) the {100} terraces. Scan in the potential window $-0.25 \, V < E < +0.35 \, V$ vs. RHE at a scan rate $\nu = 50 \, mV \cdot s^{-1}$ for a number of times (ca. 5) to obtain a symmetrical {100}-feature at $-0.125 \, V$. For a properly annealed and (mostly) defect-free crystal, pre-cycling CVs should change little, if at all.

d. After pre-cycling, measure one final CV in the potential window $-0.25 \, V < E < +0.50 \, V$ at scan rate $\nu = 50 \, mV \cdot s^{-1}$ (the characterization CV).

This final window was chosen to encompass the known adsorption features of {111}, {100} and {110} sites, but leads to irreversible changes for certain facets. Hence, after measuring this full window it is important to rinse and reanneal the surface. The surface after reannealing will be identical to the surface as characterized via CV in the final step. Alternatively, one can either halt at step c) and work with that surface without the need for reannealing, or decrease the upper potential limit in step d) to $+0.44 \, V$ and continue without the need for reannealing.

C.1.2. Cu(111) and Cu(poly) characterization

A defining characteristic of (surfaces containing) {111} terrace sites is the fact that those particular sites seemingly reconstruct when fixed potentials are applied for extended periods of time (> 10 s). In practical terms, if the (any) potential is held constant for protracted periods, the {111}-specific OH-adsorption feature is found to diminish in intensity, and traces of an additional (cathodic) feature start to manifest. This effect is more pronounced if the potential is scanned to $E < -0.15 \, V$, and very clear when comparing the CV of a polycrystalline electrode that was actively cycled without a standby period with an electrode that was firstly kept at $-0.25 \, V$ for ca. 60 seconds before commencing cycling (Figure C.2, black and red lines, respectively). Specifically, it can be seen that the main {111} terrace feature at +0.1 V for the black line exhibits increased current density, and the red line shows a cathodic ‘shoulder’ near ca. +0.025 V. Although these measurements were conducted on two different crystals (with the red line specifically having some inaccuracy in its calculated electrochemically active surface area due to traces of
C.1. Copper cleaning and characterization

Figure C.2: Comparison of two Cu(poly) electrodes, one measured with only a brief (< 10 s) standby period (+0.25 V) followed by active cycling (−0.15 V < E < +0.425 V, black) and one measured after a prolonged standby period (−0.25 V, ca. 90 s) followed by active cycling (−0.25 V < E < +0.425 V, red).

oxygen), the differences between them are representative of what is observed if the same surface would be subjected to the two different initial treatments.

Currently, we are unsure as to what causes this behavior, and what these differences mean exactly for the state of the surface. However, staying at a fixed potential for prolonged periods of time results in a weakening in intensity, decreased reversibility and the development of an additional cathodic feature. These signs are all opposite of what one would expect for a single crystalline surface of high quality; considering those generally exhibit high reversibility and intense facet-specific features. Therefore we consider the surface obtained without a standby period to be better representative of clean {111} terrace sites with long-range ordering, especially considering that those CVs compare favorably with recent literature reported voltammograms on a UHV-prepared Cu(111) crystal.

One can obtain voltammograms with a pronounced {111}-terrace specific adsorption feature by initiating the measurement with only a brief standby period followed by cycling – a methodology that is employed by Sebastián-Pascual et al.[9, 10] (provided in greater detail to us in a personal communication), which served as the basis for the procedure used in this work as described below.

a. Make initial electrochemical contact with the electrolyte at +0.25 V vs. RHE for Cu(111)/Cu(poly) electrodes. However, immediately after establishing electrolyte contact and making the meniscus (a process that should take only a few seconds), sweep the potential from +0.25 V to −0.15 V.
b. After reaching $-0.15 \, V$, start a pre-cycling period in the potential window $-0.15 \, V < E < +0.425 \, V$. This pre-cycling step is necessary to allow for the sides of the crystal to dry and any ORR-related current to diminish, as no stabilization period at any fixed potential was found usable. Generally, a total of 5 cycles was sufficient for the CV to become symmetrical around the x-axis, denoting the absence of oxygen-related current. Similarly to Cu(100), the pre-cycling CVs should change little, if at all, for a properly annealed and (mostly) defect-free crystal. However, the main $\{111\}$ terrace feature around $+0.1 \, V$ is very sensitive to the presence of electrolyte contamination and/or surface defects, which manifests itself in a decrease in charge of the OH-adsorption feature with successive cycling. Generally, increasing argon flow, reannealing the crystal or replacing the electrolyte was found to remedy this.

At this point, the methodology diverges for Cu(111) and polycrystalline surfaces.

Cu(111):

c. After the pre-cycling period, measure one final CV in the potential window $-0.15 \, V < E < +0.50 \, V$ at scan rate $\nu = 50 \, mV \cdot s^{-1}$ (the characterization CV). Please note that the cathodic boundary is slightly more positive than for Cu(100), since the $\{111\}$ terraces were found to be unstable at potentials $E < -0.15 \, V$.

Cu(poly):

c. After pre-cycling, extend the lower CV boundary from $-0.15 \, V$ to $-0.25 \, V$ and measure one final CV in the potential window $-0.25 \, V < E < +0.50 \, V$ at scan rate $\nu = 50 \, mV \cdot s^{-1}$ (the characterization CV). Extending the lower boundary will generally result in the $\{111\}$ feature diminishing slightly in intensity, but will allow for the presence of the full $\{100\}$ OH-adsorption feature.

Due to irreversible changes occurring at the upper potential limit, reannealing the surface after characterization is advised. The surface after reannealing will be identical to the surface that was characterized just prior to annealing. Alternatively, one can either halt at step b) and use that surface for the next experiment without the need for reannealing or decrease the upper potential limit in step c) to $+0.44 \, V$ and continue without the need for reannealing.

C.1.3. **Cu(110) characterization**

Contrary to Cu(100) and Cu(111) surfaces, the Cu(110) surface is found to be unstable under the typical surface treatment employed in this work. Specifically, it is found that annealing (and, more importantly, cooling) in pure hydrogen atmosphere results in a (presumably) reconstructed surface with a strongly suppressed $\{110\}$-terrace feature (around $+0.33 \, V$). Changing the annealing and/or cooling atmosphere to be a mix of argon and hydrogen (of several different compositions) was found to always result in a surface with unstable and/or strongly suppressed $\{110\}$-specific OH adsorption feature. Hence, a special electrochemical treatment (step b) was introduced to obtain literature-representative CVs. The following methodology should result in clean, stable and reproducible Cu(110) CVs.
a. Establish initial electrochemical contact at open circuit ($E_{oc}$).

b. Apply a potential of $-10 \, V$ vs. RHE for 30 seconds whilst bubbling argon through the solution (exact cathodic potential not important, so long as it results in large amounts of cathodic current – i.e., several hundreds of mA·cm$^{-2}$).

c. This step is a combination of a number of actions:

   c.1. Lift the electrode and break contact with the electrolyte (and stop controlling the potential). Purge the solution with argon for a few minutes to remove the hydrogen and oxygen produced in step b). Every now and again, make and break the meniscus (keeping the electrode at open circuit) to remove dissolved gases in the droplet attached to the surface of the crystal.

   c.2. Change the argon flow to blanket the solution, re-establish meniscus at open circuit.

   c.3. Run a linear sweep from $E_{oc}$ to 0 V.

   c.4. Pre-cycle the crystal in the potential window 0 $V < E < +0.3 \, V$ for a few cycles (ca. 2 – 3). Determine if the CV quickly becomes symmetrical around x-axis. If the CV becomes symmetrical and stable, go to next step. If there is still oxygen (indicated by a lack of symmetry), go back to step c1). Often, repeating step c) in full is necessary for 2 – 3 times.

d. Extend the lower CV boundary from 0 V to $-0.25 \, V$, and measure one final CV in the potential window $-0.25 \, V < E < +0.50 \, V$ at scan rate $\nu = 50 \, mV \cdot s^{-1}$ (the characterization CV).

Considering that preparing this surface is more intricate than the other surfaces described, it is not advised to reanneal the surface after characterization. Instead, one can rinse the electrode (preferably under hydrogen atmosphere), dry the top of the electrode with a piece of paper (in the case of a disk), and transfer to a working cell to conduct experiments. The {110} facet seems more resistant to oxidation than the other faces, and the cycling up to $+0.50 \, V$ does not seem to lead to irreversible oxidation (so long as it is for brief periods). If the rinsing and transfer periods are sufficiently short (< 1 min), reproducible CVs can be obtained via this method.

**C.2. Mechanically polished single crystals cleaning procedure**

To remove any residues related to the mechanical polishing process, cut single crystals (as-received from the supplier) were treated as described below. This cleaning was found to be necessary, considering that as-received crystals exhibited additional features in the CV unrelated to the adsorption peaks expected for surfaces
of their orientation. It is important to note that the cleaning procedure described below is destructive in nature, and will introduce additional defects into the surface.

Initially the electropolishing methodology as described by Schouten et al.\[^3\] and Engstfeld et al.\[^11\] was employed in this work for cleaning copper single crystals as per step a). However, this methodology was found to be too aggressive and later on we switched to a milder electropolishing method described by Sebastián-Pascual et al.\[^9, 10, 12\] (alternative a). It is strongly advised to employ this alternative electropolishing step (if electropolishing is required), considering that it yields similarly clean surfaces but introduces fewer step-site defects.

The exact cleaning methodology was as follows.

a. The crystal is electropolished by subjecting the electrode to +2 \( V \) vs. a copper CE in 66 wt% \( H_3PO_4 \) solution for 10 seconds, followed by 30 seconds at 0 \( V \).

(Milder alternative:)

a. The crystal is electropolished at +1.8 \( V \) vs. a Cu CE for 5 seconds in a 10 : 2 : 2 vol% electrolyte of \( H_2SO_4 : H_3PO_4 : H_2O \) which was freshly prepared at the start of the day (hygroscopic action increases the water content over time and results in increased currents at similar potentials, leading to more step defects being generated). Expected (peak) currents during electropolishing: ca. +300 – 400 mA cm\(^{-2}\).

b. The crystal is then thoroughly rinsed with Milli-Q water and ultrasonicated in a clean water bath for ca. 10 minutes without being in contact with the sides or bottom of the container.

c. The crystal was thoroughly rinsed with Milli-Q water again, and inductively annealed close to the melting temperature of the material for ca. 5 minutes under \( H_2 \) flow, after which it was quench-cooled down to room temperature in increased \( H_2 \) flow for another ca. 5 min. After taking out the electrode from the annealing compartment, the color should not change as a color change indicates oxide formation (i.e., the crystal has not cooled down sufficiently).

d. Steps a-c) were repeated a minimum of 5 times.

Finally, the crystal was electropolished once more (i.e., step a) after which it was thoroughly rinsed and annealed for ca. 15 min (i.e., step c, but for longer). It is then cooled in hydrogen atmosphere, and subsequently electrochemically characterized to ascertain the quality of the surface. In this work, these steps were sufficient to yield surfaces that showed features comparable to what is reported in literature, and thus no additional actions were undertaken.

**C.3. Procedure for recovery of defective cut single crystals**

Depending on the situation, it is possible that the CV obtained after an experiment does not match that of a clean, well-defined surface. In such instances, two approaches were employed to recover the initial surface structure. As a first option,
the crystal would be inductively annealed as described in the surface preparation section, and then electrochemically characterized to determine if this was sufficient to recover the surface. If the crystal was found to change in the right direction but not fully recover, a longer annealing period was conducted (ca. 15 – 30 minutes) and the crystal characterized again. However, at times, annealing (multiple times, and/or for longer periods) was not sufficient to recover the defective crystal to its initial state. In such cases, the same methodology as described for cleaning mechanically polished surfaces was employed, but steps a-c) were only conducted once (i.e., skipping step d), followed by a long (ca. 15 min) annealing step. Then the surface was cooled in a stream of H$_2$ and electrochemically characterized to verify its structural integrity. This second methodology was repeated until a good surface was obtained, but generally in this work a single treatment was sufficient.

C.4. EASA determination from OH adsorption for Cu(poly) electrodes

To facilitate easier comparison between literature-reported CVs and/or catalytic activities, it is common practice to report data in current density to account for surface area effects. In the case of copper, authors often normalize their data via the geometric area of their surface. However, this form of normalization relies on the inherent assumption that the surface itself is perfectly flat – i.e., has a roughness factor (R$\text{f} = \text{‘real area’/geometrical area} \) of 1. More often than not, this assumption is invalid. To this end, it has been proposed that it is more accurate to determine the so-called electrochemically active surface area (EASA), so as to better represent the actual number of electrochemically addressable sites present at the interface and normalize data using this value.

In this regard, a methodology much employed in the literature for determining this EASA area for copper electrodes is via the double-layer capacity.[13, 14] Briefly, by scanning a small potential window considered purely capacitive in nature at different scan rates, one can determine the total surface capacitance (denoted here C$\text{tot}$, in Farad) as the slope by plotting the double layer current (A) as a function of scan rate (V s$^{-1}$), see Equation C.1.

\[
 i_{DL}(A) = C_{tot}(F) \frac{\delta E}{\delta t} \frac{V}{s}, \text{ where } C_{tot}(F) = C_{DL}(\frac{F}{A}) * A_{Electrochemical} \tag{C.1}
\]

Then, by comparing the total capacitance to a reference value (C$\text{DL}$, labeled C* by Trasatti and Petrii[14]), we can theoretically determine the EASA as per Equation C.2.

\[
 A_{Electrochemical} = \frac{C_{tot}(F)}{C_{DL}(\frac{F}{A})} \tag{C.2}
\]

Although this methodology indeed provides an estimate of the number of electrochemically addressable surface sites, it requires the existence of a potential window where purely capacitive behavior is observed, and its accuracy depends
strongly on the availability and validity of a reference capacitance value for the system under consideration (which may vary with the type of electrolyte, and/or the potential window wherein it is measured). In literature, researchers tend to use capacitive surface area measurements via two alternate strategies. Firstly, some measure the total capacitance of their system as per Equation C.1 and determine the area using a literature reference value for $C_{DL}$. This literature value is generally taken to be $28 \mu F \cdot cm^{-2}$ (though sometimes reported[15, 16] as $29 \mu F \cdot cm^{-2}$) in 0.1 $M$ HClO$_4$ for polycrystalline copper as per a publication from 1995 wherein they generalize the capacitance determined for platinum and gold to copper, citing the ‘...apparent independence of the capacitance value of the metal’. [17] Additionally, there are those whom determine their own reference value by measuring the total capacitance of a finely polished surface of known geometric area and assumed surface roughness factor of 1, where they obtain $C_{DL}$ by dividing their obtained $C_{tot}$ by the geometrical area of their surface. Theoretically, these two methods should yield fairly similar (or rather, identical) results, considering they describe the same thing. However, they generally do not, as is illustrated in Table C.1, which summarizes a (by no means exhaustive) number of publications that determined (and used instead) their own reference capacity value for copper under various conditions (original capacitance source included).

From Table C.1, we can clearly see that there is a rather large spread for the reported reference capacitance, even when it is measured in the same electrolyte ($28 - 78 \mu F \cdot cm^{-2}$). The differences become even more striking when comparing between differing electrolytes ($4 - 264 \mu F \cdot cm^{-2}$), showing not only the importance of having a reliable reference in the system under consideration, but also the apparent inaccuracies associated with double layer capacitance surface area determination.[18] In part, these inaccuracies are the result of defining a certain substrate as having a $R_f$ value of 1, which is generally not thoroughly verified (and is difficult to verify for copper, as oxidation/reduction cycles may change the roughness). Additionally, further variability can be related to (differences in) the facet distribution at the interface for surfaces prepared by different groups as some facets are more open than others, resulting in differing capacitance values for differing faces with the total capacitance being the summation of the capacitances of the various sites that make up the surface.

Because of these reasons, researchers investigating non-copper systems generally use other means of determining the real surface area, with electrochemical surface titration-types of methods being popular. Examples include hydrogen and oxygen adsorption studies (e.g., $H_{upd}$ on Pt[19] and surface oxidation of Au[20]), or the deposition of a monolayer of a foreign metal through underpotential deposition (UDP)[14, 21], where the former is more common than the latter.[14, 18] Such electrochemical titration studies are also possible for copper systems, considering that copper is known to yield well-separated adsorption features in hydroxide solution[1, 22, 23], where it is reported that the charge of specific features in the CV can be associated to the geometric areas of particular facets.[23]
Table C.1: Various literature-reported values for $C_{DL}$ as measured in differing laboratories and (possibly) under different conditions /electrolytes.

<table>
<thead>
<tr>
<th>Reported $C_{tot}$ ($\mu F$)</th>
<th>Reported area ($cm^2$)</th>
<th>Capacitance $C_{DL}$ ($\mu F/cm^2$)</th>
<th>Electrolyte</th>
<th>Scan rates ($mV \cdot s^{-1}$)</th>
<th>Surface</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$\pi \times 0.52 = 0.785$</td>
<td>5.1</td>
<td>CO$_2$-saturated 0.1 M KHCO$_3$</td>
<td>Not reported, nor available from cited sources</td>
<td>Cu(100)</td>
<td>[24]</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>16</td>
<td>CO$_2$-saturated 0.1 M CsHCO$_3$</td>
<td>Not reported, nor available from cited sources</td>
<td>Cu$_2$O thin film</td>
<td>[25]</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>28</td>
<td>0.1 M HClO$_4$</td>
<td>20, 50, 100, 200, 500</td>
<td>Pt and Au “platinum and gold electrode”</td>
<td>[17]</td>
</tr>
<tr>
<td>51</td>
<td>1.13</td>
<td>45.1</td>
<td>0.1 M HClO$_4$</td>
<td>10, 20, 40, 60, 80, 100 (from cited source)</td>
<td>Cu(poly)</td>
<td>[26]</td>
</tr>
<tr>
<td>18</td>
<td>$\pi \times 0.32 = 0.283$</td>
<td>63.7</td>
<td>1 M NaOH</td>
<td>“...10 to 80”</td>
<td>Cu(poly)</td>
<td>[27]</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>78</td>
<td>0.1 M HClO$_4$</td>
<td>10, 20, 40, 60, 80, 100</td>
<td>Cu(poly)</td>
<td>[28]</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>264</td>
<td>0.1 M KOH</td>
<td>5, 10, 20, 50, 100</td>
<td>Cu(poly)</td>
<td>[29]</td>
</tr>
</tbody>
</table>

With this information in mind, we decided to attempt as best we could to correlate the current integral of a polycrystalline copper surface to its geometrical area, so as to obtain a reference value by which the EASAs of other copper electrodes can be determined via adsorption studies (instead of by their capacitance values). The exact methodology for this process is described in the following section, where we also try to specify all of the assumptions that we must necessarily make for enabling us to determine such a reference adsorption charge density value.

Firstly, we require a clean and flat polycrystalline surface for which we can consistently and accurately expose a known geometrical area to the electrolyte solution. To this end, we opted for preparing a spherical polycrystalline electrode (i.e., droplet at the end of a wire), which we then polished down to about half-way the bead with silicon carbide sandpaper (Hermes, 2500 grid) to yield a bead-type electrode (i.e., a half-sphere at the end of a wire) which was further mechanically polished with diamond slurries (Buehler) of successively smaller sizes from 5 $\mu m$ down to 1 $\mu m$ to yield a mirror finish. Cleaning of the initial spherical droplet was done as per
the methodology described elsewhere in this work (briefly, through a number of iterations of: melting of the bead followed by HNO₃ etching and rinsing with Milli-Q water). Further surface cleaning after mechanical polishing was also performed as described elsewhere in this work (briefly, through a number of iterations of: sonicating the electrode in Milli-Q water for ca. 15 min, followed by electropolishing, then rinsing with Milli-Q water and induction annealing in inert atmosphere for ca. 5 min).

Considering that the 2D geometry of the resulting surface is determined by the polishing angle with respect to the surface normal of the initial spherical bead (ranging from a perfect circle to oval, depending on the angle), the resulting surface was photographed and the resulting image analyzed to correlate the pixel count of the surface to the area of an item of known dimensions to determine geometric surface area as a more accurate representation of the area as opposed to measuring the diameter and calculating the geometric area by assuming the electrode is perfectly circular. This geometrical area was found to be 0.11 cm²geo.

At this point, we make two assumptions in order to continue our investigation:

1. The cleaning has led to the successful removal of all surface impurities and/or any contaminants still present on the surface do not contribute to the charge of the CV nor do they block copper surface sites.

2. The resulting surface is atomically flat (i.e., we define it as having a Rₐ of 1).

As for the validity of these assumptions, no foreign adsorption features are observed during cyclic voltammetry which would signify the presence of contaminants, which gives credence to assumption (1). Regarding assumption (2), the mechanical polishing and especially electropolishing steps introduce roughness, but this roughness is reduced by the induction annealing step. Still, it is unlikely that the surface is fully atomically flat, but we will have to make this assumption nonetheless.

At this point, we had to decide in what potential window we should determine the charges associated with elecetro-sorption processes. We opted for measuring in the potential window −0.25 V < E < +0.44 V, considering that we found that this window exhibits reversible features which is indicative of fast and, importantly, non-destructive adsorption phenomena, whilst encompassing facet-specific adsorption features for all of the basal planes and (likely, see main text) defect sites. This empirical upper potential limit agrees well with the most cathodic tabulated oxidation reaction of copper (Reaction R1).[30] Further indication of the non-destructive nature of the processes occurring in this window is in the form of dissolution studies, wherein it is reported that no copper is detected in solution for potentials E < 0.5 V vs. RHE during cyclic voltammetry in 0.05 M KOH.[31] The cyclic voltammogram in this window, as obtained for the surface discussed throughout this section, is depicted in Figure C.3.

\[
\text{Cu}_2\text{O} + \text{H}_2\text{O} + 2 e^- \rightleftharpoons 2 \text{Cu} + 2 \text{OH}^-, E^0 = +0.41 \text{V vs. RHE (pH13)} \quad (R1)
\]
Figure C.3: CV of a mechanically polished and thoroughly cleaned, inductively annealed polycrystalline copper bead-type electrode in 0.1 M NaOH (scan rate \( v = 50 \text{ mV} \cdot \text{s}^{-1} \)) in the window exhibiting reversible adsorption/desorption behavior.

Though this CV (Figure C.3) is adequate in the sense that it exhibits only features that are related to adsorption phenomena involving copper sites, with clear indication of the presence of a number of different surface sites, it has a minor issue: there is a slight contribution of ORR current at the cathodic end of the CV \( (E < +0.1 \text{ V}) \). This parasitic current contribution was found to be virtually impossible to remove. Although we tentatively ascribe this current to ORR (considering already the region at ca. 0 \text{ V} is not symmetrical around the x-axis), it may also be related to increased HER on defect sites, or possibly a combination of both.

In order to be able to continue our investigation from this point, we make two additional assumptions:

(3) The adsorption processes occurring on the surface are fully reversible in the potential window that we investigate.

(4) The oxygen concentration in the system is constant, resulting in equal contributions of ORR current at a given potential in both the positive going scan and the negative going scan.

Both assumptions are relatively ‘safe’, considering that the CV looks symmetrical (providing validity to assumption (3)) and considering that multiple successive scans
result in the same CV (not depicted) without the ORR current contribution changing for either scan direction (leading to assumption (4)).

Under these conditions, the charge contributions of the CV can be divided as follows.

Positive going scan: \( Q^f_{\text{total}} = Q^+_{\text{adsorption}} + Q^+_{\text{DL}} + Q^-_{\text{ORR}} \) \( \text{\quad (C.3)} \)

Negative going scan: \( Q^b_{\text{total}} = Q^-_{\text{adsorption}} + Q^-_{\text{DL}} + Q^-_{\text{ORR}} \) \( \text{\quad (C.4)} \)

where \( Q^+ \) denotes an anodic current integral and \( Q^- \) denotes a cathodic current integral. Additionally, from the assumption that the adsorption processes are fully reversible we can state: \( Q^+_{\text{adsorption}} = -Q^-_{\text{adsorption}} \), and similar reasoning applies to the double layer charge since the scan boundaries are equal for the positive- and negative-going scans: \( Q^+_{\text{DL}} = -Q^-_{\text{DL}} \). If we now subtract the total charge of the negative-going scan \( (Q^b_{\text{total}}) \) from the total charge of the positive-going scan \( (Q^f_{\text{total}}) \), the ORR contribution cancels out, see Equation C.5. Please note that it is irrelevant if the parasitic (faradaic) current contribution is related to ORR or HER (or a combination of both): so-long as the charge contribution(s) is (are) equal during both scan-directions, they cancel out.

\[
Q^f_{\text{total}} - Q^b_{\text{total}} = (Q^+_{\text{adsorption}} + Q^+_{\text{DL}} + Q^-_{\text{ORR}}) - (Q^-_{\text{adsorption}} + Q^-_{\text{DL}} + Q^-_{\text{ORR}}) \\
= (Q^+_{\text{adsorption}} + Q^+_{\text{DL}} + Q^-_{\text{ORR}}) + (Q^-_{\text{adsorption}} + Q^+_{\text{DL}} - Q^-_{\text{ORR}}) \\
= 2 * (Q^+_{\text{adsorption}} + Q^+_{\text{DL}}) \quad \text{(C.5)}
\]

Now, if we can determine what the double-layer capacity is for our system we could calculate \( Q^+_{\text{DL}} \) and thereby work out the total adsorption-related charge contribution to our CV. We found empirically that the current in the area of the CV between \(-0.250 \text{ V} < E < -0.235 \text{ V}\) was a decent descriptor of surface area; indicative that this area is mostly dictated by capacitive behavior, and therefore we used this region to calculate the double-layer charging current via Equation C.6.

\[
i^\text{DL} = \frac{1}{2} * \left\{ \frac{1}{n} \sum_{i=1}^{n} i^f(E_n) - \frac{1}{m} \sum_{i=1}^{m} i^b(E_m) \right\} \quad \text{(C.6)}
\]

Here, \( n \) and \( m \) signify the total number of individual datapoints of the CV in the previously defined potential window for the positive-going scan direction and negative-going scan direction, respectively, and \( i^f(E_n) \) and \( i^b(E_m) \) denote the currents at the individual potentials associated with datapoints \( n \) and \( m \), respectively. For this equation to be valid, we rely once again on assumption (4); that ORR-related faradaic currents cancel out when subtracting the currents for the positive- and negative-going scan directions. The as-calculated value for \( i^\text{DL} \) of the electrode we have been discussing (Figure C.3) was 0.60 \( \mu A \) at a scan rate \( \nu = 50 \text{ mV} \cdot \text{s}^{-1} \).

One might argue that it is more accurate to determine (through Equation C.1) the total surface capacitance from scan rate dependency studies of the double-layer
charging current obtained experimentally via Equation C.6, and then back-calculate the theoretical charging current at a particular scan rate from the capacitance. By doing so, besides improved accuracy of the charging current value, one would obtain an additional surface-indicative metric (system capacity, $C_{tot}$) from basically a single blank CV measurement (just requiring some additional cycling at various scan rates). To briefly address this, we cycled our electrode in the potential window $-0.15 \, V < E < +0.44 \, V$ (for the scan rate dependency study we increased the lower CV boundary from $-0.25 \, V$ to $-0.15 \, V$ since {111} terrace sites are not fully stable below $-0.15 \, V$ – see main text) at various scan rates (specifically, 10, 25, 50, 100, 250 and 500 mV·s$^{-1}$) so-as to be able to determine double-layer currents ($i_{DL}$) at these scan rates. Please mind that the faster scan rates we employ are only viable for surfaces of low roughness. The CVs obtained under these conditions are depicted in Figure C.4.

From the changes in the voltammetry as a function of scan rate, we determined that the area around 0 V exhibited the most capacitive-like behavior (thinnest double-layer with a reasonably stable current although only in a small window). Therefore, we decided to calculate the $i_{DL}$ at each scan rate in the window $-0.005 \, V <
$E < +0.005 \, V$ (i.e., $0 \, V \pm 5 \, mV$) via Equation C.6. However, even though we determined this region seemed most suitable for obtaining the double layer capacity, it must be noted that \{100\}-terrace sites do yield adsorption-related charge in this window (see main text) albeit a relatively minor amount.

At this point we have the required information for determining the total capacitance, with the results of the linear regression for our flat polycrystalline surface being depicted in Figure C.5. As can be seen from the textbox insert in the figure, the total capacitance we find for our system under our applicable conditions (0.1 $M$ NaOH, determined at 0 $V$) is 11.77 $\mu F$ (from which we can also calculate the reference capacitance by dividing by the surface area, being $0.11 \, cm_{geo}^2$. $C_{DL} = 107 \, \mu F \cdot cm^{-2}$). Now we can back-calculate the expected double-layer charging current at a scan rate $\nu = 50 \, mV \cdot s^{-1}$ (the scan rate used for the blank CV in Figure C.3) via Equation C.1, yielding $i_{DL} = 0.59 \, \mu A$ which is virtually identical to the $i_{DL}$ value we found from our empirically determined DL region of the CV ($-0.250 \, V < E < -0.235 \, V$, 0.60 $\mu A$). For future calculations, we shall use $i_{DL} = 0.59 \, \mu A$, however, in practice, both methods seem suitable for obtaining the double-layer charging current, and both are used in this work depending on the circumstances.

After this brief intermezzo, we now have all the information we require to extract the charge that is due to adsorption processes taking place during the copper CV. Depending on the type of software one uses; it may be easiest to positive-shift the entire CV until all currents are $\geq 0$. Then, the positive-going and negative-going scans can be individually integrated, and the latter subtracted from the former, as is visually represented in Figure C.6. For the polycrystalline surface discussed so
C.4. EASA determination from OH adsorption for Cu(poly) electrodes

Figure C.6: Visual representation of the charges discussed in text, and what regions they represent.

far in this segment, the charge encompassed by the CV \( Q_{CV} = Q_{total}^f - Q_{total}^b \) was equal to 44.31 \( \mu C \).

Finally, we can now determine the area-normalized charge associated with adsorption phenomena on copper via Equation C.7. The part where we multiply the double-layer current by a number of CV parameters is nothing more than the time it takes to finish one full cycle of the voltammogram. The resulting reference charge we obtain find is 128.1 \( \mu C \cdot cm^{-2} \).

\[
\frac{Q_{adsorption}^+(C)}{A_{geo}(cm^2)} = \frac{1}{A_{geo}(cm^2)} \times \frac{1}{2} \times \left\{ \left( Q_{total}^f(C) - Q_{total}^b(C) \right) - i_{DL}(A) \times 2 \times \frac{E_{max}(V) - E_{min}(V)}{scan\ rate \ s^{-1}} \right\}
\] (C.7)

Now, we shall have to make one final assumption in order to use this value for generic EASA determination in our system:

(5) The site distribution of the mechanically polished, subsequently electropolished finally and induction annealed polycrystalline electrode we used to obtain this reference value is representative for all polycrystalline surfaces

The validity of this final assumption is difficult to ascertain. As a first indication, we can deduce if the value we have calculated makes logical sense by comparing our result for polycrystalline copper to literature-reported values for single crystalline surfaces. In this case, Tiwari et al.[23] report that the facet-specific adsorption features for \{111\}, \{100\} and \{110\} should theoretically yield adsorption charge densities of respectively 79, 59 and 27 \( \mu C \cdot cm^{-2} \). However, the terraces are not
fully covered with OH, having instead the equivalent of between $1/4$ to $1/3$ of a monolayer coverage when considering a Cu:OH ratio of 1 : 1 as a full ML. Comparatively, step sites are more reactive than terrace sites, and thus a higher coverage can reasonably be expected for such sites, which happen to make up a significant portion of a polycrystalline surface. Therefore, we believe that the fact that the reference value we obtained for polycrystalline copper (128.1 $\mu$C $\cdot$ cm$^{-2}$) is somewhat higher than the range of values reported by Tiwari et al.\cite{23} seems reasonable at least.

However, this still does not directly address how applicable assumption (5) is to polycrystalline surfaces of differing site distributions. For now, the best answer to this question is simply to use this methodology of surface normalization, and see how surfaces with different facet distributions compare. To this end, the mechanically polished electrode we have discussed throughout this section is compared to a spherical bead-type polycrystalline electrode (for which it is not possible to readily determine the geometrical surface area) in Figure C.7. From comparing the blue line (polished bead-type electrode) with the red line (spherical bead-type electrode) it is evident that the facet distribution at the interface for these two electrodes is rather different from the fact that they exhibit very different charge contributions in differing regions of the CV. However, after calculating the total adsorption charge for these two surfaces and normalizing the CVs to their respective EASAs, we find that the voltammograms ‘look’ as one would empirically expect two similarly sized surfaces to behave, though this is decidedly not a convincing argument. Slightly less subjective ‘proof’ of the normalized CVs representing very similar areas is that the

![Figure C.7: Two “adsorption EASA-normalized” copper surfaces of strongly different geometry (2D circular vs. 3D spherical) and reasonably different surface-site distribution (as evidenced by the differing intensities at identical potentials in the CVs).](image)
C.5. Single crystal CV peak deconvolution

C.5.1. Deconvolution of a Cu(111) CV

In Figure C.8 we have modelled a Cu(111) CV by fitting the observed features to a number of distinct peaks (of varying shapes, e.g., Gaussian, Lorentzian, and/or a combination of an Exponential and Gaussian function was used, depending on which fit best the shape of each peak). Considering our belief that {111} terraces with high defect density (i.e., having very narrow widths) yield an adsorption signal at potentials $-0.02 \, V < E < +0.25 \, V$, we added a representative peak in this region in our deconvolution model (labelled 'peak 3'). Empiric evidence for the existence of this additional peak can derived from the fact that fitting without this peak yields a considerably worse goodness of fit (not depicted). After separating double-layer thickness in the pseudo-capacitive region between $-0.25 \, V < E < +0.35 \, V$ is very similar between the two surfaces, even though we do not scale directly to this value (it is, however, an integral part of the calculation – as is inherent to surface titration methods).

Figure C.8: Mathematical deconvolution of a Cu(111) CV into a sum of individual peaks. In a) the difference in current between the measured CV and the sum of the optimized peaks (red) is given. In b) the locations, shapes and labels of the individual modelled peaks (black) are depicted and compared to the measured CV (orange) and the sum of the optimized peaks (blue). In c) a close-up of b) is given to show the location and shape of peak 3.
the individual components, the OH-adsorption charge (sum of the peaks located between $-0.1 \, V < E < +0.25 \, V$, i.e., peaks 1-3) was estimated to be $53.9 \, \mu C \, (= 107 \, \mu C \cdot cm^{-1}_geo)$, and the adsorption charge associated with the second adsorption feature (sum of the peaks located between $+0.43 \, V < E < +0.475 \, V$, i.e., peaks 5 & 6) was estimated to be $60.1 \, \mu C$, yielding a ratio of ca. $0.9 : 1$. It must be noted that deconvolution of a CV exhibiting such a large number of non-Gaussian features is not very accurate, but can still serve as an indication.

C.5.2. Deconvolution of a Cu(100) CV
In Figure C.9 we have modelled a Cu(100) CV by fitting the observed features to a number of distinct peaks. After separating the individual components, the OH-adsorption charge (peak 1, located at $E = -0.125 \, V$) was estimated to be $34.5 \, \mu C \, (= 68.7 \, \mu C \cdot cm^{-1}_geo)$, and the charge associated with the second adsorption feature (peak 4, located at $E = 0.475 \, V$) was estimated to be $37.9 \, \mu C$, yielding a ratio of ca. $0.9 : 1$.

![Figure C.9: Mathematical deconvolution of a Cu(100) CV into a sum of individual peaks. In a) the difference in current between the measured CV and the sum of the optimized peaks (red) is given. In b) the locations, shapes and labels of the individual modelled peaks (black) are depicted and compared to the measured CV (orange) and the sum of the optimized peaks (blue).]
**C.5.3. Deconvolution of a Cu(110) CV**

In Figure C.10 we have modelled a Cu(110) CV by fitting the observed features to a number of distinct peaks. After separating the individual components, the OH-adsorption charge (peak 1, located at $E = +0.33 \, V$) was estimated to be $13.0 \, \mu C (= 25.8 \, \mu C \cdot cm^{-1} \cdot GEO)$, and the adsorption charge associated with the second adsorption feature (peak 4, located at $E = +0.494 \, V$) was estimated to be $24.5 \, \mu C$, yielding a ratio of ca. $1.06 : 2$. Please beware that this CV was found to have the lowest goodness of fit, due a) the cathodic tail of the \{110\}-specific feature at ca. $+0.33 \, V$ which did not conform to any of the typical peak shapes and b) the very broad charge region between $+0.38 \, V < E < +0.45 \, V$, which is a convolution between several differing sites located close together (i.e., various defect sites and \{111\} terraces).

![Figure C.10: Mathematical deconvolution of a Cu(110) CV into a sum of individual peaks. In a) the difference in current between the measured CV and the sum of the optimized peaks (red) is given. In b) the locations, shapes and labels of the individual modelled peaks (black) are depicted and compared to the measured CV (orange) and the sum of the optimized peaks (blue).](image-url)
C.6. Preparing clean Cu(poly) with wide site distribution

The following methodology can be used for preparing bead-type polycrystalline copper electrodes. Firstly, one has to prepare a copper bead from a high purity copper wire (ideally > 99.995% purity) by melting the end of a wire into a droplet via induction heating in inert atmosphere (e.g., H₂, N₂, Ar).

- Re-melt the copper bead, but do not allow it to grow larger (to prevent additional bulk impurities from being introduced to the melt).
- After melting, allow the droplet to cool and solidify in oxygen-free atmosphere by turning off the induction current
- Take out the bead, and etch in concentrated HNO₃ (ca. 5 seconds, in a fume hood)
- Rinse the bead with Milli-Q water
- Go back to the first step and repeat procedure (3-5 x)
- After 3−5 cycles, remelt the droplet once more, but do not etch again after cooling.

After going through this process, the resulting electrode is ready for experiment after briefly annealing it (2−5 minutes) at ca. 700−800 °C (well below the melting temperature, to prevent further bulk contaminants from migrating to the surface). Working with this type of electrode is slightly more difficult, as it is not possible to make a proper meniscus and thus experimentally challenging to expose the same amount of surface area between different experiments. However, it is possible with some practice. Additionally, small differences in exposed area between experiments can be corrected for by surface area normalization, with electrodes prepared in this way having a near identical facet distribution (and thus CV) when the total area is within ±5% (empirically).
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D.1. Blank reproducibility spherical single crystal
The effectiveness of surface recovery via $\text{H}_2/\text{O}_2$ annealing near the melting point of a copper spherical single crystal after having been oxidized at $+0.70 \, \text{V}$ for 1 minute is depicted in Figure D.1. In black, the blank as obtained prior to surface oxidation is depicted, and in red the blank obtained after recovering the surface via annealing after it had been oxidized. Comparison of the two blank CVs shows that facet distribution is very similar, although the red line exhibits a larger density of $\{111\}$ terrace sites as evidenced by increased charge near $+0.1 \, \text{V}$ (OH-adsorption) and also near $+0.45 \, \text{V}$ (O-adsorption).

D.2. Anisotropy of halide-induced roughening
Proof of the anisotropic nature of oxidation and reduction of copper in halide-containing solution is provided in Figure D.2, where a SEM image depicting the overall surface of a spherical single crystal post-treatment is provided. Various distinct regions are present on the surface, with their periodicity matching that of the three basal planes in an FCC lattice.
Figure D.1: Blank CV \((0.1 \, M \, NaOH, \nu = 50 \, mV \cdot s^{-1})\) reproducibility after a pre-oxidation + cathodization experiment \((+0.70 \, V/ - 1.75 \, V, 1 \, min \, each)\) after the crystal was annealed in a \(H_2/O_2\) flame close to the melting point for 30 minutes.

Figure D.2: Blank CV \((0.1 \, M \, NaOH, \nu = 50 \, mV \cdot s^{-1})\) development for a polycrystalline copper electrode as a function of reaction time during CO2RR at \(-0.75 \, V\) in \(0.1 \, M\) \(KHCO_3\) electrolyte under continuous \(CO_2\) bubbling. Voltammograms obtained after 1, 5, 15 and 30 minutes are compared to the initially obtained blank CV in red, green, blue, purple and black, respectively.
D.3. CV evolution after CO2RR in 0.1 M KHCO₃

The evolution of the cyclic voltammogram of a copper surface after being subjected to CO2RR at −0.75 V in 0.1 M KHCO₃ for varying amounts of time is depicted in Figure D.3. Clear changes are observed as reaction time is increased, indicated by the arrows in the figure. These changes correspond well with voltammetric changes observed after applying reducing conditions in both 0.5 M KHCO₃ and 10 M NaOH (main text).

![Cyclic voltammogram of a copper surface after CO2RR](image)

**Figure D.3:** Surface of a copper spherical single crystal upon anisotropic oxidation and reduction in chloride containing electrolyte (with a grain boundary visible as a result of imperfect crystal growth).

D.4. CV evolution for CORR in 10 M NaOH

Cyclic voltammetry studies were also used to investigate the effect of adding CO during cathodization in 10 M NaOH electrolyte. Furthermore, to guarantee that actual reduction of CO would occur, the applied potential was lowered from −1.75 V to both −0.75 V (Figure D.4) and −0.40 V (Figure D.5). The former potential (−0.75 V) was chosen as it is equal to the potential we used for our CO2RR studies, whereas the latter (−0.40 V) was chosen to see if the presence of CORR intermediates plays a significant role considering that −0.40 V is close to the onset of the CORR in alkaline media meaning its rate of reduction is much decreased. The changes in voltammetry are virtually identical to what is observed when we apply −1.75 V in 10 M NaOH without CO present in both cases, though the rate at which the CV changes is somewhat slower in when applying −0.40 V in the presence of CO.
Deactivation of the catalytic activity of the roughened spherical single crystal used for SEM studies into the long-term morphological stability of copper under CO2RR conditions (1 hour at $-0.75 \, V$ in 0.5 $M$ KHCO$_3$ electrolyte under constant CO$_2$ bubbling) is depicted in Figure D.6, in the form of decreasing current response of the system with constant potential.
D.6. Hypothetical morphology-change driven area reduction mechanisms

Assuming that the CV changes discussed in the main text (a decrease in the overall number of active sites, but little change in the relative abundance of the various individual types of sites) are the result of changes in morphology, the following surface restructurin-driven mechanisms can be envisioned.

E.g., one could assume that we start with a rough surface that undergoes considerable restructuring in such a manner that mesoscale and nanoscale deposits change their geometrical shapes towards such geometries that that exhibit lower surface area to volume rations (i.e., spheres). This phenomenon could explain a decrease in overall sites; however, such an explanation is rather unreasonable. Especially when we consider that the electrodes employed in this work are prepared by melting a copper wire into a droplet and allowing it to solidify resulting in a (near) spherical bead which intrinsically has a low roughness factor and low surface area to volume ratio, owing to surface-tension directed surface energy minimization effects.

Another theory that might explain a decrease in area would be to (literally) shrink the electrode radius, and thus decreasing the geometric surface area, via copper dissolution. This explanation is equally unreasonable as the former, considering the large amount of dissolution that would be required. Also, dissolution has been reported to be absent at the negative potentials we employ.[1]

Figure D.6: Time-dependent current deactivation of roughened copper spherical single crystal surface during CO2RR conditions (−0.75 V in 0.5 M KHCO3 during active CO2 bubbling).
Supporting information for Chapter 5

Figure D.7: Surface morphology and elemental analysis results before and after ca. 5 hours of CO2RR at \(-0.75\) \(V\) in saturated KHCO\(_3\) solution under constant CO\(_2\) (g) purging for a different location than discussed in the main text with different mesoscopic morphology on a nitric acid-cleaned polycrystalline bead electrode. Panels a and c represent the EDX spectrum a) prior to and c) after CO2RR, whilst b) and d) represent the accompanying SEM micrographs, respectively.

Figure D.8: Equal conditions as Figure D.7, but for a different location on the crystal. Panels a and c represent the EDX spectrum a) prior to and c) after CO2RR, whilst b) and d) represent the accompanying SEM micrographs, respectively.

**D.7. EDX study of electrode fouling**

Identical-location SEM + EDX experiments were conducted for multiple locations on a nitric acid-cleaned polycrystalline surface as discussed in the main text. Proof that the same observations discussed there hold also for other locations on the crystal is provided in the form of SEM micrographs before and after CO2RR (\(-0.75\) \(V\) in saturated KHCO\(_3\) for ca. 5 hours) with accompanying EDX signals for two other locations on the crystals in Figures D.7 and D.8.
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