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4| KiDS-1000: weak lensing
and intrinsic alignment
around luminous red
galaxies

M.C Fortuna, H. Hoekstra, A.Dvornik

We study the properties of the Luminous Red Galaxies (LRGs) selected from the 4th data

release of the Kilo Degree Survey (KiDS-1000) via galaxy-galaxy lensing of the background

galaxies fromKiDS-1000. We use a halomodel formalism tomodel ourmeasurements and

obtain estimates of the halo masses and the satellite fractions of the LRGs. We use these to

interpret the intrinsic alignment (IA) measurements in Fortuna et al. (2021b), who studied

the tendency of the LRGs to point in the direction of other LRGs, via the galaxy shape-

galaxy position correlation. Here, we directly link the observed IA of the (central) galaxy to

themass of the hosting halo, which is expected to be a fundamental quantity in establishing

the alignment, and find that the dependence of the IA amplitude on halo mass is described

well by a single power law. We also find that both red and blue galaxies from the source

sample associated with the LRGs are oriented randomly with respect to the LRGs.
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4.1 Introduction

The intrinsic alignment (IA) of galaxies, defined as the tendency of galaxies

to point in a coherent direction, has gained attention in the last two decades

as an important contaminant to lensing (Heavens et al. 2000; Crittenden

et al. 2001; Kirk et al. 2010; Krause et al. 2016, among others). N-body

simulations have explored the origin of the triaxility and angular momen-

tum of dark matter haloes, and how they orient their major axis in the di-

rection of matter overdensities, finding that the orientation also depends

on the environment and the location on the large scale structure (Dubin-

ski 1992; Croft & Metzler 2000; Hopkins et al. 2005; Hahn et al. 2007;

Lee et al. 2008; Forero-Romero et al. 2014). Models of galaxy alignment

predict that the galaxy inherits the orientation of its major axis from the

orientation of the parent halo: such a relation is expected to be primarily

sourced by the effect of tidal fields during galaxy formation (Catelan et al.

2001). These models predict a dichotomy in the alignment of elliptical,

pressure-supported galaxies, and disc-like, rotationally supported galaxies

(e.g. Catelan et al. 2001; Hirata & Seljak 2004), in agreement with results

from observations (Hirata et al. 2007; Faltenbacher et al. 2009; Joachimi

et al. 2011; Blazek et al. 2011; Singh et al. 2015; Johnston et al. 2019; Man-

delbaum et al. 2011).

Observations have shown that luminous red galaxies (LRGs) are the

main source of IA and that the dependence on luminosity can be described

by a power law (Hirata et al. 2007; Joachimi et al. 2011; Singh et al. 2015).

Fortuna et al. (2021b) extended observational constraints on the IA ampli-

tude to samples of LRGs with significantly lower luminosities compared to

previous studies, and found that the dependence with luminosity is shal-

lower compared to the high-! samples. This points toward amore complex

behaviour in the luminosity-alignment relation.

The relationbetween luminosity andhalomass itself is complex. Hence,

a simple dependencewith halomass, as predicted bymodels of IA (Xia et al.

2017; Piras et al. 2018), would result in a complex dependence of the IA sig-

nal with luminosity. It is therefore interesting to explore the observational

link between the IA of galaxies and themass of the hosting halo. This could

simplify the modelling and help generate synthetic galaxy catalogues that

reproduce the observed IA using halo catalogues from N-body simulations

(e.g. Carretero et al. 2017). A direct measure of IA as a function of halo

mass avoids the intermediate step of calibrating IA on secondary galaxy

properties that are not directly responsible for the alignment mechanism
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and that have non-negligible scatter.

In this paper we determine the average halo mass for the samples used

in Fortuna et al. (2021b), direct linking their IA signal and their halo mass.

Singh et al. (2015); van Uitert & Joachimi (2017) and Piras et al. (2018)

have addressed the same question using higher luminosity/higher mass

samples, finding a single power law relation for the IA dependence on halo

mass. Here, we extend the analysis to the faint-end, where the IA depen-

dence on luminosity changes its slope. This allows us to address the ques-

tion whether the observed flattening in the IA amplitude is a consequence

of a similar flattening in the halo mass-luminosity relation.

To measure the halo masses, we employ weak gravitational lensing:

light bundles of the distant galaxies are deflected by the matter distribu-

tion along the line of sight, which leads to an apparent correlation between

the shape of a background galaxy (source) and the position of a foreground

galaxy (lens). This galaxy-galaxy lensing (GGL) signal is an important tool

to investigate the dark matter distribution around galaxies (e.g. Hoekstra

et al. 2005; Mandelbaum et al. 2006; Velander et al. 2014; Miyatake et al.

2015; van Uitert et al. 2015; Dvornik et al. 2020; Bilicki et al. 2021).

In this paper, we use the halomodel to connect the statistical properties

of dark matter haloes to those of the galaxies. It is an analytical approach

to predict observable quantities based on the link between the galaxy occu-

pation statistics, the abundance, and the clustering of dark matter (Seljak

2000; Ma & Fry 2000; Cooray & Sheth 2002).

In this study, the lens sample consists of LRGs in the footprint of the 4th

data release of KiDS (KiDS-1000, Kuijken et al. 2019), which were selected

via a variation of the redMagiC algorithm (Rykoff et al. 2014), as presented

in Vakili et al. (2020). To measure the lensing signal, we use the source

sample presented in Giblin et al. (2021).

LRGs are typically the central galaxies in massive haloes, and are re-

sponsible for the alignment at large scales. The alignment at small scales is

sourced by satellite galaxies: the intra-halo tidal fields align the satellites in

a torquing mechanism that leads to a net radial alignment signal towards

the halo centre (Pereira et al. 2008). In this paper, we investigate this sig-

nal by determining the alignment of galaxies in the source sample. These

are selected to be physically close to the LRGs, so that the LRG can be con-

sidered a proxy for the halo centre. To do so, we employ an estimator that

is similar to the one used GGL, following the approach presented in Blazek

et al. (2012). When measuring the signal, we account for the lensing con-

tamination and the lensing dilution that occurs between galaxies that are
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physically associated. The IA of the sources presented here is complemen-

tary to the study of the IA signal in Fortuna et al. (2021b), who looked at the

alignment signal of the LRG sample at large scales. Here, we constrain the

small scale signal (Ap < 10ℎ−1Mpc) sourced by non-LRG galaxies. These

results can thus be used to inform models such as the halo model.

The paper is organised as follows: in Sect. 4.2 we present the data em-

ployed in this work; in Sect. 4.3we introduce the estimator used tomeasure

the signal, while in Sect. 4.4 we present the model framework we use to in-

terpret the measurements. In Sect. 4.5 we detail the fitting procedure and

in Sect. 4.6 and Sect. 4.7 we present our results. In Sect. 4.8 we draw our

conclusions.

Throughout the paper, we assume a flat ΛCDM cosmology with ℎ =

0.7,Ωm = 0.25,Ωb = 0.044, f8 = 0.8 and =s = 0.96. Absolute magnitudes are
computed assuming ℎ = 1.

4.2 Data

The data employed in this work are collected by the Kilo Degree Survey

(KiDS), a multi-band imaging survey that hasmapped 1350 deg2 of the sky,
divided in two equally sized patches, one in the equatorial region and one

in the Southern hemisphere. The latest data release (DR4, hereafter KiDS-

1000) covers 1006 deg2 and provides high quality images in the D6A8 bands,
obtained on the VLT Survey Telescope (VST; Capaccioli et al. 2012) with

the OmegaCAM instrument (Kuijken 2011). By survey design, the best im-

ages are provided in the A−band, where the meanmagnitude limit is A ∼ 25
(5f in a 2′′ aperture), and thus we will always refer to the A−band images in
the rest of this work. Five infrared bands, /.�� s, obtained from the com-

panion survey VISTA Kilo-degree INfrared Galaxy survey (VIKING; Edge

et al. 2013), complement the data, allowing for a robust photometric red-

shift calibration (Wright et al. 2019; Hildebrandt et al. 2020).

4.2.1 The lens sample

The LRG sample is selected from KiDS-1000 using a variation of the red-

MagiC algorithm (Rykoff et al. 2014), as presented in Vakili et al. (2019,

2020). Details of the sample properties can be found in Vakili et al. (2020).

Here we summarise the most relevant ones. The sample is selected with a

redshift-dependent magnitude cut to ensure a constant comoving number

density. The parameter that regulates the selection is <
pivot
A (I), the char-
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acteristic A-band magnitude of the Schechter (1976) function, assuming a

faint-end slope U = 1. The resulting luminous-threshold samples are de-
fined by the ratio:

!

!pivot(I)
= 10−0.4

(
<A−<A,pivot (I)

)
, (4.1)

where <
pivot
A (I) is evaluated using the EzGal (Mancone & Gonzalez 2012)

implementation of Bruzual & Charlot (2003), assuming a Salpeter initial

mass function (Chabrier 2003), a solar metallicity (/ = 0.02) and a single
star formation burst at I = 3.

Two samples are obtained with the aforementioned strategy: a high lu-

minosity (!/!pivot(I) > 1) and sparser sample (=̄g = 2.5 × 10−4ℎ3Mpc−3)
named luminous sample and a denser (=̄g = 10−3ℎ3Mpc−3) and less lu-
minous one (!/!pivot(I) > 0.5), the dense sample. In this work, we fol-
low Fortuna et al. (2021b) and use both samples for our analysis, but from

the dense samples we removed the galaxies that are in common with the
luminous sample. For a detailed explanation of why the two samples con-
tain overlapping galaxies, we refer to Fortuna et al. (2021b). We also adopt

the same luminosity-binning scheme as Fortuna et al. (2021b), with some

minor variation as described in Sect. 4.6.

We quantify the scatter in the photometric-spectroscopic redshift rela-

tion using the scaled median absolute deviation of (Iphot − Ispec)/(1+ Ispec).
This increases with redshift and it is tighter for the luminous sample. In
particular, we find fI = 0.0139 for the luminous sample and fI = 0.0146
for the dense sample. This is also responsible for some overlap of the galaxy
properties between the two samples, even when removing the overlapping

galaxies.

The stellar masses and absolute magnitudes are obtained via LePhare

(Arnouts & Ilbert 2011), assuming the stellar population synthesis model

from Bruzual & Charlot (2003), the Chabrier (2003) initial mass function

and Calzetti et al. (1994) dust-extinction law. We use the MASS_BEST output
from LePhare as our best estimate of the mass to use for the point mass

approximation (see Sect. 4.4). When computing the mean stellar mass per

bin, we remove the galaxies for which the masses estimated as MASS_MED
are flagged as bad (-99), indicating that the best fit was performed by a

non-galaxy template1.

1These galaxies are, however, used in the measurements, as our main focus is the

luminosity-to-halo mass relation and the luminosity is robustly measured. We note that

the change in the average mass is at the sub-percent level.
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Figure 4.1: The photometric redshift distributions of the source and lens samples employed
in the analysis. When computing the GGL signal, we only consider source galaxies at higher
redshift than the lens, and with a minimum separation of In = 0.2.

Wecorrect the absolutemagnitudes for the passive evolution of the stel-

lar population (4−correction). We use EzGal to compute it and follow the

setup used in Vakili et al. (2020) to identify the limiting magnitude for the

selection of the LRG candidates as described above.

4.2.2 The source sample

The shapes of our galaxies are computed via a self-calibrating version of

lensfit (Miller et al. 2007, 2013; Fenech Conti et al. 2017; Kannawadi et al.

2019;Giblin et al. 2021)2. lensfit is amodel-based algorithm that provides a

measure of the ellipticity by fitting a PSF-convolved two-component bulge

and discmodel of a galaxy. It returns the ellipticity components n = n1+8n2,
with |n | = (0 − 1)/(0 + 1), where 0, 1 are, respectively, the major and minor
axis. For each galaxy, themethod returns also a weight, Fs, which accounts
for the increase/decrease in the S/N due to the relative orientation of the

galaxy with respect to the PSF and the overall S/N. Note that with this def-

inition, the average ellipticity is an estimator of the shear, 〈n〉 = W.
The KiDS-1000 shear catalogue benefits from the improvement in the

PSF treatment due to the available information provided by the Gaiamis-

2The catalogue is publicly available at http://kids.strw.leidenuniv.nl/DR4/
KiDS-1000_shearcatalogue.php

http://kids.strw.leidenuniv.nl/DR4/KiDS-1000_shearcatalogue.php
http://kids.strw.leidenuniv.nl/DR4/KiDS-1000_shearcatalogue.php
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sion (Gaia Collaboration et al. 2018). The shears are also calibrated to

account for the multiplicative bias (<−bias) that arises as a further cor-
relation between shear systematics: this is calibrated employing high fi-

delity image simulations based on deep images of the Cosmic Evolution

Survey (COSMOS Scoville et al. 2007). We will discuss the<−bias again in
Sec. 4.3, where we apply it to our lensing measurements. A full description

of the catalogue and the systematic tests can be found inGiblin et al. (2021),

while more details on the strategy to calibrate residual biases in described

in Kannawadi et al. (2019).

The distributions of our photometric redshifts are illustrated in Fig. 4.1.

These redshifts of the source galaxies are estimated based on deep spectro-

scopic catalogues that cover a sub-sample of the galaxies: these are then

re-weighted using a self-organised map (SOM, Wright et al. 2020) to re-

semble the KiDS-1000 sample, and only sources that fill the SOM cells (a

nine-dimensional magnitude-space volume) enter our final sample. The

method is also validated by using a clustering−I algorithm. Details on the
photometric redshift calibration can be found in Hildebrandt et al. (2021).

We restrict our analysis to source galaxies in the redshift range 0.1 < Is <
1.2, based on the available calibration of their photometric redshift via the
SOM, where Is indicates the photometric redshift of the source galaxy.

4.3 Measuring the signal

The GGL signal is quantified by the tangential distortion in the shapes of

background galaxies (sources) induced by themass distribution of the fore-

ground galaxies (lenses) along the line-of-sight. As the distortion for a sin-

gle lens galaxy is small and we lack information on the intrinsic shape of

the background galaxy, we perform a statistical analysis of the signal en-

coded by a large number of lens-source galaxy pairs andmeasure themean

tangential shear around each lens as a function of lens-source galaxy pro-

jected separation, 〈Wt(Ap)〉. This is a direct measure of the enclosed mass,
as we will see later. Note that the S/N of the lensing signal around indi-

vidual lenses is too small to be detected, and thus we average the signals of

an ensemble of lenses. Here, we are implicitly assuming the weak lensing

regime, so that the effective shear of a background galaxy can be approxi-

mated by the sum of the shears of the individual galaxies in the foreground.

We measure the signal of both the dense and luminous samples in bins of
luminosity.

For each source-lens pair, we measure the tangential component of the
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ellipticity: indicating with q the angle between the G−axis and the lens-
source separation vector, and using the ellipticity definition introduced in

Sec. 4.2.2, we have [
nt
n×

]
=

[
− cos(2q) − sin(2q)
sin(2q) − cos(2q)

] [
n1
n2

]
. (4.2)

Here, n× is the cross-component of the ellipticity, which corresponds to
a rotation of 45 deg. The cross-component is an important test of resid-
ual systematics and in our measurements we always ensure that the cross-

component is compatible with noise.

The ensemble average of the ellipticities of all the sources – which we

remind the reader is an estimator of the shear – at projected separation Ap
from the lens is directly related to the the amount ofmatter that we observe

around a galaxy, which is quantified by the excess surface mass density

(ESD) profile:

ΔΣ(Ap) = Σ̄(< Ap) − Σ(Ap) = Wt(Ap) Σcrit . (4.3)

The ESD is thus defined as the difference between the mean projected sur-

face mass density enclosed in a projected radius Ap and the surface mass
density at Ap. The critical surface mass density is a geometrical factor de-
fined as

Σcrit =
22

4c� (1 + Il)2
� (Is)

� (Il)� (Il, Is)
, (4.4)

where the factor (1+Il)2 at the denominator accounts for our use of comov-
ing units (see also Dvornik et al. 2018, Appendix C for a discussion on this

term). Here, Il (Is) is the redshift of the lens (source) galaxy, and � (Il),
� (Is) and � (Il, Is) are, respectively, the angular diameter distance to the
lens, to the source and between the lens and the source galaxies.

As we rely on photometric redshifts, we need to integrate Eq. 4.4 for the

redshift probability distributions of the source sample, =(Is), and the indi-
vidual redshift probability distribution of each lens, ?(Il). This provides an
effective estimate of Σcrit:

Σ−1
crit,eff =

4c�
22

∫ ∞

0
(1 + Il)2� (Il)

(∫ ∞

Il

� (Il, Is)
� (Is)

=(Is)dIs
)
?(Il)dIl . (4.5)

Tomodel ?(Il)weuse aGaussian centred on the photometric redshift of the
given lens and with standard deviation given by the value of fI associated

to the specific sample, as discussed in Sect. 4.2.1. The redshift probability
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distribution of the source sample, =(Is), is instead obtained from the SOM

as described in Sec. 4.2.2.

The lensing signal decreases as the distance between the lenses and the

sources decreases (due to the � (Il, Is) in Σ−1
crit). In our case, while the lenses

span a large range in redshift (0.15 < Il < 0.8), the signal is limited by
the source sample, for which we have robust redshift estimates only up to

Is = 1.2 (Wright et al. 2020). This means that our lensing efficiency peaks

around Ils ∼ 0.3 and rapidly decreases as we approach high redshifts.
To each lens-source pair we also assign a weight determined by three

components: a weight associated to the source sample, Fs, which down-
weights the shears of the galaxies with low S/N, and that corresponds to

the lensfit weight reported as weight in theKiDS-1000 shear catalogue (see
Sect. 4.2.2); a weight associated to the lens galaxies, which is designed to

remove residual correlations between the spatial galaxy number density

and the survey observing conditions (Vakili et al. 2020); and a geometric

term that down-weights lens-source pairs that are close in redshift, given

by the square of the inverse critical mass surface density:

Fls,eff = FsFl
(
Σ−1

crit,eff

) 2
. (4.6)

Our estimator (here indicated with a hat) for the excess surface mass

density thus reads:

Δ̂Σls(Ap) =
[∑

ls Fls,eff nt,s Σcrit,eff∑
ls Fls,eff

]
1

1 + <̄

�����
Ap

, (4.7)

where we have included an average correction to the galaxy shear obtained

from dedicated simulations, which quantifies the residual multiplicative

bias in the estimate shear due to the presence of noise and blending in the

images. The <−bias is a function of redshift (Kannawadi et al. 2019): here
we rely on the calibration presented in Kannawadi et al. (2019) and evalu-

ate it in narrow redshifts slices and weight it by F′ = Fs� (Il, Is)/� (Is):

<̄ =

∑
8 F

′
8
<8∑

8 F
′
8

(4.8)

where 8 is the 8−th redshift slice. The<−biasmeasured in our samples goes
from −0.01 to −0.03.
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4.3.1 Contamination from physically associated galaxies:
boost factor and IA

Because galaxies tend to cluster and the clustering is a function of galaxy

separation, there is an overdensity of sources that are physically associ-

ated with the lens. This has two implications: on one hand, these galaxies

are not lensed, diluting the GGL signal at small scales; on the other hand,

because these galaxies experience the local tidal field, some of them are

intrinsically aligned towards the lens, that is, opposite to the lensing sig-

nal, further suppressing the signal. The former effect can be accounted by

comparing the weighted number of pairs between the lens and source sam-

ple and the weighted number of pairs that a random distribution of lenses

forms with the source sample, as a function of the projected separation Ap
(Sheldon et al. 2004; Mandelbaum et al. 2005). This term is typically re-

ferred as boost factor:

�(Ap) =
∑

r Fr∑
l Fl

∑
ls Fls,eff∑
rs Frs,eff

�����
Ap

(4.9)

where Frs,eff = Fs
(
Σ−1

crit,eff

) 2
and Fr = 1.

Both the lensing dilution from unlensed galaxies and the negative con-

tribution from IA can be removed by selecting only source galaxies that

have separations larger than In from the lens, with Is − Il = In (Leauthaud
et al. 2017). Although we also apply the boost factor, we make use of this

cut when measuring the lensing signal, to ensure that any contamination

is low and adopt In = 0.2.

4.3.2 Random subtraction

On top of the correction discussed in the previous section, we follow Singh

et al. (2017) and subtract the signal around randompoints from the lensing

signal. This ensures that residual additive biases, introduced by the survey

edges and by the presence of masks are removed from our measurement.

The random signal is obtained in exact analogy to Eq. 4.7, but measuring

the lensing signal around points uniformly distributed over the survey foot-

print with removal of the masked regions. The final estimator is thus given

by

Δ̂Σ(Ap) = �(Ap)Δ̂Σls(Ap) − Δ̂Σrs(Ap) . (4.10)
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4.3.3 Estimator for the IA signal

We are, however, also interested in measuring the IA signal of the source

galaxies around the lenses. To this end, we only select galaxies within a

small redshift separation from the lenses. We chose ΔI ≡ |Il − Is | < In with
In = 0.15. The computation is analogous to the case of lensing, (Eq. 4.10):
we label the resulting signal ΔΣΔI to denote the redshift range used for this

measurement. The signal measured in this way is still affected by the lens-

ing contamination, which can be removed using lensing signal measured

for the ‘lensing’ sample. Focusing on physically associated galaxies, in this

case it is crucial to correctly account for the boost factor.

The excess of lens-source pairs after the random subtraction described

in the previous section causes the IA signal (as this corresponds to the clus-

tered galaxies): the average critical surface density thus becomes:

〈Σcrit,eff〉ex =

∑
ls Fls,effΣ

(ls)
crit,eff −∑

rs Frs,effΣ
(rs)
crit,eff∑

ls Fls,eff −∑
rs Frs,eff

. (4.11)

Finally, the IA estimator is (Blazek et al. 2012):

ŴIA(Ap) =
Δ̂ΣΔI − Δ̂Σlens

(�ΔI − 1)〈Σ(ΔI)
crit,eff〉ex − (�lens − 1)〈Σ(lens)

crit,eff〉ex

�����
Ap

. (4.12)

Leonard et al. (2018) presented an improved version of this estimator

which exploits the scale dependence of IA to better separate it from lens-

ing. This requires multiple measurements of the source galaxy shapes, ob-

tained with different shape estimates that weigh different galaxy scales dif-

ferently. Here, we do not investigate this possibility, mainly motivated by

the results in Georgiou et al. (2019b), who used very high S/N measure-

ments and found that the scale dependence of IA is mainly limited to red

satellites. The gain is therefore expected to be minimal in a mixed sample.

4.4 Modelling the signal with the halo model

The GGL signal captures the projected two-point correlation function be-

tween a galaxy position and a galaxy shear, which in turn is ameasure of the

three-dimensional correlation between matter and density distributions.

Because lensing is sensitive to density contrasts, in practise we measure

the difference between the projected mass density at a certain radius and

the average mass density contained in that radius (eq. 4.3).
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In order to model the signal, we need to provide an analytical expres-

sion for the projected surface mass density around galaxies. This is related

to the three-dimensional correlation function via a projection integral. In

the distant observer approximation, it can be expressed as an Abel trans-

form

Σ(Ap) = 2d̄<
∫ ∞

Ap

bXg (A)
A dA√
A2 − A2

p

. (4.13)

Here bXg (A) is the correlation between the galaxy and the fractional matter
density contrast, 〈X(x)Xg (x + r)〉, with X(x) = (dX(x) − d̄X)/d̄X, - ∈ {X, g}.
In the following, we will always use the short-notation X to indicate the

dark matter and g for the galaxy. Since galaxies form inside dark matter

haloes, the halomodel is a natural framework to describe thematter-galaxy

correlation function, bXg (A). We present this formalism in the next section.

The projected mass contained within the radius Ap can be written as

Σ̄(< Ap) =
2
A2

p

∫ Ap

0
Σ('′)'′3'′ (4.14)

and from eq. 4.3 we can recover the ESD.

While this formalism strictly describes only the lensing effect due to the

darkmatter distribution, we also include the GGL due to the baryonicmass

of the galaxy, here modelled as a point mass (pm),

ΔΣpm =
〈"∗〉
cA2
?

. (4.15)

This approximation is motivated by the fact that the minimum scale we

probe is A? = 60 ℎ−1kpc, much larger than the physical extent of the stellar
component of a galaxy.

We evaluate the model at the effective redshift of the lenses, Ieff , given
by the weighted mean of the lenses, with weight the lensing efficiency in

equation 4.6. For the luminous sample, this corresponds to Ieff = 0.406,
while for the dense sample Ieff = 0.368.

4.4.1 The halo model

The halo model (Seljak 2000; Ma & Fry 2000; van den Bosch et al. 2013;

Cooray & Sheth 2002, for a review) is a well-established formalism for pre-

dicting and interpreting the clustering and lensing statistics of galaxies and

dark matter. The key idea behind the halo model is that the mass of the
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halo is the fundamental property that drives halo clustering statistics. It

assumes that all dark matter in the Universe is bound in haloes and that

dark matter haloes are fully described by a universal density profile.

The formalism is based on a set of ingredients: a density profile for the

dark matter distribution; a halo mass function, that provides a prescrip-

tion of howmany haloes populate a given comoving volume at a given red-

shift; and a halo bias function, which quantifies the bias of the bounded

haloes with respect to the underlying matter distribution. Then, galaxies

can be included into the formalism through a prescription that provides the

way galaxies occupy dark matter haloes. The halo occupation distribution

(HOD), is a convenient way of doing that, assigning the number of galaxies

#g per a give halo of mass ", 〈#g |"〉. We discuss in detail the model we

adopt for the HOD in Sect. 4.4.3

We define darkmatter haloes as spheres with an average density of 200

times the background density today, dh = 200dm. We assume that the dark

matter is spatially distributed following the Navarro-Frenk-White profile

(NFW, Navarro et al. 1996), with a concentration-mass relation fromDuffy

et al. (2008). We also assume that satellite galaxies are spatially unbiased

with respect to the dark matter particles, i.e. that their spatial distribu-

tion is described by ds(A, ") = dh(A, ") ≡ "D(A, "), with D(A, ") the nor-
malised density profile of dark matter and A the distance from the centre

of the halo. We allow central galaxies to have a different amplitude of the

concentration-mass relation, which we parametrise as a free pre-factor 52.

For the halo mass function, =("), as for the halo bias function, 1ℎ ("), we
adopt the functions presented in Tinker et al. (2010). We explicitly force

the halo bias to be normalised at each redshift: the normalisation is ob-

tained by integrating the halo bias function over a large range of masses

(102 − 1018 ℎ−1"�). We do not model the off-centering of central galaxies,

i.e. we always assume that they sit at the centre of their halo.

4.4.2 The galaxy-matter power spectrum

Given a prescription for the HOD (Sect. 4.4.3) and the set of ingredients

introduced in Sect. 4.4.1, it is possible to build the correlation functions

between the matter density field and a continuous galaxy field, as well as

their auto-correlations. As such relations involve convolutions, for compu-

tational reasons it is convenient to work in Fourier space and then trans-

form the quantities back to real space. We thus present them in Fourier

space, as they are implemented this way in the code.

One of the main advantages of the halo model is its separate treatment
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of the correlation that arise between the galaxies/matter within the halo,

which leads to the so called 1-halo term, and the correlation between those

that belong to different haloes, the 2-halo term. As a general result, the full

power spectrum is

%(:, I) = %1h(:, I) + %2h(:, I) (4.16)

regardless whether we are describing the clustering of galaxies, of dark

matter or the matter-galaxy correlation.

In turn, we can split the contributions from central and satellite galax-

ies andmodel them individually. Denoting with ‘c’ the central-galaxy com-

ponents, with ‘s’ the terms which are sourced by the satellite population,

and with X those corresponding to matter, we have that any correlation is

given by the sum of all of the possible correlations between these terms. In

Fourier space, for the case of the galaxy-matter cross power spectrum, this

reads:

%gX (:, I) = 5c%
1h
cX (:, I) + 5s%

1h
sX (:, I) + 5c%

2h
cX (:, I) + 5s%

2h
sX (:, I) . (4.17)

Here 5- with - ∈ {c, s} is the fraction of galaxies of a given type entering
the correlation. These can be obtained from the galaxy number densities

as predicted by the HOD as

5- =
=-

=g
, (4.18)

where

=- =

∫ ∞

0
〈#- |"〉 =(") d" . (4.19)

It is convenient to introduce the functions H- , where - = {X, c, s} and
are thus associated to a given component:

HX (:, ") = "

dm
D(:, ") , (4.20)

Hc(:, ") = 〈#2 |"〉
=6

(4.21)

and

Hs(:, ") = 〈#B |"〉
=6

D(:, ") . (4.22)

The 1-halo and 2-halo terms of the power spectrum thus read:

%1ℎ
GH (:) =

∫ ∞

0
HG (:, ")HH (:, ") =(") d" (4.23)
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and

%2ℎ
GH (:) = %lin(:)

∫ ∞

0
d"1 HG (:, "1)1h("1)=("1)

×
∫ ∞

0
d"2 HH (:, "2)1h("2)=("2) .

(4.24)

A relevant quantity that we can predict via this formalism is the average

mass mass of bounded haloes that host a central galaxy. This is defined as:

〈"200〉 =
1

=c(Ieff)

∫
〈#c |"〉=(")"d" . (4.25)

4.4.3 The halo occupation distribution

Following Cacciato et al. (2009), we derived theHOD from the Conditional

Luminosity Function (CLF) obtained for the SDSS by Yang et al. (2003).

The CLF, dΦ(! |")d", specifies the average number of galaxies with lumi-
nosity in the range ! ± d!/2 that reside in a halo of mass ". Thus, inte-
grating over a certain luminosity bin provides the number of galaxies with

a certain luminosity ! ∈ [!1, !2] that reside in a halo of mass ",

〈#6 |", !1, !2〉 =
∫ !2

!1

Φ(! |")d! (4.26)

As in Cacciato et al. (2009), we split the CLF in two components,

Φ(! |") = Φc(! |") +Φs(! |"), (4.27)

where Φc(! |") is the CLF associated with central galaxies, while Φs(! |")
is the CLF associated with satellite galaxies.

The central galaxy CLF is described by a log-normal function,

Φc(! |")3! =
log 4
√

2c
exp

[
− (log ! − log !c)2

2f2
c

]
d!

!
, (4.28)

where

!c(") = !0
("/"1)W1

[1 + ("/"1))W1−W2] (4.29)

is the mean luminosity of central galaxies in a halo of mass ". "1 is the
characteristic mass scale at which !c(") changes its slope (!c ∝ "W1 for

" � "1 and !c ∝ "W2 for " � "1). Eq. 4.29 is one of the key relations
we aim to constrain for the LRG sample (see Sec. 4.6).
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Satellite galaxies obey

Φs(! |") = Φ∗
s

(
!

!∗B

) Us+1
exp

[
−
(
!

!s∗

) 2
]
d!

!
, (4.30)

where !s∗ (") = 0.562!c(") and

log[Φ∗
s (")] = 10 + 11(log"12) (4.31)

In total, our halo occupation distribution is described by nine parame-

ters: log"1, log !0, W1, W2, fc, 5cUs, 10, 11.

4.5 Fitting procedure

We sample the parameter space via a Monte Carlo Markov Chain proce-

dure, using the Emcee sampling3 (Foreman-Mackey et al. 2013) sampler.

We assume a Gaussian Likelihood of the form

L ∝ exp
[
−1

2 (D8 − M(\)8)TC−1
8 9 (D 9 − M(\) 9)

]
, (4.32)

whereD is the data vector,M(\) is themodel evaluated for the set of param-
eters \, and 8, 9 refer to the radial bin under consideration, and C−1

8 9
is the

inverse of the data covariance matrix. We employ 120 walkers and check

the convergence of the chains by visually inspecting the chains. The priors

for the HOD parameters are reported in Table 4.1 and are based on previ-

ous results in literature. In particular, while we broadly follow the choice

of the priors in Bilicki et al. (2021), we adopt more informative priors in

the following cases: fc has been shown to be tightly constrained by current
measurements as investigated in Cacciato et al. (2014, see e.g. their Fig.

6); W1 is expected to be poorly constrained by a luminous sample such as
the LRGs: here we follow Cacciato et al. (2014), but rather than fixing it we

provide an informative prior centred on the best-fit value in C13; the prior

for W2 is typically extremely broad: however, the best-fit values obtained
for different samples are all in good agreement and span the range 0.2−2.0
(Cacciato et al. 2013, 2014; van Uitert et al. 2016a; Dvornik et al. 2018; Bil-

icki et al. 2021): we thus restrict the sample to the rangeU(0, 2). We also

reduce the range of 5c based on some preliminary runs and exclude zero to
avoid unphysical behaviour of the model.

3https://emcee.readthedocs.io/en/stable/

https://emcee.readthedocs.io/en/stable/


4.6 Constraints on the lens sample properties 145

Table 4.1: The priors adopted in the fit and the corresponding fiducial values, here reported
as the median of the marginal posteriors, while the best fit values are reported in brackets.
The error bars correspond to the 16th and 84th percentiles. N(`, f) indicates a normal
distribution with mean ` and standard deviation f.

Parameter Prior Fiducial

5c [0.1, 1] 0.977+0.017
−0.054 (0.999)

log(!0/[ℎ−2!�]) [7, 13] 9.950+0.331
−0.577 (10.357)

log("1/[ℎ−1"�]) [9.0, 14.0] 11.656+0.341
−0.434 (12.070)

W1 N(3.18, 2) 4.224+1.888
−1.863 (3.146)

W2 [0, 2] (0.266) 0.421+0.174
−0.140 (0.266)

fc [0.1, 0.3] 0.131+0.060
−0.022 (0.115)

Us N(−1.1, 0.9) −1.734+0.524
−0.404 (-1.478)

10 N(0, 1.5) −1.355+0.491
−0.456 (-1.607)

11 N(1.5, 2.0) 0.864+0.287
−0.359 (1.056)

4.6 Constraints on the lens sample properties

We measured the ESD signal of the dense and luminous samples in bins
in luminosity, applying the cuts presented in Fortuna et al. (2021b) and la-

belled D1, D2, D3, D4, D5, L1, L2, L3. The D1 and L1 samples of this
studies slightly differ from those in Fortuna et al. (2021b), because of the

removal of the galaxies that reside in the tails of the distributions4. Re-

moving the tail is crucial for the correct interpretation of the luminosity

distributions by the model: the HOD modelling assumed here is designed

for volume-complete samples. Given the lack of a selection function in the

model, the long faint-tail would be populated by a large number of faint

galaxies, as predicted by the modified Schechter function in Eq. 4.30. We

explore how well our model can capture the luminosity distribution of our

samples in Appendix A1.

The properties of the lens samples are reported in Table 4.2. We jointly

fit all the samples with a single model and found a unique set of HOD pa-

rameters, which we report in Table 4.1. The reduced j2 is 1.05.
The best-fit HOD parameters agree within the error bars with the best-

fit parameters of the red population of theKiDS-Bright sample (Bilicki et al.

2021). This is a sign that the two samples, albeit selected with different

4The tail is due to the photo-z scatter, such that a<A (I) cut does not translate into a sharp
cut in absolute magnitudes. We also remove part of the high-!, with a cut at "A −5 log(ℎ) =
−22.6.
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Figure 4.2: The ESD measurements for the samples listed in Table 4.2. We plot the best fit
curves (Table 4.1) on top of the data points. The grey shadowed area is excluded from the
fit. The reduced j2 of the fit is j2

red = 1.05.

cuts, are characterised by similar scaling relations. It is, however, surpris-

ing that the stellar-to-halo mass relation of the red galaxies of the Bright

sample has a very similar scaling to the luminosity-to-halo mass relation

of the LRG sample (see Sect. 4.6.1). We interpret this result as a conse-

quence of the observed luminosity-to-stellar mass-relation for the LRGs,

which is close to unity (see Tab. 4.2).

4.6.1 Luminosity-halo mass relation

For each sample, we derive the corresponding average halo mass, 〈"200〉
(Eq. 4.25). These are reported in Table 4.2. At intermediate luminos-

ity (D5, L2 L3), our results are in good agreement with previous studies
(Mandelbaum et al. 2006; Miyatake et al. 2015; van Uitert et al. 2015), al-

though at high luminosity the extrapolation of our best-fit curve is above

the measurements from literature. Here, we only show the point from van

Uitert et al. (2015) which are the closest to the effective redshift of our sam-

ples. We also note thatMandelbaum et al. (2006) use a different definition

of halo mass, and thus the comparison has to be considered only qualita-

tive. However, our samples are overall fainter than these, providing an

extension to the ! − " towards lower luminosities. This is illustrated in

Fig. 4.3, where we also plot the luminosity-halo mass relation for the cen-

tral galaxies as predicted in Eq. 4.29. Given that the fraction of satellites

is overall low (see Table 4.2), the qualitative agreement between the data
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Figure 4.3: The luminosity-halo mass relation for the LRG sample (dense orange circles;
luminous green squares), compared with similar measurements from different sample in the
literature. The solid line shows the !c (") relation predicted by our model.

Table 4.2: Properties of the lens samples.

Sample 〈log ! [ℎ−2!�]〉 〈log"∗ [ℎ−2"�]〉 〈log"200 [ℎ−1"�]〉 5s
D1 10.01 10.25 12.43 ± 0.05 0.29 ± 0.05
D2 10.20 10.35 12.53 ± 0.06 0.27 ± 0.04
D3 10.21 10.46 12.65 ± 0.07 0.24 ± 0.03
D4 10.35 10.62 12.84 ± 0.08 0.2 ± 0.02
D5 10.59 10.84 13.32 ± 0.03 0.13 ± 0.01
L1 10.33 10.63 12.81 ± 0.08 0.19 ± 0.02
L2 10.48 10.77 13.02 ± 0.07 0.16 ± 0.02
L3 10.65 10.94 13.42+0.02

−0.05 0.11 ± 0.02
〈"200〉 and 5s are derived from the set of HOD parameters that maximise the
likelihood. The error bars correspond to the 16th and 84th percentiles.
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Figure 4.4: The dependence of IA on halo mass for different IA measurements. The halo
masses, 〈"eff〉, are obtained as described in the text. We indicate our measurements with
star markers (orange: dense sample, green: luminous); the other data points are taken from
the literature. The solid black line shows the best fit curve of the �IA (") relation described
by Eq. (4.33), while the shaded area delimits the 68% confidence region.

and the curve is expected and the curve provides a useful comparisons for

simulations and the galaxy properties in mock catalogues.

4.6.2 IA dependence on halo mass

To explore the implications of the observed luminosity-to-halo mass rela-

tion for the IA signal of the LRGs, we use the measurements in Fortuna

et al. (2021b) and place them into context using the estimates of the halo

masses obtained in the previous section. Fortuna et al. (2021b) used a

Non-Linear Linear Alignment model (Hirata & Seljak 2004; Bridle & King

2007), adapted to account for the photometric redshift uncertainty (Joachimi

et al. 2011), to fit the IA signal at large scales (Ap > 6 ℎ−1Mpc). The best-fit
IA amplitudes, �IA, of the different sub-samples are shown in Fig. 4.4 as
orange (dense) and green (luminous) stars.

When combinedwith previousmeasurements in the literature, Fortuna
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et al. (2021b) found that the IA dependence of the red galaxies can be de-

scribed well by a double power law, with a break at !A . 3.2 × 1010ℎ−2!A ,�,
although the data show a large scatter at low-!. We are now in a position

to investigate whether this dependence was primarily sourced by the halo

mass, or if the relation is more complex and requires the addition of sec-

ondary galaxy properties. Interestingly, our measurements of ! (") lie on
the transition between the two regimes of the power law in Eq. 4.29. This

means that the double power law in the IA-! plane reflects at least partially

the double power law in the ! −" plane. We explore this further by show-

ing the IA amplitudes in Fortuna et al. (2021b) as a function of weak lensing

mass in Fig. 4.4. Although the scatter is too large to draw definitive conclu-

sions, we note that the overall trend matches a single power law. To obtain

a more complete picture, we also added the measurements from Joachimi

et al. (2011) (MegaZ, SDSS LRGs, the L3 and L4 samples from the SDSS)

and Singh et al. (2015) (LOWZ) to Fig. 4.4, which are based on LRGs and

thus can safely be assumed to be mainly centrals5 To do so, we converted

the luminosity of each sample into an estimate of their halo mass, via the

relation found in Sect. 4.6 and displayed in Fig. 4.3. Singh et al. (2015) pro-

vide estimates of the halo masses of their samples, but those are based on a

different definition of halo mass and for ease of comparison we decided to

use our scaling relation. Since van Uitert & Joachimi (2017) do not provide

the luminosity of the clusters, but use the same definition of halo mass, we

decided to use their halo mass estimate. We fit all the measurements in

Fig. 4.4 with a single power law of the form:

�IA(") = �
(
"

"0

) V"
, (4.33)

with "0 = 1013.5ℎ−1"�. We find a best fit amplitude of � = 5.74+0.32
−0.32 and

slope V" = 0.44+0.04
−0.04. The reduced j

2 is 1.64 for 21 degrees of freedom. We

stress, however, that some of themasses associated to thesemeasurements

lie beyond the range constrained by our data, and are thus an extrapolation.

This is relevant because a small variation of the slope becomes significant

at high−!. We test the impact of this by replacing our ! − " relation with

the one in van Uitert et al. (2015) for the high-mass points (LOWZ, MegaZ

and SDSS LRGs). This relation was also adopted in Piras et al. (2018) and

includes a redshift dependence, which we do not consider in our model.

When repeating the fit with this new set of data, we still find comparable

5For this reason, we decided to omit the measurements from Johnston et al. (2019),

which are known to have a larger fraction of satellites.
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Figure 4.5: The IA signal of the source galaxy sample around the LRGs, selected for small
redshift separations (|Il − Is | < 0.15). We consider the signal from the full source sample
(black squares), and its split in red/blue (red circles/blue triangles). At separations below
0.06 ℎ−1Mpc (grey region) blending becomes important and thus we do not consider it in
the analysis. For clarity, the red and blue points are shifted horizontally.

results within the model uncertainty although we notice an improvement

in the reduced j2, which in this case is 1.19. We also tested the impact of the

clustering measurements on our fit: the interpretation of their IA signal is

indeed complicated by the fact that their shapes are obtained with a differ-

ent technique than for the LRG samples (van Uitert & Joachimi 2017). We

thus removed them from our data vector and repeated the fit: the result of

this test is compatible with our fiducial setup.

4.7 Constraints on the IA of the source sample

To constrain the IA of the source galaxies we measured the 〈Wt〉 signal in
narrow bins in redshift (ΔI ≡ |Il − Is | = 0.15)6 and subtracted the lens-

6We note that with this definition, the galaxy-galaxy separation is a function of redshift.

Here, we are primarily limited by the photometric redshift uncertainty, and thus consider



4.7 Constraints on the IA of the source sample 151

ing contribution as described in Sect. 4.3.37. Selecting only galaxies with

a small separation along the line-of-sight enhances the IA signal, while re-

moving a substantial part of the lensing contribution. The different choice

in I-binning is fully accounted for in themodel through Σcrit, which is com-
puted according to the new galaxy selection. The average signal, 〈Wt(Ap)〉
is computed as in Eq. 4.12 and thus is the average tangential ellipticity nt,
weighted by the lensing efficiency. Hence, the IA signal is expressed in

terms of the weighted intrinsic shear instead of the intrinsic ellipticity, as

in Georgiou et al. (2019b).

Here, we only consider the lens galaxies from the dense sample, without
any split in luminosity. In Appendix A2 we report the fraction of galaxies

of the source sample that are physically associated to the LRGs. The results

are presented in Fig. 4.5. We do not detect any intrinsic alignment for the

full source sample, 〈WC ,IA〉 = −0.0001 up to 10 ℎ−1Mpc, with a j2 of the null-
hypothesis of j2

null = 1.67. As for the GGL signal, we do not consider the
data points below 0.06 ℎ−1Mpc, where observational systematics become
important. Although at small scales IA is expected to be radial dependent

(Pereira et al. 2008; Pereira & Bryan 2010), having detected zero signal,

we limit our fit to a constant value and do not consider more sophisticated

models: we find � = (−0.49 ± 1.4) × 10−4.

We explore now the possibility that the signal is washed out by the

presence of blue galaxies in the sample, which are expected to be poorly

or none aligned. We thus split the source galaxies based on their mor-

phology. We follow Li et al. (2021) and use the parameter )B from the

BPZ photo-I code (Benítez 2000; Coe et al. 2006) as a proxy for the mor-

phology: we identify the ‘red’ population (a combination of E1, Sbc, Scd

types) as the galaxies satisfying )B 6 3, while the ‘blue’ one is the com-
plementary sample, selected by requiring )B > 3. The signal is displayed
in Fig. 4.5. Also in this case we do not observe any alignment signal, with

〈W (red)
C ,IA 〉 = −0.0007 (j2

null,red = 1.39) and 〈W (blue)
C ,IA 〉 = 0.0011 (j2

null,blue = 1.35).
We also report the best fit values of the constant fit, which in this cases are:

� (red) = −0.0003 ± 0.0002 and � (blue) = 0.0003 ± 0.0002.
Tomeasure the IA with the split in colour, we subtracted the same lens-

ing signal as for the full sample. This is motivated by the fact that lensing

does not depend on the source galaxy colour. We tested, however, that the

residual IA that might contaminate the signal did not affect the results by

this effective treatment as sufficient.
7We stress that this IA signal differs from the one discussed in the previous section,

which was obtained by using the two-point projected correlation function.
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measuring the lensing signal only for the red source galaxies andmeasured

the IA by subtracting this ‘red lensing’ ESD from ΔΣ
(red)
ΔI

. We found the re-

sults to be compatible within the statistical uncertainty with our fiducial

setup.

Our results are in line with previous measurements (Hirata & Seljak

2004; Blazek et al. 2012; Chisari et al. 2014; Sifón et al. 2015). Dark mat-

ter only simulations predict satellite galaxies to be radially aligned towards

the centre of the halo (Pereira et al. 2008; Pereira & Bryan 2010), but this

signal is significantly washed out when considering the stellar component

(Velliscig et al. 2015b), as a possible consequence of the misalignment be-

tween the luminous and the dark component of the galaxy (Velliscig et al.

2015a). Pereira & Kuhn (2005) and Faltenbacher et al. (2007) both de-

tected a radial alignment signal, the fist in cluster galaxies and the second

on red satellites in the SDSS galaxy group catalogue (Yang et al. 2007). In

line with these findings, recently, Georgiou et al. (2019b) detected a ra-

dial signal for both red and blue satellites in galaxy groups selected from

the Galaxy And Mass Assembly survey (GAMA, Driver et al. 2009). How-

ever, all of these studies rely on spectroscopic redshifts, and thus to a more

robust assignment of the galaxies to their group: here, we considered all

galaxieswithin a given redshift separation, which significantly degrades the

signal. The uncertainty in photometric redshifts also contributes to dilute

the signal due to the promotion of uncorrelated pairs within the selection

as well as the removal of physically associated galaxies. Moreover, Velliscig

et al. (2015a) find that IA depends on the subset of stars used to the signal:

using all the stars bound in sub-haloes, the signal is significantly increased

compared to the alignment of stars within the half-mass radius. In this lat-

ter case, they find compatible values for 〈ng+〉 to Chisari et al. (2014); Sifón
et al. (2015); Singh et al. (2015). This is in line with the finding in Georgiou

et al. (2019b) that the alignment signal is a function of galaxy scale, with

the outskirt of the galaxy being more aligned with the position of the cen-

tral galaxy. In this sense, lensfit, which weighs more the inner part of the

galaxy, might also contribute to the low signal observed in our samples.

4.8 Conclusions

We used weak gravitational lensing to measure the mass of a sample of

LRGs for which the IA signal was measured in Fortuna et al. (2021b). We

split the sample into bins based on their luminosity, and used a halo model

to interpret our data. We fit the ESD measurements of all the luminos-
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ity bins jointly, with a single model. We confirmed that the LRG sample

consists mainly of central galaxies, as expected for this kind of galaxy pop-

ulation, and provide the satellite fraction for each !−bin. We ensured that

the modelling recovers the true galaxy properties sufficiently well, by in-

specting the luminosity distribution per each luminosity bin predicted by

themodel: we find good agreement between the predicted and the real dis-

tributions.

The best fit model predicts an increasing average halo mass with lumi-

nosity, which we model with a double power law, for which we obtain the

following slopes: W1 = 4.412 and W2 = 0.476 (Eq. 4.29). We note, however,

that our data mainly constrain the high mass-end of the double power law

(" > "1), which is reflected by the uncertainties in W1. Our results are in
good agreement with previous studies at high luminosity and extend the

luminosity-to-halo mass relation towards the faint-end (low mass).

We used these results to interpret the IA dependence with halo mass,

starting from the luminosity dependence measured in the literature. The

IA-halo mass relation can be parametrised by a single power law, as pre-

dicted by current models (Piras et al. 2018). This suggests that the flatten-

ing at low luminosity, hinted at by Fortuna et al. (2021b), may be caused

by the double power law in the luminosity-to-halo mass relation. Although

the scatter in the measurements remains large, this would imply that the

halo mass is the driving source of the alignment.

We also measured the IA signal of the lensing source sample around

the LRGs, by selecting only pairs with a maximum separation of |Il − Is | =
0.15. We considered three cases: the full source sample, and a split in red

and blue. We did not detect any alignment signal, in none of the cases

considered for Ap > 0.06 ℎ−1Mpc. We mainly attribute our null-detection

to the photometric redshift selection of the galaxy pair: the use of better

photo-I might revisit our conclusions.
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A1 How well does the model predict the lumi-

nosity distribution of the galaxies?

TheHODmodelling adopted in this work relies on the relation between the

halo mass and the luminosity of the galaxies that populate it via the CLF.

This allows us to test how well the best-fit model recovers the luminosity

distributions of the galaxy samples, a quantity which is not directly used
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Figure 7: The fraction of source galaxies that are physically associated to the LRGs.

in the fit. This represents an independent test of the ability of the model

to recover the properties of the lens galaxies. Fig. 6 shows our results. We

use the predicted luminosity function (LF) at the Ieff of the correspond-

ing sample to generate the model distributions (black solid line), while the

orange/green lines show the underlying true number counts. Overall, the

model reproduces sufficiently well the galaxy distribution per luminosity

bin, with the exception of L1, where the distribution is significantly more
peaked than the real one.

A2 Fraction of physically associated galaxies

In this Appendix we report the fraction of galaxies of the different source

samples (all/red/blue) that are physically associated to the LRGs. The frac-

tions are presented in Fig. 7 as a function of projected separation, and they

are computed as (�(Ap) − 1)/�(Ap).




