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CHAPTER 10

Summary and general discussion
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Summary of main findings 
The aim of this thesis was to substantially contribute to decision making in kidney 
disease. It answered a number of clinical questions on the effectiveness and safety 
of therapies by applying state-of-the-art methods to routinely collected healthcare 
data. In addition, we aimed to raise awareness on potential biases that could arise 
when using observational data for these purposes and how to mitigate them. 

Observational studies with a causal aim can be plagued by a number of biases, 
of which some are discussed in Chapter 2. Although confounding by indication is 
a threat to any observational study assessing the causal effects of treatments, 
questions on unintended treatment effects and questions which involve an active 
comparator may be less susceptible to confounding. Remaining confounding should 
be addressed in the statistical analysis, where confounders to adjust for should be 
identified using subject matter knowledge, for example by using causal diagrams. 
Only measured confounding can be adjusted for, and this can be done through 
multivariable regression, standardization or propensity score (PS) methods. For point 
treatments, all methods are capable to adjust for measured confounders. However, 
in the setting of sustained treatments and treatment-confounder feedback, special 
methods based on standardization or weighting are required. The impact of residual 
confounding can be explored by calculating the E-value, performing quantitative 
bias analysis, or applying a negative control outcome or positive cohort analysis. 
These analyses can make the assumption of no unmeasured confounding more or 
less plausible. In addition to confounding, prevalent user bias and immortal time bias 
are important limitations in many observational studies. These biases arise whenever 
the start of follow-up and the start of exposure do not align. Explicit emulation of a 
randomized trial can eliminate these biases since it forces the alignment of follow-up 
and exposure. Lastly, missing data and measurement error often occur in routinely 
collected healthcare data. Methods such as multiple imputation and quantitative 
bias analysis are therefore recommended. 

In Chapter 3 we further discussed the concept, merits, and possible caveats of 
PS methods, a popular statistical method to control for measured confounding. 
Various methods that use the PS to control for confounding exist. These include 
PS matching, PS stratification, multivariable regression analysis including the PS 
as a covariate, and PS weighting. PS methods offer a number of advantages: it is 
possible to check for covariate balance, to choose a specific target population 
and to exclude individuals in non-overlapping regions of the PS distribution. 
Furthermore, PS methods are preferred in the setting of high-dimensional data with 
many confounders and relatively few outcomes. 
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In Chapter 4 we highlighted immortal time bias in a published observational study 
aiming to estimate the causal effect of metformin in diabetic kidney disease. We 
propose a number of solutions that could have been applied to eliminate this bias. 
These include modelling metformin use as a time-varying exposure, landmarking or 
the use of grace periods in combination with the cloning, censoring and weighting 
method. Alternatively, a sequential trial approach could have been applied. 

In Chapter 5 we studied the association between acute increases of creatinine and 
cardiovascular and kidney outcomes. Patients with higher creatinine increase after 
initiation of RASi were at higher risk of death, heart failure, myocardial infarction and 
end-stage kidney disease. We also found that only 18% of individuals initiating RASi 
received the recommended creatinine monitoring, and that increases between 
10-29% were common among monitored individuals. These results do not address 
the issue of discontinuation of RASi when creatinine increases but do suggest that 
patients with increases in creatinine have higher subsequent risk of cardiovascular 
and kidney outcomes.

Chapter 6 is a comparative effectiveness study of RASi versus calcium 
channel blockers on kidney replacement therapy, mortality and major adverse 
cardiovascular events in individuals with advanced CKD. We found that initiation of 
RASi was associated with a lower risk of kidney replacement therapy, and similar 
risks of mortality and cardiovascular events, compared with calcium channel 
blockers. We also performed analyses in a positive control cohort of patients with  
mild-to-moderate CKD, which aligned with evidence from previous randomized 
trials. A negative control analysis using cancer incidence did not indicate residual 
confounding by body mass index or smoking. These findings may inform clinical 
decisions on the choice of antihypertensive therapy in patients with advanced CKD. 

In Chapter 7 we found that β-blocker use at discharge was associated with a 
lower risk of mortality and cardiovascular mortality/heart failure hospitalization 
in individuals with heart failure with reduced ejection fraction and advanced CKD. 
A positive control analysis in individuals with heart failure with reduced ejection 
fraction and mild-to-moderate CKD showed a similar reduction in outcomes for 
β-blocker users. Such benefits were not observed in individuals with advanced 
CKD and midrange or preserved ejection fraction, although these results were 
inconclusive due to limited power. These findings suggest that β-blockers are 
effective in patients with heart failure with reduced ejection fraction across the 
spectrum of kidney function. 

In Chapter 8 we examined the effect of stopping versus continuing RASi in individuals 
with advanced CKD on mortality, major adverse cardiovascular events and kidney 
replacement therapy. We observed that individuals who stopped RASi had a higher 
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risk of mortality and major adverse cardiovascular events, but a lower risk of kidney 
replacement therapy. Similar findings were obtained when modelling RASi use as a 
time-varying covariate in a marginal structural model, when additionally adjusting 
for potassium and albumin-to-creatinine ratio and within subgroups, including 
when RASi was stopped at higher (eGFR 20-30 ml/min/1.73m2) or lower eGFR (<20 
ml/min/1.73m2). These findings caution against routine discontinuation of RASi in 
individuals with advanced CKD, while awaiting evidence from the STOP-ACEi trial.

Chapter 9 addresses the question whether there is an optimal kidney function 
to start dialysis. We were able to replicate the findings of the randomized IDEAL 
trial using observational data. We further showed that early dialysis initiation was 
associated with a modest reduction in mortality and cardiovascular events (with an 
eGFR of 15-16 versus 6-7 ml/min/1.73m2). This translated to a mean postponement 
of death of 1.6 months at the expense of starting dialysis 48 months earlier. We also 
show that previous observational studies suffered from lead time bias, selection 
bias and immortal time bias, that these biases can be avoided by applying the target 
trial emulation framework, and that incorrect analysis of our own data leads to 
similar biased results. Collectively, these findings indicate that there is little benefit 
of starting dialysis early based on eGFR alone. Future studies may investigate 
whether dialysis should be started based on symptom burden, to further improve 
clinical outcomes. 

Future perspectives 
The number of observational studies using routinely collected data is ever 
increasing. In this thesis we highlighted that the use of such data to inform clinical 
practice represents a double-edged sword: on the one hand it offers tremendous 
opportunities to study how treatments work in real-world practice, to study 
questions that are difficult to answer in randomized trials, and to study populations 
that were underrepresented in trials. On the other hand, several biases can 
invalidate the findings from observational studies: confounding bias, immortal time 
bias or prevalent user bias to name just a few. 

How should we move forward to provide the best evidence for treating patients with 
kidney disease? Of course, more trials need to be conducted. In kidney disease, there 
have been relatively few randomized trials conducted (1), and patients with kidney 
disease have been largely excluded from trials in other fields, such as cardiology or 
oncology (2, 3). In order to solve this issue, others have called for reducing the costs 
and complexity of conducting trials, including the bureaucratic burden (4, 5). That this 
is possible has been proven by the RECOVERY trial, which randomized over 39.000 
patients hospitalized for COVID-19 in less than a year (6). Additional examples include 
the publication of “large, simple trials” in the past decades (7) and recent innovations in 
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trial design such as the registry-based trial (8). Fortunately, the field of kidney disease 
seems to be catching up, with the publication of a number of important clinical trials 
(9-13) and other trials now actively recruiting patients (14-17). In addition to conducting 
more trials, novel approaches to generalize trial results to other populations can 
bridge the gap between trials and routine clinical practice (18, 19).

A fundamental question is whether it is even possible to draw causal conclusions 
from observational data. Indeed, some researchers are of the opinion that only 
randomized trials can obtain causal conclusions and observational studies cannot, 
and that only randomized trials are therefore useful (4, 20). However, this is a false 
dichotomy. Causality is not a yes/no statement and is rarely concluded on the 
basis of one study, since it always involves the totality of evidence, which can 
come from laboratory studies, observational studies, and RCTs. Furthermore, there 
are considerable differences in quality between observational studies, with some 
better able to come to causal conclusions and others less so. On the one hand, 
well-conducted observational studies have successfully replicated or predicted 
the findings of RCTs (21-31). On the other hand, numerous examples exist where 
observational studies have failed to do so (20, 32-35). The latter can often be 
explained by the fact that the these observational studies used flawed methods 
which introduced unnecessary biases, such as immortal time bias or prevalent user 
bias, rather than the presence of unmeasured confounding (36). These biases arise 
whenever the timing of the following three elements is not aligned at baseline: start 
of follow-up, start of the treatment strategies, and fulfilment of all eligibility criteria 
for each included patient (36). Since randomization automatically aligns the timing 
of these elements, trialists never have to worry about this problem. However, this 
is not the case in observational data where researchers must carefully think about 
baseline and handle this appropriately in their analyses. Examples from the literature 
where well-conducted observational studies were able to obtain answers similar to 
trials, whereas observational studies that introduced preventable biases were not, 
include studies on the timing of dialysis initiation and the risk of mortality (this thesis), 
postmenopausal hormone therapy and the risk of coronary heart disease (26, 32, 37, 
38), statins and the risk of cancer (23, 33, 39, 40), timing of combined anti-retroviral 
therapy and risk of mortality (21), dabigatran and the risk of stroke (34, 41, 42), sodium-
glucose cotransporter 2 inhibitors and the risk of mortality (35, 43, 44) and colonoscopy 
screening and the risk of colorectal cancer (45, 46). Using the target trial emulation 
framework can help to eliminate these unnecessary design flaws (47), forces the 
researcher to ask meaningful causal questions (48, 49), facilitates communication 
and guides the statistical analysis (50-52). In addition, investigators should use the 
analytical methods that are best suited to answer the clinical question at hand. 
For example, the cloning, censoring and weighting method is suitable to answer 
questions which 1) compare different timings of an intervention (“When should we 
start treatment?”); 2) compare different durations of a treatment (“How long should we 
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treat?”) and 3) involve a grace period (“Should treatment be started within x months 
after event y or not?”) (53). When the aim is to compare initiation of a treatment against 
no initiation, a random eligibility date needs to be chosen for the non-initiators or 
a sequential trial approach should be used to correctly handle baseline (22, 45). 
Researchers conducting observational studies should therefore have the appropriate 
methodological expertise and receive thorough training to correctly implement the 
methods, or involve someone with this expertise. When flawed methods are applied, 
flawed answers will be obtained. 

Ongoing systematic replications of randomized trials using observational data, 
such as the RCT-DUPLICATE initiative (25, 27, 54, 55) and other efforts (24, 56-61), are 
therefore essential to demonstrate that observational studies can lead to the same 
conclusion as RCTs if done adequately. They will also provide valuable insights 
under which circumstances (i.e. for which study question, analytical methods, 
and data sources) one can come to causal conclusions in observational data and 
study treatment effects without randomization. These studies use principled causal 
inference methods and also try to emulate trial inclusion and exclusion criteria as 
much as possible to ensure that findings do not differ because of applying flawed 
methods or different patient populations (55). Such calibration studies need to be 
performed in the field of kidney disease as well. 

Furthermore, not all observational studies are equally sensitive to confounding. 
Whether an observational study can come to causal conclusions greatly 
depends on the study question at hand, which has been referred to as an “axis of 
haphazardness of exposure” (62). Pharmacoepidemiological studies investigating 
harmful unintended effects of medications suffer less from (residual) confounding 
than studies investigating (un)intended beneficial effects. Indeed, regulatory 
agencies have a long history of using evidence from observational studies to 
assess the safety of medications. Furthermore, studies that involve the comparison 
of two drugs that are prescribed for similar indications are much less susceptible 
to confounding compared with studies that compare a drug against no drug 
(63). It is difficult to study questions comparing initiation versus no initiation in 
observational data, since treatment initiation is a marker of disease severity or – in 
the case of preventive treatments – a marker of health-seeking behaviour; both 
of these sources of bias may not be completely captured in observational data. In 
such cases, treatment selection may be so strong that baseline randomization is 
necessary. Nevertheless, successful applications do exist in literature (22, 26). 

The ability to draw causal conclusions also greatly depends on the data that are 
used (64, 65), and the variables that are available in the database. Before embarking 
on a study, investigators should ask whether the data are of sufficient quality for the 
particular study. When sufficient granularity in exposures, outcomes or covariates 



223

 CHAPTER 10- Discussion

10

are missing, one may choose not to proceed with the analysis. Specifically for 
kidney disease, availability of routine laboratory measurements such as creatinine 
and albuminuria are often essential to adequately control for confounding. 

Although the absence of unmeasured confounding remains an assumption that 
cannot be verified, researchers must carefully justify this assumption as best as 
possible, which is the difficult part of epidemiological research. Different analyses 
can be used to strengthen our confidence in the validity of findings, e.g. positive 
and negative control analyses, which could be either outcomes or cohorts for 
which we expect certain associations (either null or non-null). These analyses can 
be performed to explore whether it is feasible to answer a particular question even 
before conducting the primary analysis (66, 67). If trial results are available, the 
results of the observational analysis can be compared with those obtained in the 
trial, taking into account whether similar treatment strategies and study populations 
were investigated. In addition, adequate control must be made for confounding. For 
instance, whenever time-dependent confounding is present, G-methods such as 
inverse probability weighting of marginal structural models are required to obtain 
unbiased estimates (68). Propensity scores are a popular method to adjust for 
measured confounders. The many developments in propensity score methodology 
offer great flexibility in specification of the target population (to which population 
do our results apply), covariate balance, and precision (69). Importantly, covariate 
balance on measured and unmeasured confounders should be checked prior to 
analysis. In propensity score analyses, unmeasured confounders are only balanced 
to the extent that they are correlated with measured variables that were included in 
the propensity score. Therefore, a key approach to adjust for residual confounding 
from unobserved factors is to adjust for as many proxies of the underlying confounder 
as possible (e.g. diagnoses, procedures, medications, number of hospitalizations), 
which should be measured before the start of treatment to prevent adjusting for 
causal intermediates (28, 70). Whenever certain confounders are only available 
for a subset of the population and are not used in the adjustment set, balance 
in this variable after propensity score matching/weighting increases confidence 
that other unmeasured variables are also balanced. Besides confounding, other 
sources of bias should be investigated as well through sensitivity analyses, such as 
differential outcome ascertainment. E.g., when investigating a 30% GFR decline as 
outcome, one should check whether both treatment arms have the same intensity 
of creatinine testing during follow-up (71). Quantitative bias analyses can be used to 
investigate the influence of remaining biases. 
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Furthermore, different observational studies applying different causal methods 
can be used to triangulate evidence (72), since each method has its own specific 
assumptions. On this note, there are great opportunities for exchange of (quasi-
experimental) methods from other scientific fields, such as regression discontinuity 
(73). Lastly, several other measures can increase the reproducibility of observational 
studies (74). These include preregistration of observational studies (75), the 
publication of codes (76), and adhering to reporting guidelines (77-80). In essence, 
the process of conducting observational studies should mimic the regulatory 
submission process of randomized trials. For example, no treatment-specific 
outcome analyses should be conducted until full specification and registration of 
the protocol (67).

In conclusion, obtaining evidence from non-experimental and experimental studies 
will remain important as both sources of evidence complement each other. Well-
conducted observational studies can provide valuable evidence for decision-
making in the field of kidney disease but also for medicine in general. All we need 
to do is to answer the right questions with the correct methods.
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