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Calculating the adsorption potentials of ions with density functional theory and 
comparing across various ions requires an accurate reference energy of the ion in 
solution and electrons at the same electrochemical scale. Here we highlight a 
previously used method for determining the reference free energy of solution 
phase ions using a simple electrochemical thermodynamic cycle, which allows 
this free energy to be calculated from that of a neutral gas-phase or solid species 
and an experimentally measured equilibrium potential, avoiding the need to 
model solvent around the solution phase ion in the electronic structure 
calculations. While this method is not new, we describe its use and utility in detail 
and show that this same method can be used to find the free energy of any ion 
from any reaction, as long as the half-cell equilibrium potential is known, even 
for reactions that do not transfer the same number of protons and electrons. To 
illustrate its usage, we compare the adsorption potentials obtained with DFT of 
I*, Br*, Cl*, and SO4* on Pt(111) and Au(111), and OH* and Ag* on Pt(111) with 
those measured experimentally and find that this simple and computationally 
affordable method reproduces the experimental trends. 
 
 
 
 
 
 
 
 
 

This chapter is based on Granda-Marulanda, L. P.; McCrum, I. T.; Koper, M. 
T. M. A Simple Method to Calculate Solution-Phase Free Energies of Charged 
Species in Computational Electrocatalysis. J. Phys.: Condens. Matter 2021, 
33 (20), 204001. 
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3.1 Introduction 

Elucidation and understanding of the complex structure at the electrochemical 
interface, between electrolyte, adsorbates, and electrode, is one of the main 
fundamental problems in electrochemistry/electrocatalysis. The advancement of 
in situ spectroscopic and imaging techniques has allowed fundamental 
information at the atomic and molecular level to be obtained.1–9 In addition, the 
increase of computational power has allowed computational tools based on the 
generalized gradient approximation (GGA) Density Functional Theory (DFT) to 
provide predictions complementary to experimental results, based on the 
computed adsorption energetics, thermodynamics, and kinetics of processes at 
the electrochemical interface.10–15  

Among the main computational challenges that first-principles DFT 
simulations face at present are (i) the description of the potential dependence of 
the electrochemical processes and (ii) the description of the solvated species 
(protons and charged species) in the bulk solution phase and the description of 
these same species at the metal-electrode interface. In the first case, the biggest 
limitation is that the methods available to simulate variations of the electrode 
potential dependence are computationally more expensive than the traditional 
simulations, due to the necessity of changing the charge during the simulation to 
keep the potential constant.16–18 

In periodic simulations, where plane-wave basis sets are used, calculating 
negatively charged species by adding charges to a small supercell can lead to 
unphysical energies. This is due to the so-called “charge leakage”, which are non-
wanted interactions with the next periodic representation of the system, and also 
because of the unphysical distribution of the charge in the cell due to improper 
screening.19  

To address this, periodic DFT models have been devised to simulate charged 
systems, by adding a background charge to make the system charge neutral but 
with the extra requirement of an energy correction afterwards.20–22 Similarly, it 
has also been proposed to add background charge with a dielectric continuum to 
prevent charge transfer.23 Recently, Tölle et al.,24 suggested a method to calculate 
ionization potentials of liquid water in periodic systems, where the finite charge 
subsystem is embedded and surrounded by an extended subsystem, obtaining 
comparable results of the ionization potential with experimental data and 
continuum dielectric models. 

The other difficulty faced by DFT simulations is the description of solvated 
species. The calculated energies within the DFT framework represent systems in 
the gas phase (or vacuum) at 0 K, instead of systems in solution phase as they are 
in an electrochemical environment. In general, models that are meant to capture 
solvation effects in electrochemistry, including explicit solvation,25–32 implicit 
solvation33–38 or a combination of the two,39–41 add significant computational 
expense to the calculation due to the long length and time scales of the solvation 
structure and dynamics. Explicit solvation is modelled by adding solvent 
molecules in the simulation cell, where the solvent structure can be based on 
periodic electronic-structure calculations using GGA-DFT, ab initio molecular 
dynamics (AIMD), or classical molecular dynamics.42–44 Implicit solvation is 
modelled as a dielectric continuum as described by the experimentally measured 
bulk dielectric constant and is a model that is in active development and 
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improvement.45–47 These solvation models can be applied to both solvation in the 
bulk solution and at the electrode-adsorbate-electrolyte interface. Even though 
much effort has been devoted to accurately compute solvation energies of 
protons and ions in solution,48–54 by combining thermodynamic cycles with 
implicit continuum models,53,55,56 or by calculating the solvation energy of 
charged species, either with implicit or explicit solvation, the subject remains a 
challenging part of computational electrochemistry.57,58  

Fortunately, for ions in bulk solution, thermodynamic cycles can be very 
practical because they provide free energies of charged species in solution by 
relating the exact free energy of a solution-phase ion to that of a readily and 
accurately calculated neutral gas-phase or solid-state species, for instance by 
using experimental redox potentials. Such thermodynamic cycles allow solution-
phase free energies to be calculated without the need to model the solvent. 

One such thermodynamic cycle which has gained standard, widespread use in 
computational electrochemistry is the “computational hydrogen electrode” 
(CHE),59 in which the free energy of a proton-electron pair is related to that of 
hydrogen gas, !("#)% +  #& ⇄ '

(
!(	(*), by the definition of the equilibrium potential 

of the standard or reversible hydrogen electrode (RHE). At a potential of 0 V vs 
RHE and standard conditions of 1 bar, and 298.15 K, the proton-electron pair 
(!% +	#&) is in equilibrium with hydrogen gas !( (*), allowing the free energy of 
the proton-electron pair to be calculated from neutral '

(
!(	(*). This method allows 

for the thermodynamics of reactions involving coupled proton-electron transfers 
to be calculated easily and accurately using DFT. 

Many similar thermodynamic cycles have been used to calculate the free energy 
of solution-phase ions other than protons. Calle-Vallejo et al. used experimentally 
measured formation energies of liquid nitric acid and the aqueous nitrate anion 
and the DFT calculated free energy of nitric acid in the gas phase to calculate the 
free energy of the nitrate anion in aqueous solution to examine its adsorption 
thermodynamics.60 In a recent study, McCrum et al.61 used two different methods 
to calculate the free energy of halide anions in solution, so that the 
thermodynamics of their adsorption to an electrode surface could be determined. 
In the first method, the energy of the halide anion in vacuum was calculated 
using DFT, then it was corrected to the aqueous electrolyte by adding on an 
experimentally measured solvation energy, similar to the method used by Yeh et 
al.62 To then convert the energy of the ion-electron couple from an absolute scale 
to the normal hydrogen electrode scale, a second experimental value is needed, 
the absolute (vacuum) potential of the hydrogen electrode at standard state (4.4 
V).63 In the second method, the authors used an approach similar to that of the 
computational hydrogen electrode, relating the free energy of the aqueous halide 
anions to that of the gas-phase halogens using their experimentally measured 
standard reduction potentials. This latter method is also described by Hansen et 
al.64 to study chlorine evolution and Gossenberger et al.65 to construct phase 
diagrams of halides co-adsorbed with hydrogen on platinum.  

In another investigation to determine the likelihood of co-adsorption of ClO4* 
and Cl* with OH* on Pt(111),66 the authors used the same method to calculate the 
free energy of ClO4

-(aq) and Cl-(aq). In this latter method, the half-cell equilibrium 
potentials of the redox couples of (Cl2(g)/ Cl-(aq)) and (ClO4

-(aq), H+/ Cl2(g)), and 
the calculated free energies of Cl2(g) and H2O(l) are needed. The final solution-
phase free energy of the anions, ClO4

-(aq) and Cl-(aq) is then corrected to their 
initial experimental concentrations, using the Nernst equation, also similar to the 
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work described by Gossenberger et al.67 Additionally, various studies have 
discussed the relevance of thermodynamic cycles often combined with an 
implicit continuum model to determine solvation energies to calculate pKa’s and 
reduction potentials.68,55,53,56,69–71 

Therefore, using standard redox potentials to obtain solvation energies or vice 
versa through thermodynamic cycles is well known, and while many 
thermodynamic cycles can and have been defined, there is a need to re-visit and 
illustrate the potential of this conceptually simple, computationally efficient, and 
transferable method to calculate the reference free energy of any solution-phase 
ion, in bulk electrolyte, far from the electrode surface. Resources containing 
thousands of redox reactions, such as the standard thermodynamic tables of 
equilibrium potentials,72,73 are available, and so it is very likely that the species of 
interest are tabulated there. 

In this Chapter, we describe how the free energy of any solvated ion can be 
calculated from that of a neutral gas-phase or solid-state species and an 
experimentally measured equilibrium potential, eliminating the need to model 
solvation for the bulk solution-phase species with DFT. We show that, in 
combination with the computational hydrogen electrode, this method works 
even for half-cell reactions which involve an unequal number of protons and 
electrons.74 This is of fundamental importance because achieving robust 
predictions with computational modelling depends on the choice of the reference 
state. A solution phase reference state is necessary, for example, for the 
computation of specific adsorption potentials of ions on electrodes.61,64–66 The 
interactions between adsorbed ions, the solvent, and reaction intermediates, are 
of significant importance in catalysis and electrocatalysis, as they can modify 
bond breaking/formation, adsorption energies, and consequently reaction 
pathways75–83 important for catalyst design. 

Since this method relies on the experimentally measured equilibrium potential, 
we could argue that it is less “ab initio” than the CHE, thus we are limited to the 
availability of suitable experimental data and need to be aware of the accuracy of 
the experimentally measured potentials. However, the advantages are (i) that it 
facilitates the calculation of the free energies of various ions at the same potential 
scale, which is the scale at which the equilibrium potential sits, and (ii) similar to 
the CHE, there is no increase in the computational intensity of the calculations, 
as the calculations rely on neutral gas-phase species. We show examples of how 
to calculate solution free energies of ions in the context of computational 
electrocatalysis, and finally demonstrate how this method can be used by using 
DFT to examine the thermodynamics of adsorption of I*, Br*, Cl*, and SO4* on 
Pt(111) and Au(111), and OH* and Ag* on Pt(111) and comparing with those 
measured experimentally. 

3.2 Methods 

In this section, we first describe the method for calculating the free energy of an 
ion in solution, and then apply this method to calculate the adsorption free 
energy of Cl*, Br*, I*, and SO4*on Pt(111) and Au(111), and OH* and Ag* on 
Pt(111).  
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3.2.1 Computational Details  

The Vienna Ab Initio Simulation Package (VASP)84–86 was used to perform the 
DFT calculations, using a plane-wave basis set and the Projector Augmented 
Wave approach.87,88 The cut-off energy for the basis set was 450 eV. The Perdew-
Burke-Ernzerhof, (PBE), exchange-correlation functional was used.89,90 Both the 
Pt(111) and Au(111) surfaces were modeled as a 4 layer slab (or 5 layer slab, in 
the case of SO4* on Au(111) and Pt(111)), with the bottom 2 layers frozen at the 
experimentally measured lattice constants of 3.92 Å and 4.08 Å (as a first 
approximation), respectively,91 in a 3×3 unit cell. A Monkhorst-Pack mesh k-
space sampling grid92 of 5×5×1 and 8×8×1 were used for Pt(111) and Au(111), 
respectively. To simulate the surfaces, a vacuum spacing larger than 14 Å 
between the slabs was set. Dipole corrections were included in the surface-
normal direction.93 Structural optimization was performed until the forces on 
each atom were below 0.02 eV Å-1. The adsorption thermodynamics for each 
adsorbate were evaluated at 1/9 monolayer (ML) coverage. OH* and SO4* were 
additionally simulated with co-adsorbed explicit water molecules to 
approximate the near-surface solvation effect on the adsorption energy.  

For sulfate adsorption, see Eq. 3.1, a 6H2O* water bilayer was used as the 
reactant state and two water molecules were displaced upon SO4* adsorption, 
giving a product state with 4 water molecules co-adsorbed with SO4*. For OH*, 
see Eq. 3.2, the reference state was three hydrogen-bonded water molecules 
adsorbed on the surface (3H2O*), one proton was then removed to create the 
product state, which was two water molecules co-adsorbed with OH*. While the 
water adsorbed on the surface in the initial state, and the water remaining on the 
surface, co-adsorbed with the adsorbate in the product state, were static, and only 
vibrational entropy changes were considered, the adsorption reaction does 
include the entropy change associated with the adsorbate displacing adsorbed 
water molecules into bulk solution (2 water molecules displaced for SO4*, 1 for 
OH*). Additional entropy changes of the solvent near the surface are not 
considered. This method of modeling the effects of near-surface solvent therefore 
only approximates the change in entropy upon adsorption. This method also 
captures only the most local solvating enthalpic interactions, such as hydrogen 
bonding to the adsorbate and static dipole screening, approximating what could 
be considered part of the first “solvation shell” around the adsorbate and surface. 

 
 6H(O ∗ +SO,("#)(& → [S-, + 4!(O] ∗ +2!(-("#) + 2#& 3.1  

 
 3!(- ∗→ [-! + 2!(-] ∗ +!% + #& 3.2 

 
Silver adsorption on Pt(111) was examined at a coverage of 1 and 2 ML, in a 1×1 
Pt(111) unit cell, with a 9×9×1 k-space grid. Single gas-phase molecules are 
calculated in a large box of (15 Å × 15 Å × 15 Å), with a k-point grid of 1×1×1. 
The 0 K DFT energy of metallic silver is calculated using a slab model, instead of 
a 3-d bulk structure. We varied the slab thickness (above the thickness where the 
energy of the slab is converged) of a Ag(111) 1×1 unit cell, where the slope of a 
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line fit to the energy versus slab thickness represents the energy of bulk silver, 
per bulk atom. This slab method allows for a greater cancellation of errors than 
with a 3-d bulk structure.94 The slabs were symmetric, with the middle two layers 
frozen at the experimentally measured lattice constant. 

All free energies of the gas-phase species are calculated following Eq. 3.3 given 
further below, at 298.15 K and 1 atm of pressure, except for liquid water, which 
is calculated at its experimentally measured partial pressure at 298.15 K, where 
basically its gas-phase entropy is corrected by -0.0887 eV.59,95 SO2 (aq) was taken 
as the free energy of SO2(g) as correction by its solvation energy (-0.005 eV)96 does 
not significantly changes the energy. The work function was determined as the 
difference between the Fermi energy and the one electron potential in vacuum, 
2 = 4 − 6-./01. The partial charges where determined with the AIM Bader 
analysis,97,98 using the Bader program from Henkelman’s group.99 

The free energy of the solution (aqueous) phase anion is calculated following 
the method we describe in the following section. Briefly, we use a tabulated value 
of the experimentally measured equilibrium potential connecting a neutral gas-
phase (see Figure 3.1) or solid-state species, with the aqueous-phase ion of 
interest from which the adsorption energies or potentials are calculated. For I-, 
Br, and Cl-, this reaction was the reduction from solid I2 and gas-phase Br2 and 
Cl2, which at standard state have equilibrium potentials of 0.620, 1.094, and 1.36 
V vs SHE.72 The free energy of solid-phase iodine was calculated as that of gas-
phase iodine at a partial pressure equal to its vapor pressure at room 
temperature.100 For SO4

2-, this reaction was that of sulfur dioxide reduction, see 
Eq. 3.9, with an equilibrium potential at standard state of 0.158 V vs SHE.72 For 
Ag+, the free energy of the aqueous silver cation was calculated from that of 
metallic silver, with an equilibrium potential of 0.799 V vs SHE .72 For each 
reaction, the experimentally measured equilibrium potential at standard state 
was obtained from the data in “Standard Electrode Potentials and Temperature 
Coefficients in Water at 298.15K".72 Lastly, for OH*, the free energy of adsorption 
was calculated relative to hydrogen gas and water, following the computational 
hydrogen electrode method, CHE,59 with a standard equilibrium potential of 
exactly 0 V vs SHE. 
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FIGURE 3.1 
 
Representation of ions (Cl-, OH-, H+), in solution phase in equilibrium with gas-phase 
species at their experimentally measured equilibrium potentials, except for OH-,72 
(right), and same ions adsorbed on a generic electrode with 111 facet (left). The 
reference neutral species for adsorbed OH* are H2O(l) and H2(g) using the CHE at 0 V 
vs SHE.  

3.2.2 Determination of the free energy of ions in solution 

The accuracy of the energy of the solution-phase ion using thermodynamic cycles 
depends on how well DFT can represent the neutral species. Therefore, it is 
crucial to include gas-phase corrections101–103 or solid-phase corrections104 to the 
neutral species from which the ion solution free energy will be calculated. For 
instance, if one is interested in the solution-phase free energy of oxalic acid, 
although a neutral species, its solution-phase free energy can be calculated from 
CO2(g) and its equilibrium redox potential 27-((9) + 2!% + 2#& → !(7(-,, 
(CO2 (g), H+/H2C2O4,  ;234∘ = -0.432 V ). In this case, the calculated DFT energy 
of CO2(g) will require a gas-phase correction that is functional dependent.  

The free energy of the gas-phase species X(g) can then be determined with DFT 
and statistical mechanics following Eq. 3.3 

 
 <6(") =	6789 + =>6 + 61:; − ?@ + >4	 3.3 

where ZPE is the zero-point vibrational energy, 61:; includes the vibrational, 
rotational, and translational contributions (above 0 K) to the internal energy, and 
S is the entropy of the gas-phase molecule. The internal energy is calculated using 
statistical mechanics for vibrational, rotational, and translational energy, while 
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the entropy, in this Chapter, is taken from standard thermodynamic tables,73 PV 
is the pressure-volume contribution to the free energy, obtained as PV = NkBT 
where N = 1 mole , kB is the Boltzmann constant and T is the temperature.  

In this Chapter, for the solid-state species, the 0 K DFT energy is taken as an 
approximation of the free energy of the solid at room temperature. In the 
following, we show how to obtain the free energy of solution-phase ions from 
gas-phase species. The first step is to identify a reaction that links the charged 
species we are interested in with a neutral species that is ideally in the gas phase 
or in the solid phase, and has a known (experimentally measured) equilibrium 
potential (which can be found, for example, in the electrochemical series, 
tabulated for many ions).72,73 For example, if we want to determine the aqueous 
free energy of Cl(aq)

- , we can use its standard half-cell reduction reaction, 12 Cl2 (g)+ 
e-⇌ Cl(aq)

- , with equilibrium potential ;234∘ = 	1.36	V	.72 This reaction links an easy 
to calculate neutral gas-phase species, Cl2(g), with the charged, difficult to model, 
Cl(aq)

- , allowing for the calculation of the free energy of the anion from that of the 
gas-phase species.61,64,65 The CHE model59 is an example of such an 
electrochemical thermodynamic cycle, but it is a special case where the 
equilibrium potential is defined to be exactly 0 V vs SHE at pH = 0, or 0 V vs RHE 
at all pH). In the method described here, we will show how to use such a cycle to 
determine the solution-phase free energy of ions using half-cell redox reactions 
that do not transfer the same number of protons and electrons.  

 
A general representation of how to determine the free energy of solution-phase 

of charged species will be shown in the next sections, where we use reactions 
with a known experimental equilibrium potential, in two scenarios. The first is 
for reactions transferring electrons (with no proton transferred with the 
electrons), for instance, the Cl2 (g)/Cl- half-cell redox reaction, and the second for 
reactions transferring different numbers of protons and electrons, for instance the 
@-,	("#)(& , H+/SO2(aq), half-cell redox reaction, where a different number of 
protons (4 H+) and electrons (2 e-) participate in the reaction. 

3.2.3 Half-cell redox couple with n electrons transferred 

The following method has been described in the literature to calculate the free 
energy of an ion in solution to then construct adsorbate phase diagrams and 
determine adsorption potentials.64,65 For the following generic reaction:  
 

 
1
2E(	(*) +	F#

& ⇌ 	E("#):&  3.4 

the change in free energy on a given potential scale is: 

 G< = <<($%)&' −
1
2<<((") + F

|#=|; 3.5 

At standard conditions and in the SHE scale, the free energy change is: 

 ∆<° = <<($%)&'° −
1
2<<(	(")

° + F|#=|;234∘  3.6 
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where <<($%)&'° , is the standard solution-phase free energy of the anion, E("#):& . <<((")
° , 

is the standard gas-phase free energy of the neutral species, E((*). The last term 
of Eq. 3.5, −F|#=|;, is the free energy of the electrons participating in the reaction 
at an arbitrary potential scale, F is the number of electrons, and |#=| is the 
elementary charge taken as positive. Eq. 3.6 is the free energy at standard 
conditions, and ;234∘ , is the electrode potential of the half-cell redox reaction on 
the SHE scale. Therefore, the free energy of the electrons at standard conditions 
is −F|#=|;234∘ .  
Note that at equilibrium, the change in the standard reaction free energy is equal 
to zero, ∆<∘ = 0, and the standard solution-phase free energy of the anion, <<($%)&'° , 
can be obtained from the standard gas-phase free energy, <<((")

° , and the 
experimentally measured equilibrium potential, ;234∘ , taken from the standard 
electrode potential tables,72,73 as shown in Eq. 3.7 

 

 <<($%)&'° =
1
2<<((")

° − F|#=|;234∘  3.7 

At a different initial concentration of the anion, we can use the Nernst equation 
to obtain the anion solution-phase free energy at any concentration, important 
when comparing with experimental observations performed at non-standard 
state conditions, as done in reference66 to determine the solution phase free 
energy of Cl- (aq) and ClO4

- (aq). The described approach can also be used to 
calculate the free energy of an aqueous cation, as shown by Akhade et al.78  

3.2.4 Half-cell redox couples with unequal number of 
protons and electrons 

Many electrochemical reactions involve the transfer of both protons and 
electrons, sometimes in unequal numbers, to or from charged species. Since we 
can treat the free energy of ions and the energy of electrons independently, we 
can use the described method twice to calculate the free energy of an ion in a 
reaction involving protons (or for any other number of ions). The first calculation 
relates the free energy of protons to hydrogen gas at equilibrium, equivalent to 
the CHE approach,59 and the second calculation computes the free energy of the 
ion of interest, as described above. This procedure can be repeated for any 
number of dissimilar ions in a given reaction. We can use this method with any 
reaction with (unequal) number of protons and electrons. Of course, the method 
works because at every calculation, we make use of an experimentally known 
equilibrium potential, as such avoiding the complicated and inaccurate 
calculation of the ion solvation energy. 

In this method, the free energy of protons is described similarly as expressed in 
Eq. 3.7 for the generic redox couple (A2/An-). In the particular case of the 
hydrogen half-redox reaction, (H+/H2 (g)), the equilibrium potential is defined to 
be 0 V vs SHE and, therefore, the second term in Eq. 3.7 is zero, allowing us to 
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substitute the free energy of the protons for that of the DFT-calculated free energy 
of H2(g), as shown in Eq. 3.8, in a similar way as within the CHE framework.59 

 
1
2  <3( (")

∘ = <3($%)+∘  3.8 

As an example, we will show in a stepwise manner how to obtain the solution-
phase free energy of @-,	("#)(&  using a half-cell redox reaction that combines a 
neutral species SO2(aq) with the charged @-,	("#)(&  species, see Eq. 3.9. Note that 
the number of electrons and protons are different. The redox equation with its 
equilibrium potential72 and the standard free energy are shown below: 

 

 
@-,	("#)(& + 	4!% + 2#& 	⇌ 	 @-(	("#) 	+ 	2	!(-	(L),

;234∘ 	= 0.158	4	 3.9 

 

 ∆<° = <2?(($%)
° + 2<3(?(@)

° − <2?,($%)('° − 4<3+
° + 2|#=|(;234∘ ) 3.10 

 
Eq. 3.10 is equal to zero, ∆<° = 0, when ; is equal to ;234∘ . By using Eq.3.8, and 
evaluating −F|#=;234∘  =	−2|#=|(0.158	)4 as shown in Eq. 3.11, we can calculate 
the standard solution-phase free energy of @-,	("#)(&  in the SHE scale,	<2?,	($%)('° as 
shown in Eq. 3.12 

 

 ∆<° = <2?(($%)
° + 2<3(?(@)

° − <2?,($%)('° − 2<3((")
° + 2#=(0.1584)=0 3.11 

 

 <2?,($%)('° = <2?(($%)
° + 2<3(?(@)

° − 2<3((")
° + 2#=(0.1584) 3.12 

 
Now, the solution-phase free energy of the anion can be calculated from the free 
energy of neutral species, those of SO2(g), H2 (g) and H2O (g). The free energy of 
water is obtained from that of H2O(g) and corrected to that of liquid water. For 
SO2(aq), we did not include the correction and use the energy in the gas phase as 
the difference between the aqueous and gas-phase energies, based on 
experimental results, is almost zero (-0.005 eV) and does not significantly change 
the energy (see the computational methods section).  

Similarly, other redox couple reactions could be used to obtain the solution-
phase free energy of @-,	("#)(& , as shown in Figure 3.2 . For instance, the free energy 
of @-,	("#)(& , can also be determined from the equilibrium potentials of (S2O6 

2- (aq), 
H+/ SO2

 (aq),	;234∘ = 0.37 V) to determine the energy of S2O6 2- (aq) and then 
followed by (@-,	("#)(&  , H+ / S2O6 

2- (aq), ;234∘ = -0.05 V) to then determine the 
solution-phase free energy of SO4 

2-  (aq).72  
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FIGURE 3.2 
Illustration of electrochemical thermodynamic cycles that can be used to determine the 
solution-phase free energy of SO42-(aq) using the standard equilibrium potentials for 
[SO4 2- (aq), H+ / SO2  (aq), !!"#∘ =0.158 V],72 or by combining [S2O6 2- (aq), H+/ SO2 

(aq),	!!"#∘ = 0.37 V],72 and [SO4 2- (aq), H+ / S2O6 2- (aq ), !!"#∘ = -0.05 V].72 

3.3 Equilibrium adsorption energies and adsorption 
potentials 

The solution-phase free energy of an ion is important in many areas of research 
and is particularly important for surface electrochemistry and (electro)catalysis, 
as the solution-phase free energy of an ion can be used to calculate adsorption 
thermodynamics and is necessary for comparing the adsorption strength 
between different species/adsorbates. These adsorption thermodynamics can be 
calculated relative to a neutral, gas-phase species such as Cl2(g) instead of Cl-(aq) 
(as described above), but this prohibits comparing adsorption strength from 
solution between different adsorbates (for example, Cl* to Br*) as this comparison 
will require a correction of the gas-phase dissociation energy, ionization energy, 
and solvation energy for each adsorbate. It is important to be able to compare the 
adsorption strength between adsorbates as it allows the state, structure, and 
composition of the surface to be determined, for instance through a surface phase 
diagram. 

In this section, we will show how to calculate the adsorption energy of an anion 
on any given surface site using the solution-phase free energy obtained using the 
method described here. The adsorption thermodynamics is calculated following 
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the reaction given in Eq. 3.13, where E("#):&  represents a generic anion, (*) a bare 
surface site, and A* the adsorbed anion. 

  
 E("#):& +	∗	→ 	E∗ + F#&	 3.13 

A similar reaction can be written for cation adsorption, with the electron written 
as a reactant instead of a product. Based on Eq. 3.13, we can write the change in 
free energy upon adsorption, shown in Eq. 3.14 (again, a similar equation can be 
written for cation adsorption): 
 

 ∆<"BC = <<∗ − <∗ − <<($%)&' − F|#=|;234 3.14 

where <<∗ is the free energy of the adsorbed species, <∗ the free energy of the bare 
surface, <<($%)&'  the free energy of the solution phase anion, and −F|#=|;234 the free 
energy of the electrons transferred in the reaction at potential ;234, and the final 
adsorption energy can be shifted linearly with this term at an applied bias of 
interest to build, for instance, energy vs potential diagrams. Combining the 
CHE59 approach with this method, we can add a term to Eq. 3.14 to consider the 
change in dipole moment induced by the adsorption of the charged species (*A) 
on the surface (*), ∆P"BC = (P∗< − P∗), and an additional term, (;234 −	;DEF/R), to 
account for the dipole interaction with the electrode-electrolyte electric field. 
Based on the Helmholtz approximation of the double layer,59 d is ~3.0 Å and we 
get Eq. 3.15 

 ∆<∗<"BC = <<∗ − <∗ − <<($%)&' − F|#=|;234 + ∆P"BC
(;234 −	;DEF)

R  3.15 

The potential of zero charge, ;DEF, is taken as the experimentally measured in the 
SHE scale.105  Approximating the ;DEF to 0 V vs SHE does not significantly change 
the absolute adsorption potentials, see Table B3. This equation can then be solved 
for the equilibrium adsorption potential, ;"BC, 234∘ , which represents the potential 
where adsorption becomes favorable (when ∆<"BC = 0), shown in Eq.3.16  
 

 ;"BC, 234∘ 	=
<∗< − 	<<'(ST) − <∗ −

∆P"BC
R ;DEF

F|#=| −
∆P"BC
R

 3.16 

 
The potential scale on which this equilibrium adsorption potential sits depends 
on the methodology used to calculate the free energy of the ion in solution. Here, 
the standard hydrogen electrode scale is used. The free energy of the adsorbed 
species GH∗, is calculated following Eq. 3.17: 
 

 <<∗ = 6789 + =>6 − ?@I1J 3.17 
where 6789 is the 0 K DFT energy of the adsorbate on the surface, the =>6 is the 
zero-point vibrational energy, and @I1J is the vibrational entropy of the adsorbate. 
The free energy of the bare surface, <∗ , is taken simply as the DFT energy at 0 K, 
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given that the vibrational energy/entropy of the surface is not significantly 
perturbed by the adsorbate. 
 

3.4 Results and Discussion 
3.5 Applications of the method in electrocatalysis 

To illustrate the use of this method in calculating relative adsorption strengths, 
we calculated the adsorption free energy at low coverage (1/9 ML) of iodide, 
bromide, chloride, and sulfate on Pt(111) and Au(111) and hydroxide on Pt(111). 
For comparison, we also calculated the adsorption free energy of Ag on Pt(111). 
From these adsorption free energies, we have calculated the equilibrium 
adsorption potential, the potential at which adsorption (at this coverage) becomes 
favorable, and plotted this against the experimentally measured adsorption 
potential. This is shown in Figure 3.3a , b). 
From Figure 3.3a , b), it is clear that we can capture the relative trend in 
adsorption strength between each of these species, with the trend between the 
anions following I* > Br* > Cl* > SO4* > OH* across both surfaces. It is also 
apparent that all of the adsorbates bind less strongly on Au(111) than on Pt(111). 
This can be understood in terms of a more repulsive interaction between the 
adsorbates outer p-shells and the expanded d band of Au(111), compared to 
Pt(111), due to relativistic effects being more predominant on Au(111).106–108 
Furthermore, the d-band of Au(111) is more occupied than Pt(111).109 This 
repulsive interaction also results in a longer bond length between the ions and 
the surface for ions adsorbed on Au(111) than on Pt(111), see Table B1. Of course, 
these trends were already known from experiment, 110,111 and agree well with 
prior computational calculations.107  

We also examined the change in work function and the partial charges on the 
adsorbates with a Bader charge analysis, summarized in Table B1. We note that 
the analysis which includes solvation (SO4*-sol) considers only the change in 
work function associated with the single adsorbed water structures considered 
for the reactant (6H2O*) and product (SO4*+4H2O*) states. Our calculations follow 
the general trends found previously with DFT, see Groß et. al.,112–114 Pašti et 
al.,109,115,116 and Illas et al.107 For Pt(111), we find a decrease in work function 
induced by the adsorption of Cl, Br, and I, and an increase induced by the 
adsorption of SO4. In the case of Au(111), we see an increase in work function 
induced by the adsorption of Cl, Br and SO4 and a decrease induced by the 
adsorption of I. 

Based on the Bader charge analysis, the adsorbates which retain more negative 
charge also induce a larger dipole moment (Table B1), and therefore they would 
benefit from solvation near the electrode surface to stabilize their energy. The 
general trend for induced dipole moment on both Pt(111) and Au(111) follows 
SO4>Cl>Br>I. The work function of Au(111) is smaller than that of Pt(111).117 The 
higher the work function the less charge transfer, therefore the electronegative 
adsorbates on Au(111) will retain more negative charge than when adsorbed on 
Pt(111). The character of the halide bond on both Pt(111) and Au(111) has been 
conceptualized to be covalent in nature;118,114 however, we can say that between 
the two, the bonding on Au(111) is slightly more ionic than on Pt(111), especially 
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for Cl, Br and SO4. In general, adsorbates that show higher charge separation tend 
to be more ionic in character,119 but that is not always the case (as for instance Cl 
on Cu(111)120). Additional studies of electronic structure would be necessary to 
further investigate this. 

The important result from Figure 3.3a , b) is that by using the method of 
determining the free energy of each ion in solution phase, at the same potential 
scale, we can reproduce the trends in adsorption potentials from DFT. We can 
now be confident in applying this method to understand more complex 
phenomena. 

In general, we see good agreement between DFT and experiment when we 
include near-surface solvation for not only the trend in adsorption strength 
between adsorbates, but also the absolute value of the adsorption potentials. We 
can use Figure 3.3a , b) to make a few important points about this accuracy. 

First, we note that we expect the calculated adsorption potential to be exchange-
correlation functional dependent; the exact magnitude of the adsorption energy 
will vary with functional. If there is a significant difference in the van der Waals 
contribution to binding for these adsorbates between Pt(111) and Au(111), this 
could cause an additional dependence on functional, as traditional functionals 
poorly capture van der Waals interactions. However, we expect the trend 
between the adsorbates, differences between adsorption on Au(111) and Pt(111) 
(assuming the van der Waals contribution to binding is small), and the effect of 
near-surface solvation, to be less dependent on the chosen functional. 

Second, it is interesting to see that by including only a few explicit water 
molecules hydrogen-bonded to the adsorbate, the adsorption potentials for SO4* 
on both Pt(111) and Au(111) as well as for OH* on Pt(111) are brought much 
closer to those measured experimentally ( Figure 3.3a , b) ) The mean and 
maximum absolute errors (MAE, MAX ) are MAE = 0.19 eV and MAX = 0.48 eV 
, compared to Figure 3.3a , b), where they are without solvation and the MAE = 
0.33 eV and MAX= 0.76 eV and, therefore, far from the experimental results. This 
suggests that the influence of the rest of the water in the electrochemical 
environment, the second and third solvation shells of the adsorbate, might not 
further influence the stabilization of the adsorbate, as we already see a significant 
decrease in the MAE of about ~0.14 eV. Prior work by Calle-Vallejo et al.121,122 and 
Janik et al.,123 suggests that for many adsorbates, there is a threshold of number 
of explicit water molecules that will stabilize the energy of the adsorbate, and 
above that number, there is no significant impact. A wide variety of other 
methods for solvating the surface (implicit solvation, explicit solvation with 
classical or ab-initio molecular dynamics; for example) can be used in combination 
with the method we describe here to calculate the free energy of ions in solution, 
to further probe the effects of near-surface solvation on the adsorption energetics.  

Third, it appears that the adsorption potentials on Au(111) are consistently 
underpredicted relative to experiment (at least for I*, Br*, and Cl*), whereas this 
is not the case for Pt(111). Table B1 shows that the anions retain more negative 
charge (and create a larger change in surface-normal dipole moment on 
adsorption) on Au(111) than on Pt(111). We have included the dipole correction 
to the adsorption potential as calculated in Eq. 3.16, but this does not lead to a 
significant change in adsorption potential (Table B3), and so this alone cannot 
explain the difference in “accuracy” between Au(111) and Pt(111). We might 
expect, however, that the effect of near-surface solvation depends, at least in part, 
on the magnitude of the surface-normal dipole moment. As the halides retain 
more charge and generate a more positive surface normal dipole moment upon 
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adsorption on Au(111) than on Pt(111), we expect the effect of near-surface 
solvation on the adsorption of the halides, which we did not consider, to be larger 
on Au(111) than on Pt(111). In support of this idea, we can see that Figure 3.3a , 
b), where near-surface solvation is neglected (for all adsorbates), the calculated 
adsorption potential is equally far from the parity line for both Pt(111) and 
Au(111) for adsorbates which generate a more positive surface-normal dipole 
moment (Cl*, SO4*). Additionally, we find the magnitude of the effect of solvation 
on the adsorption of SO4* (shifts adsorption potential by -0.27 V on Pt(111) and -
0.68 V on Au(111)) proportional to the change in surface-normal dipole moment 
(0.47 eÅ on Pt(111), 0.82 eÅ on Au(111)).  

We note that additional differences between Pt(111) and Au(111) could be due 
to a difference in the contribution of van der Waals interactions, which traditional 
exchange-correlation functionals poorly describe, as well as experimental factors; 
the experimentally measured potentials for anion adsorption on Au(111) were 
measured relative to the saturated calomel electrode (SCE), its potential on an 
SHE scale had to be assumed to shift these potentials to the same scale as those 
measured on Pt(111). 

Lastly, the adsorption of some of the ions competes with that of other species 
(for example, I* on Pt(111) with H*, and Ag* on Pt(111) with SO4*), which would 
affect the measured adsorption potential; we have not considered this effect. 
Another factor, might be the use of experimental lattice constants, instead of DFT-
converged lattice constants, due to the strained exerted on the slab, although we 
believe this to be a minor effect, it is good to keep in mind. 

The preceding discussion makes it clear that the accuracy of the calculated 
adsorption potentials depends on a variety of factors including (i) the choice of 
exchange correlation functional (which influences both the energy of the 
reference gas-phase molecule to calculate the free energy of the ion in solution 
and the adsorption energy), (ii) the inclusion of near-surface solvation effects, (iii) 
co-adsorption, and (iv) the accuracy of the experimentally measured adsorption 
potential (including the choice and stability of the reference electrode). We 
mention these points here as they are important to understand how to model ion 
adsorption in the electrochemical environment, but each requires further study. 
Therefore, this Chapter is not intended as an evaluation of the accuracy of the 
method we have described here for calculating the free energy of solution-phase 
ions, only an example of its usefulness and simplicity. 
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FIGURE 3.3A , B) 
DFT simulated and experimentally measured equilibrium adsorption potential110,111,124 
of I*, Br*, Cl*, and SO4* on Pt(111) and Au(111) as well as OH* and the first and second 
monolayers of Ag* on Pt(111). All potentials are simulated/measured at low coverage 
(1/9 ML), except for Ag* on Pt(111) (for which the coverage is 1 and 2 ML). In (b), the 
adsorption potentials calculated for OH* on Pt(111) and SO4* on Pt(111) and Au(111) 
include the effect of near-surface solvation, approximated by including co-adsorbed 
water molecules. The mean and maximum absolute errors (MAE and MAX) for (a) are 
(0.33, 0.76 eV) and for (b) are (0.19, 0.48 eV). Table B2 shows the calculated and 
experimentally measured adsorption potentials. 

3.6 Conclusions 

In this Chapter we have revised and illustrated a simple method that facilitates 
the calculation of solution-phase free energies of ions, eliminating the need to 
model solvation of the ions in bulk solution, and showed its importance by 
calculating adsorption potentials of different ions on the same potential scale. 
This is achieved by using an experimentally measured equilibrium potential to 
calculate the free energy of the ion in solution from a neutral gas-phase or solid-
phase species. The method shows how the electrons and protons can be 
numerically arranged separately allowing to use any half-cell redox reaction.  

We apply the method to examine the adsorption of a variety of different ions 
on Pt(111) and Au(111) and show the trend in adsorption strength matches the 
experimental trend. Our method is computationally efficient and its accuracy in 
terms of the energetics of the solution-phase charged species is only limited by 
how well DFT can model neutral gas-phase species and by the accuracy of the 
experimentally measured equilibrium potential of the reaction connecting the ion 
of interest to the neutral gas or solid-phase species. However, the accuracy of the 
calculated ion adsorption potential not only depends on the previous limitations 
but also by how well DFT can capture the effects of near-surface solvation, 
especially for adsorbates which induce a large surface-normal dipole moment, 
and the effects of a near-surface electric field. 

The method used here is not new, however, we hope that by describing the 
methodology in detail and illustrating its usefulness, it will see more widespread 
use, such that the thermodynamics and kinetics of electrochemical and 
electrocatalytic reactions involving ions other than protons, will be more 
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frequently simulated with density functional theory. Such a method is necessary, 
for example, to examine the composition of a catalyst surface in electrochemical 
environments (surface phase diagram), competition in adsorption between 
species under reaction conditions, and the stability of an electrode or catalyst 
surface with respect to dissolution or (re)deposition; all examples at the forefront 
of computational electrocatalysis. 
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