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Proverbios y Cantares de Campos de Castilla, 1912 
Antonio Machado 

 
Caminante no hay Camino 

 
Caminante, son tus huellas 

el camino y nada más; 
Caminante, no hay camino, 

se hace camino al andar. 
Al andar se hace el camino, 

y al volver la vista atrás 
se ve la senda que nunca 
se ha de volver a pisar. 

Caminante no hay camino 
sino estelas en la mar. 

 
 
 

“Wayfarer, there is no path” 
 

Wayfarer, the only way 
Is your footprints and no other. 

Wayfarer, there is no way. 
Make your way by going farther. 
By going farther, make your way 

Till looking back at where you've wandered, 
You look back on that path you may 
Not set foot on from now onward. 

Wayfarer, there is no way; 
Only wake-trails on the waters. 

 
Translated by Rafael Rolón-Muñiz, 2014 
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“Inventions grow old and are superseded by other inventions and being the 
creation of the constructive schemes of mortal men, are themselves mortal. But 
the laws which the stars and the planets obey and have always obeyed in their 
paths through the heavens are unchangeable; they never grow old, and 
therefore they are immortal; they are part of the eternal truth.” 

M. I. Pupin (1923)1 
 

Michel (Mihajlo) Idvorski Pupin refers to the laws of nature as the eternal truth. 
Perhaps, the reason why we are often in search of more accurate models to 
represent the operations of the world, is to come closer to its understanding, 
closer to this truth. 

In the domain of computational chemistry, accuracy does not always translate 
to complexity. To understand the how’s and why’s, simple models of a target 
system based on the well-founded laws of quantum physics and chemistry- the 
laws atoms and molecules obey, can lead to scientific revelations the same way 
as more complex models would do, especially if the model in question is studied 
by a framework based on those laws. Density Functional Theory (DFT) is one of 
such frameworks.  

In essence, the model of the target system is created by our interpretation and 
current understanding of the real environment. The beauty of DFT is that it can 
simulate this model, as if it were simulating the real world. However, sometimes 
the outcome from DFT does not follow exactly what we expect from chemical 
concepts or from what we see experimentally. There are two major reasons for 
this discrepancy. One is that the model is not encapsulating the important 
interactions, or “something” is not being considered, and this could be because 
we do not have enough information or knowledge of the real system. The second 
reason is the limitation of DFT itself, more precisely the overestimations or 
underestimations of system properties; mostly a fault of the approximate 
functionals used in DFT. Knowing these limitations is immensely important, as 
it allows us to discriminate the results, and also encourages us to improve the 
methods and consequently propose hypotheses to build new knowledge. 

In this thesis, we investigate simple computational electrochemical methods, 
their usability and ways to improve their accuracy (Chapters 2-4), and apply 
them to the study of Formic acid oxidation and production via a collaborative 
experimental and computational study (Chapter 5-6)

1  GENERAL INTRODUCTION 
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1.1 Theoretical Background 

It took several decades for quantum-chemical methods to develop into what we 
have today, all driven by the same ultimate goal: to be able to compute the values 
of physical properties that describe chemical systems, for instance, energy, bond 
lengths, bond frequencies, and how such properties change as the system 
interacts with different environments. In heterogeneous (electro)catalysis, we are 
interested in the interaction between solids (the electrode), molecules (the 
reactants or intermediates), and the electrolyte (solvent and ions). 

This section gives a summary of the theoretical background behind Quantum 
Chemistry and DFT gathered from various books and articles.2–6 In quantum 
mechanics, particles are described by the wave function, !. This function of state 
contains all the information about their physical properties. Besides, |!|! is the 
probability density of finding the particle in a certain region of space, and the 
value of a physical property is obtained through the action of a corresponding 
Hermitian operator on the wave function. Here, we focus on the stationary (time-
independent) Schrödinger equation (1926).7 

 

 #$!(&") = )!(&") 1.1  

 
Eq.1.1 describes a one-particle system i, with coordinates &". H$ is the Hamiltonian 
operator, the energy operator, defined as; #$ = +, + ., , the sum of the kinetic 
energy operator, +, , and the potential energy operator ., . For atoms, the low 
weight of the electrons compared to the heavy nuclei allows treating the 
dynamics of electrons and nuclei separately. This allows approximating the full 
(time dependent) Schrödinger equation by an electronic Schrödinger equation, 
that is stationary and does not contain the kinetic energy of the ions, and a nuclear 
Schrödinger equation, that can often be treated classically. 

This is the so-called Born-Oppenheimer approximation (B-O, 1927).8 Within this 
approximation the electronic Hamiltonian operator is 

 

 #$ =  +,# + .,## + .,#$ + .,#%& 1.2 

 
and it takes into account the kinetic energy of the electrons and their potential 
energy (arising from electron-electron interactions, .,##, attractive electron-
nucleus interaction, .,#$, and an external potential, .,#%&). The electron-nucleus 
interaction is then treated as the attraction between the electron and the field of 
the fixed nucleus. In Eq.1.1 the eigenfunction ! corresponding to the lowest 
energy eigenstate ) is the ground state wave function. ) is then the 
corresponding ground state energy of the electronic one-electron wave function 
at 0K.  
However, we are primarily interested in finding the ground-state energy of 
interacting solids and molecules, that is a system of many atoms, meaning a 
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system of many electrons, and so the ground state of such system can be 
determined if we solve the following equation, known as the many-electron 
Schrödinger equation.  

 

 #$!0&', &!,&)…&*3 = )!0&', &!,&)…&*3 1.3 

 
This equation “is the starting point for computational materials science, and the 
ground-state properties of any system can be determined by solving this 
equation, if we have a method to solve it.” 

J. G. Lee6 
 

Eq.1.3 depends on 3x	5 coordinates as the number of	5 particles increases and, 
therefore, it becomes too complex to solve, both analytically and numerically, 
when there are electrons interacting with all the other electrons at the same time. 
This is where Density Functional Theory (DFT) proposes a simplification that 
allows the computation of an approximate solution to Eq.1.3. 

Before discussing the quantum mechanical framework of Density Functional 
Theory, we note that other quantum chemical-mechanical frameworks have been 
developed to solve the many-body Schrödinger equation. One of the 
mathematical problems is the presence of correlation, that is the electrons 
interacting with the field created by the other electrons. The Hartree-Fock (HF) 
method (1930) gives an approximation to this interaction, and although it gives 
reasonable results for small molecules, it does not do so well for solids. The error 
in the approximation, arises from replacing the exact electron-electron interaction 
with a mean-field interaction. Besides the HF method, other methods worth 
mentioning for solving the many-body Schrödinger equation are: variational 
methods such as the configuration interaction method (CI), non-variational 
methods such as the couple cluster method (CC), many-body perturbation 
Theory (MBPT) and Møller-Plesset approaches.  

1.1.1 Density Functional Theory (DFT) 

The bases of Density Functional Theory rely on the Hohenberg-Kohn theorems9 
and the equations derived by Kohn and Sham.10 The first theorem states that the 
ground-state electronic density, ρ+(&), contains the same precise information 
about the system as the ground-state wave function ψ+ and, therefore, the 
ground-state wave function can be expressed as a functional of the ground-state 
electronic density. This allows to write the ground-state expectation value of the 
Hamiltonian as a functional of ρ+. Knowing the molecular Hamiltonian, the 
many-electron Schrödinger equation can be solved and the ground-state energy 
of the system and numerous electronic properties of the system can be obtained. 
Thus, in practice, the first theorem establishes that the ground-state energy of a 
many-body system, E+[ρ], is a functional of the ground-state electronic density, 
which depends on an external potential, ν#%&(&), The total energy 
functional,	),[<], can be represented as 

 



G E N E R A L  I N T R O D U C T I O N  

 4 

 E-[ρ] = F[ρ]  +  > ν#%&(&)ρ(&)dr 1.4 

 
where F[ρ] = T[ρ]  + .##[ρ], is a universal functional of the density and contains 
the kinetic energy, T[ρ], and the electron-electron interaction, .##[ρ], and is 
independent of ν#%&(&).  

The second theorem (proven with the variational principle4) states that there 
exists an energy functional, )-[ρ], that is minimized by the correct or ideal 
ground-state electron density, ρ+, in the external potential, ν#%&(&), and that the 
minimal value of the energy functional represents the ground-state energy of the 
system, )+. 

 

 )-[ρ] ≥ )-[ρ+] = )+ 1.5 

The theorems provide the fundamental principles of DFT but do not allow for its 
practical use. The practical use of DFT lies within the Kohn-Sham formalism.10 In 
this formalism, the Schrödinger equation is written for a fictitious system of non-
interacting particles moving in an effective potential with the same density as a 
system of interacting particles. The following is a one-electron Schrödinger-like 
equation, named the Kohn-Sham equation, and can be solved iteratively. 

 

 C−
1
2
∇! + ν+Hϕ. = ε.ϕ. 1.6 

 
The eigenvalue ε. is the Kohn-Sham energy of the Kohn-Sham orbital ϕ., ν+ is the 
effective potential, and the electronic density distribution is calculated by 
summing all the occupied Kohn-Sham orbitals, ϕ. . 

 

 ρ(&) =K|ϕ"(&)|!
*

"

 1.7 

 
The general expression of the total energy of the ground state in this formalism 
is  

 

 E[ρ] = ν#%&(&) + T[ρ] + ν/012034(ρ) + )%5[ρ] 1.8 

The first term on the right-hand side is the external potential, the second term is 
the kinetic energy of the non-interacting electrons (the fictitious Kohn-Sham 
system), the third term represents the Coulomb repulsion of the electrons, and 
the fourth term is the exchange and correlation energy, which includes all 
interactions not accounted for by the other terms (see below). The exchange and 
correlation energy, )%5[ρ], is the only term in the Kohn-Sham formalism that 
cannot be computed from first principles. To assess the energy of the real system 
it is necessary to approximate this unknown term. 
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Therefore, the usefulness of DFT depends on the ability to find approximations 
to the exchange and correlation energy functional in a way that they can represent 
the system of interest in an accurate and time-effective manner.11  

The exchange-correlation energy is the sum of the exchange energy,	)%, and the 
correlation energy, )5, Eq.1.9.  

 

 )%5 = )% + )5 1.9 

  
The exchange energy results from the anti-symmetry of the electronic wave 
function, takes into account the repulsive interaction between electrons of the 
same spin (Pauli exclusion principle), and can be evaluated exactly. The 
correlation energy results from the tendency of electrons to stay away from each 
other to decrease the Coulombic interaction. It is more pronounced for electrons 
of opposite spins as they are more likely to occupy the same orbitals. Exact 
electronic correlation cannot be calculated analytically. Besides the quantum 
exchange and correlation effects, the term, )%5, contains the correction to the 
fictitious non-interacting system’s kinetic energy from the real system’s kinetic 
energy (Δ+ = real -non-real).  

Nowadays, various approximations exist for the exchange-correlation energy 
functional, )6/[ρ]. Here are some of them: 

• Local density approximation (LDA)10 
o  Commonly used for the description of bulk metals and surfaces, 

its geometric predictions are usually accurate. However, it has 
difficulties when describing molecules and ionic systems where 
the electron density changes rapidly in space. It tends to 
overestimate binding energies and fails to reproduce ionization 
potentials.  

• Generalized gradient approximation functionals, (GGAs)  
o Give good results for molecular geometries and ground-state 

energies. The most commonly used are: PW91,12 PBE,13 RPBE14.  
• Hybrid functionals,   

o These are a linear combination of the (exact) exchange calculated 
with HF and exchange-correlation energies from other 
approximations. They are widely used for molecules and solids 
with localized electrons. Common hybrid functionals are PBE0 
(25% of exact exchange combined with PBE exchange-
correlation),15,16 HSE,17 B3LYP18 and the Minnesota meta-
hybrids.19  

DFT can be applied to many different systems, to name a few: solids, gases, 
liquids, polymers, ice, and chemical solutions. Depending on the system that we 
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want to study, specific basis sets are required. The basis set is a group of functions 
that expand the Kohn-Sham orbitals, M", and their linear combination describes 
the wave function of the system. The basis set can be local (atom-centered 
orbitals), non-local (expanded through space) and augmented. Local basis sets 
are preferable to represent atoms and molecules with orbitals localized around 
the atoms. A commonly used local basis set is the Gaussian basis set. John Pople, 
who shared the Noble Prize with Walter Kohn in 1998, named the computational 
chemistry code “Gaussian” after these orbitals. Due to their local nature, they 
cannot describe well long-range interactions. Augmented basis sets include 
additional basis functions to those already present on the atoms, basically adding 
additional “subshells”. Non-local basis sets are based on plane-wave functions, 
which require the use of periodic-boundary conditions, and are the gold standard 
for solids. 

1.1.2 Free energies and adsorption potentials  

The first and main motivation of this thesis is to outline simple computational 
methods based on first principles calculations using DFT for electrochemical 
systems. I will focus on affordable methods that can provide a tradeoff between 
computational expense and accuracy. Specifically focus on solvation effects near 
the surface of the electrode, the use of thermodynamic cycles to compute 
solution-phase energies of charged species, and the description of a correction 
scheme to detect gas-phase errors on the free energies of target molecules 
important for calculating adsorption processes in electrocatalysis. The second 
motivation of this thesis is to apply these simple methods to study complex 
adsorption processes at the PdMLPt(111) electrode surface. All the adsorption 
processes investigated experimentally were performed by Dr. Xiaoting Chen 
from our group. 

Now we zoom out from the quantum chemistry regime and move our focus 
toward the thermodynamics of the system, which is obtained from the 
mathematical manipulation of the energies obtained from the DFT calculations. 
Often, the questions we try to answer do not require intensive computational 
resources: affordable and accurate simplifications are enough. In the context of 
electrocatalysis, we are interested in energies of adsorption of species at the 
interface between the catalyst and the electrolyte. The thermodynamic property 
that can provide such information is the Gibbs free energy of the reaction, 
N(+, O) = 	P	 + 	O. − 	+Q, where, T and P are the temperature and pressure, U is 
the internal energy, P and V are pressure and volume and, in general, we are 
interested in processes at standard conditions, namely, 1 atm and 298.15 K.  
To calculate the free energies of adsorption processes, we require the energies of 
the individual components of the system. As shown in Figure 1.1, we need the 
energy of the species in the gas phase, the energies of the solution-phase species 
(those in the bulk of the solution), the energies of the interacting electrode-
adsorbate system, and finally the energy of the electrode itself. 
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FIGURE 1.1  
Illustration of the electrochemical environment and the different levels of abstraction as 
analyzed with DFT. 
 
The reaction free energies are calculated as the difference of the individual free 
energies of the reactants and products of the chemical reaction we are 
investigating. 

 

 RN∘  =KN890:15&; −KN9#<5&<$&; 1.10 

 
The individual free energies are calculated as,  

 

 N∘ = )=>? + )@AB +> CC
D

DE+
 dT − +Q 1.11 

 
)=>? is the relative energy given by the DFT simulation extrapolated to 0 K, 
)@AB 	is the zero-point vibrational energy calculated using statistical mechanics 
equations within the harmonic oscillator approximation, as shown in Eq.1.12,20 
where ℎ is Planck’s constant (4.135667662 × 10F'GX. ∙ Z) and [" are the frequencies 
of the vibrational modes \, in energy terms expressed as ]". + is the temperature 
(298.15 K) and Q is the entropy. For adsorbates, Q contains only the vibrational 
contributions calculated using Eq.1.13,20 and for gas-phase species, Q includes all 
entropy contributions and is taken from standard thermodynamic tables.21 In Eq. 
1.13, ^H   is the Boltzmann constant, 3N is the number of modes per atom of the 
adsorbate, β = 1/^H+, and ]" are the energies obtained from the calculated 
frequencies. The free energy of the surface slab is approximated as the energy 
without the contributions from the zero-point energy and entropy.22 
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)@AB =K

1
2
ℎ["

$

"E'

 

 
1.12 

 

 QI"4 = ^H  Ka−bc01 − XJK!3 +
d]"

X(JK!F')
e

)*

"

 1.13 

 
Note that within this thesis the enthalpic correction term (∫ g8

?
?E+  h+) in Eq. 1.11, 

determined from heat capacity data, is neglected unless stated otherwise. When 
computing reaction energies, this term can often be neglected for systems with 
no hindered rotations without much loss of accuracy.  

For an adsorption reaction like Eq.1.14, ∗ n#!k represents the surface with 
adsorbed water, A(N) is a gas-phase molecule, #O + XF are a solvated proton and 
an electron, and ∗ [AH − nH!O] is the co-adsorbed hydrogenated molecule and 
water system. In Chapter 4, we will discuss in detail how to determine the errors 
associated to the formation energies of gas-phase species and why it is useful to 
correct them.  

 

 ∗ c#!k +  n(P)  + #O + XF →   ∗ [n# − c#!k] 1.14 

 
Within the computational hydrogen electrode approach,23 the energy 
corresponding to the proton-electron pair is set equal to '

!
µQ" − neU, where P is 

the electrode potential in the reversible hydrogen electrode (RHE) scale, so that 
the free energy of adsorption of Eq.1.14 is: 

 

∆N<:;
∗[TQF$Q"U] = N∗[TQF$Q"U] − N∗$Q"U − NT	(P) −

1
2
tQ" + cXP 1.15 

 
Using free energies also allows to express the results in terms of potentials24 using 
the Nernst equation for a reduction reaction: 

 

 ΔN∘ = −nFP#X∘  1.16 

c is the number of moles of electrons transferred in the reaction, u is the Faraday 
constant (96.485 kJ mol-1 V-1 eq-1) and P#X∘  is the standard equilibrium potential of 
the cell, referred to the NHE.  

For an adsorption process, we can determine the standard equilibrium potential 
P<:;
∘  of reaction 1.16 when the free energy of adsorption in Eq.1.15 is set equal to 

zero, ΔN<:; =  0. 
 



C H A P T E R  1  

 9 

 P<:;
∘ =

N∗[TQF$Q"U] − N∗$Q"U − NT (P) − NQ#

−c|X|
 1.17 

The adsorption energy can be linearly shifted through the value of P, the last term 
of Eq.1.15. 

Thanks to the computational hydrogen electrode (CHE) model23, we can 
calculate the energetics of various electrochemical processes with DFT involving 
a fixed number of proton-electron pairs. The CHE is widespread in the 
computational electrochemistry community. Other simplifications used to model 
the electrochemical system are the treatment of the solution-phase environment 
through the incorporation of a solvation model; implicit solvation, 25–35 explicit36–

43 solvation or explicit near-surface solvation, also known as micro-solvation. 44–46 
In the work presented in this PhD thesis, solvation effects are applied through 
the explicit near-surface solvation model. 

Another simple model, which will be discussed in more detail in Chapter 3, is 
the use of tabulated equilibrium standard redox potentials and simple 
thermodynamic cycles to determine the free energy of a charged species in bulk 
solution. This allows for the calculation of equilibrium potentials for reactions in 
which there is not an equal number of proton and electrons. Although this model 
is not new, we discuss its usefulness and implications in detail. 

1.2 Applications – Electrochemical formic acid oxidation 
and CO2 reduction reactions 

The second motivation of this thesis is to applied the DFT methods discussed in 
the first part to study fundamental questions pertaining to formic acid oxidation 
and production on the PdMLPt(111) electrode surface. More specifically, we aim 
to understand the adsorption processes on the bare PdMLPt(111) and elucidate the 
poisoning mechanisms during the oxidation and reduction reactions.  

1.2.1 Practical Motivation 

One of the quests of major focus toward a sustainable society is that of increasing 
the usage of renewables as a source of energy and decreasing the usage of fossil 
fuels. The latter increase greenhouse gas emissions (CHZ, CO!, N!O and natural 
gas), correlated to the increase of global temperature, leading to negative 
consequences such as global warming and climate change. CO! is responsible for 
more than half of the total emissions.47  

Renewable energy can be harvested from wind turbines, solar panels, etc. At 
the moment, we still rely on petroleum and natural gas as our primary source of 
energy, as shown in Figure 1.2. In principle, we can produce renewable energy 
and store that energy in chemical bonds with electrochemical cells. In 
electrolysers, renewable electricity can convert water and CO2 into fuels such as 
hydrogen, methanol and formic acid. In fuel cells, hydrogen, methanol, or formic 
acid, are converted back into electrical energy through spontaneous 
electrochemical reactions at the two electrodes. Figure 1.3 illustrates a direct 
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formic acid fuel cell (DFAFC). The corresponding half-cell reactions at the anode 
and the cathode appear in Table 1.1. 

 

 

FIGURE 1.2 
Energy consumption from different sources between the years 2000-2019. Data source: 
The U.S Energy Information Administration as per the International Energy Outlook of 
2019.48  

 
A fuel cell can offer high energy conversion efficiency and its operation is clean, 
as long as the fuels are produced from renewable electricity (contrary to 
combustion processes using fossil resources). Fuel cells contain an ion-
conducting electrolyte or membrane, a fuel inlet, an oxidant inlet (oxygen source), 
an outlet for the reaction products, and two electrodes (anode and cathode). What 
makes fuel cells lose efficiency in general are the overvoltages required to drive 
the reactions at the anode and the cathode at a given current density. The further 
these overvoltages are from the equilibrium potentials of the corresponding half 
reactions, the less efficient the cell is.  

The electrodes in a fuel cell are either the catalyst itself or contain the catalysts 
dispersed as nanoparticles on a conductive support. The catalyst should be able 
to enhance the kinetics of the reaction (high activity), and it should also be 
selective and stable. That is why many research efforts have been devoted to 
develop catalysts for fuel cells for both anode and cathode, but most importantly 
for the latter where the sluggish oxygen reduction reaction takes place. 
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FIGURE 1.3 
Illustration of a simplified direct formic acid fuel cell (DFAFC). Hydrogen: light yellow, 
Oxygen: red, Carbon: dark grey. The fuel, formic acid (FA), is fed to the cell to reach the 
anode where the oxidation reaction occurs producing CO2, protons, and electrons. The 
electrons flow from the anode to the cathode through an external circuit and the protons 
pass through the ion conducting-electrolyte to the cathode where they combine with 
oxygen and electrons to produce water. The fuel and oxidant that do not react, exit the 
cell as excess reactants. 
 
Figure 1.3 illustrates a (DFAFC).49–51 In this cell, formic acid (FA) is the fuel. Since 
FA, is liquid at room temperature and contains two hydrogen atoms, it is also 
referred to as “liquid hydrogen” and “hydrogen-carrier”.52,53 The half-cell anodic 
(oxidation of formic acid (FA)) and cathodic (oxygen reduction), reactions are 
shown in Table 1.1. The overall reaction is 

 

 !"##!(%) + 12#!(*) → "#!(*) + !!#(%) 1.18 

 
and its cell potential is, U[\]] = (1.23	 −	(−0.11)	.	yZ	Q#))54 = 1.34 .	yZ	Q#). 

DFAFCs have attracted commercial attention because FA can be stored at 
standard atmospheric pressures, increasing its appeal in the portable market with 
respect to hydrogen, which requires high pressure tanks to be stored. 
Furthermore, the performance with perfluoro sulfonic acid membranes like 
Nafion® is better than methanol,55,56 Alongside the commercial attention, the 
electrocatalytic oxidation of FA attracts fundamental attention because FA is a 
simple model molecule to understand the oxidation reaction of other more 
complex organic molecules.57 
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Scalability and commercialization of DFAFCs at the moment is stagnant due to 
the deactivation of their commercial Pt-based electrocatalysts. The deactivation 
is due to poising of the electrocatalysts with CO. Research efforts have been 
focused on finding alternative catalysts that can tolerate CO poisoning during the 
oxidation. Pd-based catalysts have shown to be a good alternative, primary 
because Pd poisons at a slower rate than Pt. However, Pd is still not an ideal 
catalyst for large-scale production of DFAFCs, due to their poor stability. 
Alternatives combining Pt- or Pd-based catalysts with other metals have shown 
improvements, not only on the stability but also toward CO poisoning.58–66 
However, the fundamental explanation on why various materials seem to 
improve their CO tolerance remains elusive, and, therefore, proposes an 
interesting research question warranting further investigation. In Chapter 6 we 
aim to provide insight into this question by studying PdMLPt(111), a bimetallic 
catalyst, made of the two pure metals with the highest activity towards formic 
acid oxidation. It is also important to note that PdPt catalysts are highly active for 
the CO2 reduction reaction. They can achieve CO2 reduction to HCOOH at low 
overpotentials, and CO poisoning tolerance during the reduction rection is 
observed, as well.67 Thus, they are appealing as bifunctional electrocatalysts for 
CO2 reduction and FA oxidation.  

Table 1.1 enumerates different types of fuel cells at different operating 
temperatures and the corresponding reactions at the anode and the cathode. Each 
of the half-cell reactions can be catalyzed by different materials that have been 
developed and optimized for the specific reactions.  

TABLE 1.1  
Fuel cells currently in use and in development, data obtained and adapted from 
reference68 except when specified otherwise.  

 
Operating 

Temp. (ºC) Anode Cathode 
AFC 
(Alkaline) <100 H! + 2OH" → 2H!O + 2e" 

1
2O! + H!O + 2e

" → 2OH" 
PEM 
(Polymer 

Electrolyte 
Membrane) 60-120 H! → 2H# + 2e" 

1
2O! + 2H

# + 2e" →  H!O 
DMFC 
(Direct Methanol) 60-120 

CH$OH + 2H!O 
→  CO! + 6H# + 6e" 

3
2O! + H!O + 2e

" → 2OH" 
DFAFC 
(Direct Formic 

Acid) 50-8069 
HCOOH 

→  CO! + 2H# + 2e" 
1
2O! + 2H

# + 2e" →  H!O 
PAFC 
(Phosphoric Acid) 160-220 H! → 2H# + 2e" 

1
2O! + 2H

# + 2e" →  H!O 

MCF 
(Molten Carbonate) 600-800 

H! + CO$!" 
→  H!O + CO!2 + 2e" 

1
2O! + CO! + 2e

" 
→  CO$!" 

SOFC 
(Solid Oxide) 800-1000 H! +  O!" →  H!O + 2e" 

1
2O! + 2e

" →  O" 
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1.2.2 Scientific Motivation 

The fundamental motivation of the second part of this research comes from the 
need to know why PdPt catalysts show tolerance toward CO	poisoning 
compared to Pt, during both oxidation of formic acid and reduction of CO2 to 
formic acid.  

To this end, we use well-defined surfaces of Pd and Pt in this research because 
the atomic-level control they provide can deliver a fundamental understanding 
of the underlying mechanisms we are interested in, specifically, the tolerance of 
PdMLPt(111) toward CO. Furthermore, there is a vast literature on the topic, 
particularly on Pt(111), that we can use to shape our understanding of the 
research questions that motivate us. Also, results obtained on single-crystal 
surfaces are ideally suitable for comparison to DFT calculations. 

The formic acid oxidation reaction involves the transfer of two protons and 
electrons to form CO2, as shown below.  

 

 HCOOH ⇄  CO!(g) + 2 HO + 2eF 1.19 

 
The first mechanism for formic acid oxidation on Pt was proposed by Capon 

and Parsons,70 involving parallel catalytic routes called the direct and indirect 
pathways. They proposed that formic acid oxidizes to an active intermediate, 
*COOH, that could either undergo a dehydration (indirect pathway), where a 
poisoning species seems to form, or a dehydrogenation (direct pathway). In the 
indirect pathway, the poisoning species, now known as *CO,71,72 can be further 
oxidized to CO2, while in the direct pathway the intermediate is directly oxidized 
to CO2. Later, Cuesta and coworkers73 using attenuated total reflectance-surface-
enhanced infrared absorption spectroscopy (ATR-SEIRAS), suggested that the 
active intermediate for both the indirect and direct paths is adsorbed formate.  

The proposal of formate as the active intermediate became controversial when 
evidence suggested that the faradaic current during the oxidation reaction was 
observed to increase faster than the formate coverage did,72 and also because in 
this configuration, both oxygens are bound to the surface, and breaking the C-H 
bond would cost about 1.0 eV.74 Therefore, Chen and coworkers72 proposed that 
formate is more a spectator than an active intermediate. Using DFT, Janik74 and 
Schwarz26 proposed that the active intermediate for the direct pathway could be 
formate with C-H down, as in this configuration the breakage of the C-H bond 
has a low or no barrier at all. 

We can transfer this knowledge to other active catalysts such as Pd. Palladium 
is highly active for the formic acid oxidation reaction, and for some years CO 
poisoning was not visible in experiments. Vielstich showed in 198875 that the 
catalyst could be deactivated by strongly adsorbed species, but evidence of the 
identity of the species was elusive. Nowadays, we have evidence that the 
deactivation of the catalysts is caused by CO formation on palladium, although 
at a much slower rate than on Pt.76 In addition, in relevant conditions for fuel 
cells, the catalyst is deactivated only after long periods of operation.77 Therefore, 
palladium is still an attractive catalyst because it is more tolerant to CO poisoning 
than Pt during formic acid oxidation. One of the drawbacks, however, is its 



G E N E R A L  I N T R O D U C T I O N  

 14 

difficult preparation and cleaning, especially for single-crystal electrodes, 
limiting it to fundamental research. 

As a result, research on bimetallic catalysts containing Pd and another easy to 
prepare and clean metal such as Pt, is a promising alternative to understand CO 
tolerance and increase the catalyst stability. Palladium overlayers grown 
epitaxially on Pt(hkl) have been investigated by various research groups, namely, 
those of Kolb,78,79 Feliu,80,81 Markovic82,83 and our group in Leiden.84 These 
catalysts showed high activity toward formic acid oxidation and clear resistance 
toward poisoning during the oxidation.78 Furthermore, Kortlever and 
coworkers85 showed the quasi-reversible behavior of the bimetallic catalyst for 
both formic acid oxidation and carbon dioxide reduction, as expected for a two-
electron transfer reaction.86 This research was followed by work by Chen et al.87 
on single crystal catalysts of Pd overlayers on Pt(100), i.e. PdMLPt(100), to obtain 
a more fundamental understanding of the reaction mechanisms.  

 
In the second part of this PhD thesis, we will expand the previous research and 

focus on comparative studies supported by DFT and experiments performed by 
Dr. Chen from our group on well-defined surfaces of Pt(111) and PdMLPt(111). 
First, we study in detail the adsorption processes on the bare surface and then we 
move on to the catalytic reactions, namely, formic acid oxidation and carbon 
dioxide reduction, with a focus on understanding the absence of CO poisoning 
observed with the PdMLPt(111) catalysts.  

1.3 Scope and outline of this PhD thesis  

This PhD thesis is organized in two parts: the first part, Chapters 2-4, discusses 
DFT methodologies based on affordable and simple approximations to facilitate 
the usability of DFT for electrochemical systems, aspiring toward precise, robust 
and practical procedures. It specifically focuses on near-surface solvation and 
methods to calculate accurate reference free energies of charged species and gas-
phase species. In the second part, Chapters 5 and 6, these methods are applied 
to the study of electrocatalytic adsorption processes on PdMLPt(111) and its CO 
tolerance during the formic acid oxidation reaction and carbon dioxide reduction. 
The simulations are complemented by relevant experimental results, performed 
by Dr. Xiaoting Chen84 from the experimental counterpart of the CASC research 
group.  

In Chapter 2, we do a survey of the influence of different functionals, 
specifically those including and not including long-range interactions, on the 
near-surface solvation of hydroxide on different Pt near-surface alloys Pt-M-Pt 
(111). The calculated hydroxide solvation energies allow us to divide the 
functionals into two groups: over-binding and under-binding functionals. We 
observe that extrapolating solvation energies is safe when done within the same 
group of functionals. The difference on average between the solvation energies 
in these two groups is 0.15 eV. For accurate catalyst design for the oxygen 
reduction reaction, it is then recommended not to extrapolate energies from one 
group to the other, as the criteria for catalyst design for this reaction is ΔGOH −
ΔG`a

bc(''') ≈  0.1 − 0.15 eV. 
In Chapter 3, we review and discuss a method to obtain free energies of charged 

species in bulk solution, important for electrochemical adsorption processes. This 
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method uses simple electrochemical thermodynamic cycles to map the energy of 
a neutral species with that of a charged species using a tabulated half-cell 
equilibrium reduction potential that contains the charged and the neutral species. 
With this method we can avoid DFT calculations of the charged species in bulk 
solution, which is challenging to perform with DFT. The method can be used to 
calculate equilibrium adsorption potentials involving charged species.  

Chapter 4 presents a systematic workflow used to determine errors associated 
to organic functional groups on 27 different gas-phase molecules. We use this 
method for CO2 reduction and CO reduction reactions and show that it is easy to 
implement and inexpensive, providing a very good match with experimental 
onset potentials determined for the CO2 reduction reaction to CO. This method 
can be used to pinpoint errors of other molecules not studied here and increase 
the accuracy of DFT results for different exchange correlation functionals.  

Chapter 5 discusses a comparative study of the adsorption processes on the 
well-defined PdMLPt(111) and Pt(111) by means of DFT calculations and 
experiments using cyclic voltammetry. The adsorption of hydroxide, hydrogen, 
oxygen and water was investigated at different coverages and as a function of 
applied potential, from which we built surface phase diagrams. We also studied 
the adsorption of various anions and found that they interact more strongly on 
PdMLPt(111) compared to Pt(111). Our results showed that the “hydrogen” region 
in the CV of PdMLPt(111) can be more accurately described as a “hydrogen-
hydroxyl-cation-anion” region. 

Chapter 6 extends the investigation from Chapter 5 to the electro-oxidation of 
formic acid to carbon dioxide, and the reverse reaction, that is the 
electroreduction of carbon dioxide to formic acid. We show the role of formate 
during the oxidation reaction as a spectator, the coverage of which prevents *CO 
poisoning at PdMLPt(111) at oxidizing potentials. During the electroreduction, 
PdMLPt(111) is poisoned by *CO at higher negative potentials compared to 
Pt(111). We show that the activation of the poisoning path is related to the 
adsorption of *COOH at earlier potentials on Pt than on PdMLPt(111). 
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Solvation can significantly modify the adsorption energy of species at surfaces, 
thereby influencing the performance of electrocatalysts and liquid-phase 
catalysts. Thus, it is important to understand adsorbate solvation at the 
nanoscale. Here we evaluate the effect of van der Waals (vdW) interactions 
described by different approaches on the solvation energy of *OH adsorbed on 
near-surface alloys (NSAs) of Pt. Our results show that the studied functionals 
can be divided into two groups, each with rather similar average *OH solvation 
energies: (1) PBE and PW91; and (2) vdW functionals, RPBE, PBE-D3 and RPBE-
D3. On average, *OH solvation energies are less negative by ~0.14 eV in group 
(2) compared to (1), and the values for a given alloy can be extrapolated from one 
functional to another within the same group.  Depending on the desired level of 
accuracy, these concrete observations and our tabulated values can be used to 
rapidly incorporate solvation into models for electrocatalysis and liquid-phase 
catalysis. 
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2.1 Introduction 

The solvation of adsorbates is becoming a topic of great interest in computational 
electrocatalysis in view of the current search for more realistic representations of 
electrode-electrolyte interfaces. Numerous recent experimental works show that 
solvent and/or electrolyte effects change the activity and selectivity of 
electrocatalysts for important reactions such as oxygen reduction,1,2 hydrogen 
evolution,3,4 CO2 reduction,5,6 and CO reduction.7,8 In addition, computational 
works show that solvation and/or cation co-adsorption modify the adsorption 
energies of reaction intermediates,9–13 which may not only lead to changes in 
reaction pathways14 but also to considerable differences in the calculated activity 
of electrocatalysts.10,15In computational electrocatalysis adsorbate-solvent and 
adsorbate-electrolyte interactions at the interface can be evaluated implicitly 
(where the solvent is modelled as a continuum with certain dielectric 
constant),13,16–25 explicitly,26–33 or through combinations of the two.34,35 
Furthermore, less expensive explicit solvation models, sometimes referred as 
“micro-solvation” or near-surface solvation36–38 have been tailored to save 
computational resources by using a small number of explicit water molecules to 
stabilize a given adsorbate. 

The role of vdW forces on water clustering, water-metal interactions, and liquid 
water has been explored by using functionals that account for vdW 
interactions.39–43 In general, dispersion-corrected functionals or those 
incorporating vdW forces self-consistently tend to increase the adsorption energy 
of water on metal surfaces. However, the majority of computational 
electrocatalysis studies carried out within the framework of Density Functional 
theory (DFT) use common exchange-correlation (xc) functionals that do not 
account for van der Waals (vdW) interactions. Importantly, those might be 
necessary for an accurate description of water-water, water-electrode and water-
adsorbate interactions. 

This Chapter presents a study of the role of vdW interactions on the solvation 
energy of hydroxyl (*OH) adsorbed on near-surface alloys (NSAs) of Pt and late 
transition metals. Those versatile alloys are salient model catalysts for a variety 
of electrocatalytic reactions.44–47 We observe that: (1) the predictions of *OH 
solvation at Pt NSAs are comparable for PBE and PW91. (2) The predictions of 
*OH solvation at Pt NSAs are comparable among RPBE, vdW functionals and 
GGAs with dispersion corrections. (3) The *OH solvation energies decrease on 
average by ~0.14 eV from functionals in (2) with respect to those in (1).  

2.2 Computational details 

The DFT calculations were carried out using the PAW48 method in the Vienna Ab 
initio Simulation Package49. We simulated √3×√3 R30º slabs of Pt(111) NSAs with 
1 monolayer (ML) of late transition metal atoms in the subsurface (see Figure 2.1) 
and: (I) 1/3 ML *OH in vacuum, (II) 1/3 ML *OH + 1/3 ML *H2O, and (III) 2/3 
ML *H2O. The subsurface metals were Co, Ni, Cu, Rh, Pd, Ag, Ir, Pt and Au. The 
slabs contained four atomic layers: the two uppermost layers and the adsorbates 
were fully relaxed, while the two bottommost layers were fixed at the converged 
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interatomic distances of bulk Pt calculated for each exchange-correlation 
functional. All of the calculated lattice constants appear in Table A8 in the SI. H2 
and H2O were simulated in cubic boxes of 3375 Å3. In all simulations, we used 
0.01 eV Å-1 as convergence criterion for the maximal forces on the atoms, and a 
plane-wave cutoff of 450 eV.  

The k-point samplings were 8×8×1 for the slabs and 1×1×1 for H2 and H2O. For 
the slabs, ~15 Å of vacuum and dipole corrections in the z direction were used to 
avoid artificial electrostatic interactions between periodic images. The 
Methfessel-Paxton method50 was employed to smear the Fermi level of the slabs 
with kBT  = 0.2 eV, whereas Gaussian smearing was used for H2 and H2O with 
kBT = 0.001 eV. In both cases, all energies were extrapolated to 0 K. We used the 
computational hydrogen electrode to assess the energetics of solvated protons 
and electrons.51 As a first approximation, we made spin-restricted calculations for 
Ni- and Co-containing NSAs. The free energies were evaluated as: " = $!"#   +
'($  − *+. The zero-point energy corrections (ZPE) of gases and adsorbates, as 
well as the adsorbates’ vibrational entropies were calculated within the 
harmonic-oscillator approximation. The *+$%$&'()*.,-. corrections for H2(g) and 
H2O(l) are 0.40 and 0.67 eV.51 We used the following exchange-correlation 
functionals: PW91,52 PBE,53 RPBE54; functionals with semi-empirical corrections, 
PBE-D3 and RPBE-D3, using the DFT-D3 method55; a functional that evaluates 
vdW interactions with an optimized version of vdW-DF method,56 namely 
optPBE43; and the BEEF-vdW functional.57 Specific energetic and geometric data 
related to this study appear in the Appeendix A, Figure A3 and Tables A1-A8.  

2.3 Results and discussion 

Following previous works,11,37 to obtain the free energy of solvation, (Ω/0), for 
*OH on the √3×√3 R30º slab, we determined: (i) the free energy of formation of 
1/3 ML *OH coadsorbed with 1/3 ML *H2O with respect to an ice-like water 
bilayer with 2/3 ML *H2O (Δ"/00!/),41,58,59 as shown in Eq. 2.1 and in Figure 2.1a. 
(ii) The free energy of formation of 1/3ML *OH in vacuum with respect to H2O(l) 
(Δ"/01&2) using Eq.  2.2, as depicted in Figure 1b.  

 2 ∗ #!O  →   ∗ 'H +∗ #!O +#" + *# 2.1 

 

 ∗ +#!'(,)  →   ∗ '# +#" + *# 2.2	

 
where * represents an active site at the surface of the NSAs. Recent works have 
shown that three *H2O molecules are required to solvate *OH, as the O atom in 
*OH can make two hydrogen bonds with surrounding water molecules and the 
H atom can make one.37 This is also the case for the periodic water bilayers 
considered here, as shown in Figure 2.1a. The difference between Eq. 2.1 and Eq. 
2.2 gives the solvation contribution to the free energy of adsorption (Ω/0): 
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 Ω$% = Δ2$%%!$ − Δ2$%&'( 
2.3 

Once Ω/0 is known, it can be added to other adsorption energies calculated in 
vacuum (Δ"/01&2#) to obtain a first assessment of the adsorption energies in 
solution (Δ"/00!/#), which are usually burdensome to calculate:37  

 

 Δ2$%%!$# ≈ Δ2$%&'(# +Ω$% 2.4	

 
where the superscript # indicates an extrapolation, hence the approximate sign. 
Previous works concluded that one can extrapolate Ω/0 from one facet to another 
of a given material,37 but that it is not advisable to do so among different 
materials.9–11 In the following, we will analyze whether such extrapolations are 
possible when Ω/0 is calculated with a different functional than	Δ"/01&2. This is a 
common situation when using tabulated results from previous works.  

 

 
 

FIGURE 2.1  
Schematics of Eq. 2.1 and Eq. 2.2 for the free energies of formation of *OH on Pt NSAs. 
(a) 1/3 ML *OH coadsorbed with 1/3 ML *H2O (right side) using as a reference a water 
bilayer (left side) with one water molecule in the flat configuration and the other one 
with a hydrogen pointing towards the surface. (b) 1/3 ML *OH in vacuum (right side) 
using liquid water as a reference (left side). In both cases the slabs are 2×2 repetitions 
of a (111) √3×√3 R30º supercell as defined by the parallelogram. Each layer in the slab 
contains 3 metal atoms. Pt: gray, subsurface metal: turquoise, O in H2O: red, O in OH: 
purple, H: white. A top and side view of the water adlayer can be seen in Figure A3. 
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Table 2.1 provides the solvation corrections obtained for *OH with different 
functionals for nine different Pt NSAs. We have split the functionals into two 
groups: group 1, formed by PW91 and PBE, and group 2, formed by RPBE, PBE-
D3, RPBE-D3, optPBE and BEEF-vdW. 

In the following, we explain the creation of two groups and the presence of 
RPBE (a GGA) in group 2 (with vdW and dispersion-corrected functionals) 
instead of group 1 (other GGAs).  

Although PBE and PW91 are not entirely equivalent,60 they do provide similar 
values for properties such as atomization energies and lattice constants. For 
example, for the latter property, PW91 gave 3.99 Å and PBE 3.98 Å (see Table A8). 
Therefore, for adsorption free energies it is expected that the results do not differ 
significantly. Indeed, we found for Ω/0 that the average values for PBE/PW91 
are similar (see Table 2.1).  

In general, RPBE and PBE/PW91 give different results for properties such as 
atomization energies for molecules and equilibrium cell volumes for solids.61 It 
has been shown that PBE/PW91 over-bind adsorbates to surfaces with respect to 
experiments, while RPBE under-binds them,62 which is presumably connected to 
RPBE’s severe underestimation of surface energies.63  

Here we observe something similar: the *OH solvation corrections for NSAs, 
which are the difference between the adsorption energies of *OH in solution and 
in vacuum, Eq. 2.3, are on average ~0.15 eV more negative for PBE compared to 
RPBE (see Table 2.1). This is because on average, Δ"/01&2 is 0.11 eV weaker for RPBE 
vs PBE, whereas Δ"/00!/ is weaker by 0.26 eV (see Tables A2 and A3). We note that 
the trends in Ω/0, Δ"/00!/, and Δ"/01&2 as a function of the number of valence 
electrons (see Table 2.1 and Figure A2) are similar for PBE, PW91 and RPBE.  

The less negative average solvation energy with respect to PBE/PW91 is also 
observed for functionals incorporating vdW interactions and dispersion 
corrections. This is because the adsorbate-metal interactions are more strongly 
enhanced for Δ"/01&2 compared to	Δ"/00!/, in view of the presence of H2O in the 
latter.39 On average, Δ"/01&2 is strengthened by 0.17 eV for PBE-D3 with respect to 
PBE, whereas Δ"/00!/ is strengthened only by 0.02 eV (see Tables A2 and A3). We 
attribute this to the enhanced water-substrate interactions provided by 
dispersion corrections: the average adsorption energy of the water bilayer is 
made more negative by 0.22 eV for PBE-D3 with respect to PBE (see Table A4). In 
fact, it is well known that dispersion corrections increase the binding energy of 
water adlayers on substrates,43 which according to Eq. 2.1 and Eq. 2.3 makes the 
solvation energies less negative.  

Altogether, in group 1 we have PBE and PW91, which are over-binding GGAs, 
while in group 2 we have under-binding GGAs such as RPBE together with vdW 
functionals and dispersion-corrected functionals. The average solvation energy 
for the functionals in group 1 is -0.55 eV, while it is -0.40 eV for the functionals in 
group 2. We emphasize that the division of functionals in groups 1 and 2 is based 
merely on the results, and a rigorous classification would require data from 
additional functionals and adsorbates. 

Regarding the safe use of Eq. 2.4, there are two important points to be 
considered: first, for a given functional, the variations among the different alloys 
are large. The standard deviation for the alloys in groups 1 and 2 is 0.09 and 0.08 
eV, respectively. In line with previous works focused on PBE only,11 our 
conclusion is that it is unadvisable to use a single solvation correction for all 
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alloys. Second, for a given alloy one can combine among functionals from either 
group 1 or group 2, but not between groups. The mean of the standard deviations 
for the alloys are 0.03 and 0.02 eV for groups 1 and 2, respectively. Essentially, 
applying PBE-calculated solvation energies to PW91’s adsorption energies in 
vacuum (and vice versa) is possible using Eq. 2.4, as the solvation corrections are 
similar for both functionals. Ω/0 values can also be extrapolated from one 
functional to another within group 2. However, it is preferable not to extrapolate 
values of group 1 to group 2 and vice versa, as the differences are on average 
~0.15 eV. For instance, the design principle for oxygen reduction catalysts states 
that optimal catalysts should bind around 0.10 – 0.15 eV weaker than Pt(111), 
Δ"/0 − Δ"/04$(,,,) ≈ 0.1 − 0.15 eV,11,64,65 so it is advisable to avoid intergroup 
extrapolations. Table 2.1 provides the average values (avg1/avg2) and standard 
deviations (stdev1/stdev2) for each alloy in each group. Figure A2 shows the 
energy trends for the two groups. The average and standard deviation for a given 
alloy across all functionals appear in Table A1. 
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TABLE 2.1 
Free energies of solvation ( Ω$%) in eV for 1/3 ML *OH coadsorbed with 1/3 ML *H2O 
within a water bilayer using different functionals. avg1 and avg2 are the averages of the 
solvation energies for group 1 functionals (PBE, PW91) and group 2 functionals (RPBE, 
vdW functionals: optPBE and BEEF-vdW, and with dispersion corrections: PBE-D3 and 
RPBE-D3) across the same metal. Stdev1/2 are the corresponding standard deviations 
of avg1/avg2. MAX and MIN are the maximal and minimal values in the dataset across 
the same functional. Range is the difference between MAX and MIN. 

METAL PW91 PBE RPBE PBE–
D3 

RPBE–
D3 

opt-
PBE 

BEEF–
vdW 

avg1 avg2 stdev1 stdev2 

Co -0.60 -0.69 -0.50 -0.45 - -0.52 -0.48 -0.64 -0.49 0.07 0.03 

Rh -0.61 -0.61 -0.45 -0.47 -0.48 -0.47 -0.39 -0.61 -0.45 0.00 0.04 

Ir -0.63 -0.63 -0.43 -0.50 -0.50 -0.49 -0.43 -0.63 -0.47 0.00 0.04 

Ni -0.53 -0.52 -0.40 -0.43 -0.45 -0.43 -0.44 -0.53 -0.43 0.01 0.02 

Pd -0.56 -0.56 -0.36 -0.40 -0.41 -0.40 -0.39 -0.56 -0.39 0.00 0.02 

Pt -0.62 -0.62 -0.50 -0.45 -0.57 -0.45 -0.44 -0.62 -0.48 0.00 0.05 

Cu -0.50 -0.42 -0.32 -0.31 -0.27 -0.29 -0.28 -0.46 -0.29 0.06 0.02 

Ag -0.40 -0.38 -0.26 -0.25 -0.27 -0.25 -0.27 -0.39 -0.26 0.02 0.01 

Au -0.49 -0.50 -0.35 -0.35 -0.46 -0.35 -0.33 -0.49 -0.37 0.01 0.05 

mean -0.55 -0.55 -0.39 -0.40 -0.43 -0.41 -0.38     

stdev 0.08 0.10 0.08 0.08 0.11 0.09 0.07     

MAX -0.40 -0.38 -0.26 -0.25 -0.27 -0.25 -0.27     

MIN -0.63 -0.69 -0.50 -0.50 -0.57 -0.52 -0.48     

range  0.23  0.32  0.24  0.25  0.30  0.27  0.21     
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FIGURE 2.2  
Adsorption energies of 1/3 ML *OH in vacuum (red, Δ 2$%&'(), within the water bilayer 
(blue, Δ2$%%!$), and in the solvation energy (green, Ω$%), as a function of the number of 
valence electrons of the subsurface metal atom in the Pt NSAs. The error bars cover the 
energy range spanned by the different functionals analyzed. The correlation between 
the number of valence electrons and the d-band centers of the Pt skins is provided in 
Figure A1. 

Figure 2.2 summarizes the trends in adsorption energies in vacuum and in 
solution together with the *OH solvation energies, as a function of the number of 
electrons of the metal in the Pt NSAs (see also Figure A1). The data points are the 
average values for each NSA considering all functionals (avg0) in Tables A2, A3, 
and A1 for Δ"/01&2, Δ"/00!/, and Ω78, respectively. The error bars correspond to the 
standard deviation across the metals (stdev0) in Tables A2, A3 and A1, 
respectively. Importantly, the size of the error bars decreases for Ω/0  with respect 
to Δ"/01&2 and	Δ"/00!/. This shows that: (i) the number of valence electrons of the 
components can be used to predict solvation corrections, in line with previous 
works on adsorption-energy trends;11,66–68 and (ii) because Ω/0 results from the 
difference of Δ"/01&2 and Δ"/00!/(Eq. 2.3), its actual values are considerably less 
functional-dependent than those of the original adsorption energies. 
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2.4 Conclusions 

Using *OH adsorbed on Pt near-surface alloys with transition metals as a case 
study, we showed that accounting for long-range interactions generally results in 
a decrease of the strength of solvation contributions to the adsorption energies 
with respect to GGAs. The decrease is on average ~0.14 eV and is due to the 
enhancement of water-metal interactions when including long-range 
interactions. The solvation energies of *OH calculated with PBE are similar to 
those of PW91 but differ ~0.15 eV from those of RPBE. Solvation energies 
calculated with RPBE, vdW functionals (optPBE and BEEF-vdW) and dispersion-
corrected GGA functionals (PBE-D3 and RPBE-D3) are generally rather similar. 
Furthermore, solvation corrections can be predicted based on the number of 
valence electrons of the subsurface metal in the alloy. Depending on the desired 
level of accuracy, these guidelines can be used to decide whether specific 
solvation energies need to be calculated or if average values suffice, which can 
help in making more efficient electrocatalysis and liquid-phase catalysis models. 
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Calculating the adsorption potentials of ions with density functional theory and 
comparing across various ions requires an accurate reference energy of the ion in 
solution and electrons at the same electrochemical scale. Here we highlight a 
previously used method for determining the reference free energy of solution 
phase ions using a simple electrochemical thermodynamic cycle, which allows 
this free energy to be calculated from that of a neutral gas-phase or solid species 
and an experimentally measured equilibrium potential, avoiding the need to 
model solvent around the solution phase ion in the electronic structure 
calculations. While this method is not new, we describe its use and utility in detail 
and show that this same method can be used to find the free energy of any ion 
from any reaction, as long as the half-cell equilibrium potential is known, even 
for reactions that do not transfer the same number of protons and electrons. To 
illustrate its usage, we compare the adsorption potentials obtained with DFT of 
I*, Br*, Cl*, and SO4* on Pt(111) and Au(111), and OH* and Ag* on Pt(111) with 
those measured experimentally and find that this simple and computationally 
affordable method reproduces the experimental trends. 
 
 
 
 
 
 
 
 
 

This chapter is based on Granda-Marulanda, L. P.; McCrum, I. T.; Koper, M. 
T. M. A Simple Method to Calculate Solution-Phase Free Energies of Charged 
Species in Computational Electrocatalysis. J. Phys.: Condens. Matter 2021, 
33 (20), 204001. 
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3.1 Introduction 

Elucidation and understanding of the complex structure at the electrochemical 
interface, between electrolyte, adsorbates, and electrode, is one of the main 
fundamental problems in electrochemistry/electrocatalysis. The advancement of 
in situ spectroscopic and imaging techniques has allowed fundamental 
information at the atomic and molecular level to be obtained.1–9 In addition, the 
increase of computational power has allowed computational tools based on the 
generalized gradient approximation (GGA) Density Functional Theory (DFT) to 
provide predictions complementary to experimental results, based on the 
computed adsorption energetics, thermodynamics, and kinetics of processes at 
the electrochemical interface.10–15  

Among the main computational challenges that first-principles DFT 
simulations face at present are (i) the description of the potential dependence of 
the electrochemical processes and (ii) the description of the solvated species 
(protons and charged species) in the bulk solution phase and the description of 
these same species at the metal-electrode interface. In the first case, the biggest 
limitation is that the methods available to simulate variations of the electrode 
potential dependence are computationally more expensive than the traditional 
simulations, due to the necessity of changing the charge during the simulation to 
keep the potential constant.16–18 

In periodic simulations, where plane-wave basis sets are used, calculating 
negatively charged species by adding charges to a small supercell can lead to 
unphysical energies. This is due to the so-called “charge leakage”, which are non-
wanted interactions with the next periodic representation of the system, and also 
because of the unphysical distribution of the charge in the cell due to improper 
screening.19  

To address this, periodic DFT models have been devised to simulate charged 
systems, by adding a background charge to make the system charge neutral but 
with the extra requirement of an energy correction afterwards.20–22 Similarly, it 
has also been proposed to add background charge with a dielectric continuum to 
prevent charge transfer.23 Recently, Tölle et al.,24 suggested a method to calculate 
ionization potentials of liquid water in periodic systems, where the finite charge 
subsystem is embedded and surrounded by an extended subsystem, obtaining 
comparable results of the ionization potential with experimental data and 
continuum dielectric models. 

The other difficulty faced by DFT simulations is the description of solvated 
species. The calculated energies within the DFT framework represent systems in 
the gas phase (or vacuum) at 0 K, instead of systems in solution phase as they are 
in an electrochemical environment. In general, models that are meant to capture 
solvation effects in electrochemistry, including explicit solvation,25–32 implicit 
solvation33–38 or a combination of the two,39–41 add significant computational 
expense to the calculation due to the long length and time scales of the solvation 
structure and dynamics. Explicit solvation is modelled by adding solvent 
molecules in the simulation cell, where the solvent structure can be based on 
periodic electronic-structure calculations using GGA-DFT, ab initio molecular 
dynamics (AIMD), or classical molecular dynamics.42–44 Implicit solvation is 
modelled as a dielectric continuum as described by the experimentally measured 
bulk dielectric constant and is a model that is in active development and 



C H A P T E R  3  

 39 

improvement.45–47 These solvation models can be applied to both solvation in the 
bulk solution and at the electrode-adsorbate-electrolyte interface. Even though 
much effort has been devoted to accurately compute solvation energies of 
protons and ions in solution,48–54 by combining thermodynamic cycles with 
implicit continuum models,53,55,56 or by calculating the solvation energy of 
charged species, either with implicit or explicit solvation, the subject remains a 
challenging part of computational electrochemistry.57,58  

Fortunately, for ions in bulk solution, thermodynamic cycles can be very 
practical because they provide free energies of charged species in solution by 
relating the exact free energy of a solution-phase ion to that of a readily and 
accurately calculated neutral gas-phase or solid-state species, for instance by 
using experimental redox potentials. Such thermodynamic cycles allow solution-
phase free energies to be calculated without the need to model the solvent. 

One such thermodynamic cycle which has gained standard, widespread use in 
computational electrochemistry is the “computational hydrogen electrode” 
(CHE),59 in which the free energy of a proton-electron pair is related to that of 
hydrogen gas, !("#)% +  #& ⇄ '

(
!(	(*), by the definition of the equilibrium potential 

of the standard or reversible hydrogen electrode (RHE). At a potential of 0 V vs 
RHE and standard conditions of 1 bar, and 298.15 K, the proton-electron pair 
(!% +	#&) is in equilibrium with hydrogen gas !( (*), allowing the free energy of 
the proton-electron pair to be calculated from neutral '

(
!(	(*). This method allows 

for the thermodynamics of reactions involving coupled proton-electron transfers 
to be calculated easily and accurately using DFT. 

Many similar thermodynamic cycles have been used to calculate the free energy 
of solution-phase ions other than protons. Calle-Vallejo et al. used experimentally 
measured formation energies of liquid nitric acid and the aqueous nitrate anion 
and the DFT calculated free energy of nitric acid in the gas phase to calculate the 
free energy of the nitrate anion in aqueous solution to examine its adsorption 
thermodynamics.60 In a recent study, McCrum et al.61 used two different methods 
to calculate the free energy of halide anions in solution, so that the 
thermodynamics of their adsorption to an electrode surface could be determined. 
In the first method, the energy of the halide anion in vacuum was calculated 
using DFT, then it was corrected to the aqueous electrolyte by adding on an 
experimentally measured solvation energy, similar to the method used by Yeh et 
al.62 To then convert the energy of the ion-electron couple from an absolute scale 
to the normal hydrogen electrode scale, a second experimental value is needed, 
the absolute (vacuum) potential of the hydrogen electrode at standard state (4.4 
V).63 In the second method, the authors used an approach similar to that of the 
computational hydrogen electrode, relating the free energy of the aqueous halide 
anions to that of the gas-phase halogens using their experimentally measured 
standard reduction potentials. This latter method is also described by Hansen et 
al.64 to study chlorine evolution and Gossenberger et al.65 to construct phase 
diagrams of halides co-adsorbed with hydrogen on platinum.  

In another investigation to determine the likelihood of co-adsorption of ClO4* 
and Cl* with OH* on Pt(111),66 the authors used the same method to calculate the 
free energy of ClO4

-(aq) and Cl-(aq). In this latter method, the half-cell equilibrium 
potentials of the redox couples of (Cl2(g)/ Cl-(aq)) and (ClO4

-(aq), H+/ Cl2(g)), and 
the calculated free energies of Cl2(g) and H2O(l) are needed. The final solution-
phase free energy of the anions, ClO4

-(aq) and Cl-(aq) is then corrected to their 
initial experimental concentrations, using the Nernst equation, also similar to the 
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work described by Gossenberger et al.67 Additionally, various studies have 
discussed the relevance of thermodynamic cycles often combined with an 
implicit continuum model to determine solvation energies to calculate pKa’s and 
reduction potentials.68,55,53,56,69–71 

Therefore, using standard redox potentials to obtain solvation energies or vice 
versa through thermodynamic cycles is well known, and while many 
thermodynamic cycles can and have been defined, there is a need to re-visit and 
illustrate the potential of this conceptually simple, computationally efficient, and 
transferable method to calculate the reference free energy of any solution-phase 
ion, in bulk electrolyte, far from the electrode surface. Resources containing 
thousands of redox reactions, such as the standard thermodynamic tables of 
equilibrium potentials,72,73 are available, and so it is very likely that the species of 
interest are tabulated there. 

In this Chapter, we describe how the free energy of any solvated ion can be 
calculated from that of a neutral gas-phase or solid-state species and an 
experimentally measured equilibrium potential, eliminating the need to model 
solvation for the bulk solution-phase species with DFT. We show that, in 
combination with the computational hydrogen electrode, this method works 
even for half-cell reactions which involve an unequal number of protons and 
electrons.74 This is of fundamental importance because achieving robust 
predictions with computational modelling depends on the choice of the reference 
state. A solution phase reference state is necessary, for example, for the 
computation of specific adsorption potentials of ions on electrodes.61,64–66 The 
interactions between adsorbed ions, the solvent, and reaction intermediates, are 
of significant importance in catalysis and electrocatalysis, as they can modify 
bond breaking/formation, adsorption energies, and consequently reaction 
pathways75–83 important for catalyst design. 

Since this method relies on the experimentally measured equilibrium potential, 
we could argue that it is less “ab initio” than the CHE, thus we are limited to the 
availability of suitable experimental data and need to be aware of the accuracy of 
the experimentally measured potentials. However, the advantages are (i) that it 
facilitates the calculation of the free energies of various ions at the same potential 
scale, which is the scale at which the equilibrium potential sits, and (ii) similar to 
the CHE, there is no increase in the computational intensity of the calculations, 
as the calculations rely on neutral gas-phase species. We show examples of how 
to calculate solution free energies of ions in the context of computational 
electrocatalysis, and finally demonstrate how this method can be used by using 
DFT to examine the thermodynamics of adsorption of I*, Br*, Cl*, and SO4* on 
Pt(111) and Au(111), and OH* and Ag* on Pt(111) and comparing with those 
measured experimentally. 

3.2 Methods 

In this section, we first describe the method for calculating the free energy of an 
ion in solution, and then apply this method to calculate the adsorption free 
energy of Cl*, Br*, I*, and SO4*on Pt(111) and Au(111), and OH* and Ag* on 
Pt(111).  
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3.2.1 Computational Details  

The Vienna Ab Initio Simulation Package (VASP)84–86 was used to perform the 
DFT calculations, using a plane-wave basis set and the Projector Augmented 
Wave approach.87,88 The cut-off energy for the basis set was 450 eV. The Perdew-
Burke-Ernzerhof, (PBE), exchange-correlation functional was used.89,90 Both the 
Pt(111) and Au(111) surfaces were modeled as a 4 layer slab (or 5 layer slab, in 
the case of SO4* on Au(111) and Pt(111)), with the bottom 2 layers frozen at the 
experimentally measured lattice constants of 3.92 Å and 4.08 Å (as a first 
approximation), respectively,91 in a 3×3 unit cell. A Monkhorst-Pack mesh k-
space sampling grid92 of 5×5×1 and 8×8×1 were used for Pt(111) and Au(111), 
respectively. To simulate the surfaces, a vacuum spacing larger than 14 Å 
between the slabs was set. Dipole corrections were included in the surface-
normal direction.93 Structural optimization was performed until the forces on 
each atom were below 0.02 eV Å-1. The adsorption thermodynamics for each 
adsorbate were evaluated at 1/9 monolayer (ML) coverage. OH* and SO4* were 
additionally simulated with co-adsorbed explicit water molecules to 
approximate the near-surface solvation effect on the adsorption energy.  

For sulfate adsorption, see Eq. 3.1, a 6H2O* water bilayer was used as the 
reactant state and two water molecules were displaced upon SO4* adsorption, 
giving a product state with 4 water molecules co-adsorbed with SO4*. For OH*, 
see Eq. 3.2, the reference state was three hydrogen-bonded water molecules 
adsorbed on the surface (3H2O*), one proton was then removed to create the 
product state, which was two water molecules co-adsorbed with OH*. While the 
water adsorbed on the surface in the initial state, and the water remaining on the 
surface, co-adsorbed with the adsorbate in the product state, were static, and only 
vibrational entropy changes were considered, the adsorption reaction does 
include the entropy change associated with the adsorbate displacing adsorbed 
water molecules into bulk solution (2 water molecules displaced for SO4*, 1 for 
OH*). Additional entropy changes of the solvent near the surface are not 
considered. This method of modeling the effects of near-surface solvent therefore 
only approximates the change in entropy upon adsorption. This method also 
captures only the most local solvating enthalpic interactions, such as hydrogen 
bonding to the adsorbate and static dipole screening, approximating what could 
be considered part of the first “solvation shell” around the adsorbate and surface. 

 
 6H(O ∗ +SO,("#)(& → [S-, + 4!(O] ∗ +2!(-("#) + 2#& 3.1  

 
 3!(- ∗→ [-! + 2!(-] ∗ +!% + #& 3.2 

 
Silver adsorption on Pt(111) was examined at a coverage of 1 and 2 ML, in a 1×1 
Pt(111) unit cell, with a 9×9×1 k-space grid. Single gas-phase molecules are 
calculated in a large box of (15 Å × 15 Å × 15 Å), with a k-point grid of 1×1×1. 
The 0 K DFT energy of metallic silver is calculated using a slab model, instead of 
a 3-d bulk structure. We varied the slab thickness (above the thickness where the 
energy of the slab is converged) of a Ag(111) 1×1 unit cell, where the slope of a 
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line fit to the energy versus slab thickness represents the energy of bulk silver, 
per bulk atom. This slab method allows for a greater cancellation of errors than 
with a 3-d bulk structure.94 The slabs were symmetric, with the middle two layers 
frozen at the experimentally measured lattice constant. 

All free energies of the gas-phase species are calculated following Eq. 3.3 given 
further below, at 298.15 K and 1 atm of pressure, except for liquid water, which 
is calculated at its experimentally measured partial pressure at 298.15 K, where 
basically its gas-phase entropy is corrected by -0.0887 eV.59,95 SO2 (aq) was taken 
as the free energy of SO2(g) as correction by its solvation energy (-0.005 eV)96 does 
not significantly changes the energy. The work function was determined as the 
difference between the Fermi energy and the one electron potential in vacuum, 
2 = 4 − 6-./01. The partial charges where determined with the AIM Bader 
analysis,97,98 using the Bader program from Henkelman’s group.99 

The free energy of the solution (aqueous) phase anion is calculated following 
the method we describe in the following section. Briefly, we use a tabulated value 
of the experimentally measured equilibrium potential connecting a neutral gas-
phase (see Figure 3.1) or solid-state species, with the aqueous-phase ion of 
interest from which the adsorption energies or potentials are calculated. For I-, 
Br, and Cl-, this reaction was the reduction from solid I2 and gas-phase Br2 and 
Cl2, which at standard state have equilibrium potentials of 0.620, 1.094, and 1.36 
V vs SHE.72 The free energy of solid-phase iodine was calculated as that of gas-
phase iodine at a partial pressure equal to its vapor pressure at room 
temperature.100 For SO4

2-, this reaction was that of sulfur dioxide reduction, see 
Eq. 3.9, with an equilibrium potential at standard state of 0.158 V vs SHE.72 For 
Ag+, the free energy of the aqueous silver cation was calculated from that of 
metallic silver, with an equilibrium potential of 0.799 V vs SHE .72 For each 
reaction, the experimentally measured equilibrium potential at standard state 
was obtained from the data in “Standard Electrode Potentials and Temperature 
Coefficients in Water at 298.15K".72 Lastly, for OH*, the free energy of adsorption 
was calculated relative to hydrogen gas and water, following the computational 
hydrogen electrode method, CHE,59 with a standard equilibrium potential of 
exactly 0 V vs SHE. 
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FIGURE 3.1 
 
Representation of ions (Cl-, OH-, H+), in solution phase in equilibrium with gas-phase 
species at their experimentally measured equilibrium potentials, except for OH-,72 
(right), and same ions adsorbed on a generic electrode with 111 facet (left). The 
reference neutral species for adsorbed OH* are H2O(l) and H2(g) using the CHE at 0 V 
vs SHE.  

3.2.2 Determination of the free energy of ions in solution 

The accuracy of the energy of the solution-phase ion using thermodynamic cycles 
depends on how well DFT can represent the neutral species. Therefore, it is 
crucial to include gas-phase corrections101–103 or solid-phase corrections104 to the 
neutral species from which the ion solution free energy will be calculated. For 
instance, if one is interested in the solution-phase free energy of oxalic acid, 
although a neutral species, its solution-phase free energy can be calculated from 
CO2(g) and its equilibrium redox potential 27-((9) + 2!% + 2#& → !(7(-,, 
(CO2 (g), H+/H2C2O4,  ;234∘ = -0.432 V ). In this case, the calculated DFT energy 
of CO2(g) will require a gas-phase correction that is functional dependent.  

The free energy of the gas-phase species X(g) can then be determined with DFT 
and statistical mechanics following Eq. 3.3 

 
 <6(") =	6789 + =>6 + 61:; − ?@ + >4	 3.3 

where ZPE is the zero-point vibrational energy, 61:; includes the vibrational, 
rotational, and translational contributions (above 0 K) to the internal energy, and 
S is the entropy of the gas-phase molecule. The internal energy is calculated using 
statistical mechanics for vibrational, rotational, and translational energy, while 
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the entropy, in this Chapter, is taken from standard thermodynamic tables,73 PV 
is the pressure-volume contribution to the free energy, obtained as PV = NkBT 
where N = 1 mole , kB is the Boltzmann constant and T is the temperature.  

In this Chapter, for the solid-state species, the 0 K DFT energy is taken as an 
approximation of the free energy of the solid at room temperature. In the 
following, we show how to obtain the free energy of solution-phase ions from 
gas-phase species. The first step is to identify a reaction that links the charged 
species we are interested in with a neutral species that is ideally in the gas phase 
or in the solid phase, and has a known (experimentally measured) equilibrium 
potential (which can be found, for example, in the electrochemical series, 
tabulated for many ions).72,73 For example, if we want to determine the aqueous 
free energy of Cl(aq)

- , we can use its standard half-cell reduction reaction, 12 Cl2 (g)+ 
e-⇌ Cl(aq)

- , with equilibrium potential ;234∘ = 	1.36	V	.72 This reaction links an easy 
to calculate neutral gas-phase species, Cl2(g), with the charged, difficult to model, 
Cl(aq)

- , allowing for the calculation of the free energy of the anion from that of the 
gas-phase species.61,64,65 The CHE model59 is an example of such an 
electrochemical thermodynamic cycle, but it is a special case where the 
equilibrium potential is defined to be exactly 0 V vs SHE at pH = 0, or 0 V vs RHE 
at all pH). In the method described here, we will show how to use such a cycle to 
determine the solution-phase free energy of ions using half-cell redox reactions 
that do not transfer the same number of protons and electrons.  

 
A general representation of how to determine the free energy of solution-phase 

of charged species will be shown in the next sections, where we use reactions 
with a known experimental equilibrium potential, in two scenarios. The first is 
for reactions transferring electrons (with no proton transferred with the 
electrons), for instance, the Cl2 (g)/Cl- half-cell redox reaction, and the second for 
reactions transferring different numbers of protons and electrons, for instance the 
@-,	("#)(& , H+/SO2(aq), half-cell redox reaction, where a different number of 
protons (4 H+) and electrons (2 e-) participate in the reaction. 

3.2.3 Half-cell redox couple with n electrons transferred 

The following method has been described in the literature to calculate the free 
energy of an ion in solution to then construct adsorbate phase diagrams and 
determine adsorption potentials.64,65 For the following generic reaction:  
 

 
1
2E(	(*) +	F#

& ⇌ 	E("#):&  3.4 

the change in free energy on a given potential scale is: 

 G< = <<($%)&' −
1
2<<((") + F

|#=|; 3.5 

At standard conditions and in the SHE scale, the free energy change is: 

 ∆<° = <<($%)&'° −
1
2<<(	(")

° + F|#=|;234∘  3.6 
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where <<($%)&'° , is the standard solution-phase free energy of the anion, E("#):& . <<((")
° , 

is the standard gas-phase free energy of the neutral species, E((*). The last term 
of Eq. 3.5, −F|#=|;, is the free energy of the electrons participating in the reaction 
at an arbitrary potential scale, F is the number of electrons, and |#=| is the 
elementary charge taken as positive. Eq. 3.6 is the free energy at standard 
conditions, and ;234∘ , is the electrode potential of the half-cell redox reaction on 
the SHE scale. Therefore, the free energy of the electrons at standard conditions 
is −F|#=|;234∘ .  
Note that at equilibrium, the change in the standard reaction free energy is equal 
to zero, ∆<∘ = 0, and the standard solution-phase free energy of the anion, <<($%)&'° , 
can be obtained from the standard gas-phase free energy, <<((")

° , and the 
experimentally measured equilibrium potential, ;234∘ , taken from the standard 
electrode potential tables,72,73 as shown in Eq. 3.7 

 

 <<($%)&'° =
1
2<<((")

° − F|#=|;234∘  3.7 

At a different initial concentration of the anion, we can use the Nernst equation 
to obtain the anion solution-phase free energy at any concentration, important 
when comparing with experimental observations performed at non-standard 
state conditions, as done in reference66 to determine the solution phase free 
energy of Cl- (aq) and ClO4

- (aq). The described approach can also be used to 
calculate the free energy of an aqueous cation, as shown by Akhade et al.78  

3.2.4 Half-cell redox couples with unequal number of 
protons and electrons 

Many electrochemical reactions involve the transfer of both protons and 
electrons, sometimes in unequal numbers, to or from charged species. Since we 
can treat the free energy of ions and the energy of electrons independently, we 
can use the described method twice to calculate the free energy of an ion in a 
reaction involving protons (or for any other number of ions). The first calculation 
relates the free energy of protons to hydrogen gas at equilibrium, equivalent to 
the CHE approach,59 and the second calculation computes the free energy of the 
ion of interest, as described above. This procedure can be repeated for any 
number of dissimilar ions in a given reaction. We can use this method with any 
reaction with (unequal) number of protons and electrons. Of course, the method 
works because at every calculation, we make use of an experimentally known 
equilibrium potential, as such avoiding the complicated and inaccurate 
calculation of the ion solvation energy. 

In this method, the free energy of protons is described similarly as expressed in 
Eq. 3.7 for the generic redox couple (A2/An-). In the particular case of the 
hydrogen half-redox reaction, (H+/H2 (g)), the equilibrium potential is defined to 
be 0 V vs SHE and, therefore, the second term in Eq. 3.7 is zero, allowing us to 
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substitute the free energy of the protons for that of the DFT-calculated free energy 
of H2(g), as shown in Eq. 3.8, in a similar way as within the CHE framework.59 

 
1
2  <3( (")

∘ = <3($%)+∘  3.8 

As an example, we will show in a stepwise manner how to obtain the solution-
phase free energy of @-,	("#)(&  using a half-cell redox reaction that combines a 
neutral species SO2(aq) with the charged @-,	("#)(&  species, see Eq. 3.9. Note that 
the number of electrons and protons are different. The redox equation with its 
equilibrium potential72 and the standard free energy are shown below: 

 

 
@-,	("#)(& + 	4!% + 2#& 	⇌ 	 @-(	("#) 	+ 	2	!(-	(L),

;234∘ 	= 0.158	4	 3.9 

 

 ∆<° = <2?(($%)
° + 2<3(?(@)

° − <2?,($%)('° − 4<3+
° + 2|#=|(;234∘ ) 3.10 

 
Eq. 3.10 is equal to zero, ∆<° = 0, when ; is equal to ;234∘ . By using Eq.3.8, and 
evaluating −F|#=;234∘  =	−2|#=|(0.158	)4 as shown in Eq. 3.11, we can calculate 
the standard solution-phase free energy of @-,	("#)(&  in the SHE scale,	<2?,	($%)('° as 
shown in Eq. 3.12 

 

 ∆<° = <2?(($%)
° + 2<3(?(@)

° − <2?,($%)('° − 2<3((")
° + 2#=(0.1584)=0 3.11 

 

 <2?,($%)('° = <2?(($%)
° + 2<3(?(@)

° − 2<3((")
° + 2#=(0.1584) 3.12 

 
Now, the solution-phase free energy of the anion can be calculated from the free 
energy of neutral species, those of SO2(g), H2 (g) and H2O (g). The free energy of 
water is obtained from that of H2O(g) and corrected to that of liquid water. For 
SO2(aq), we did not include the correction and use the energy in the gas phase as 
the difference between the aqueous and gas-phase energies, based on 
experimental results, is almost zero (-0.005 eV) and does not significantly change 
the energy (see the computational methods section).  

Similarly, other redox couple reactions could be used to obtain the solution-
phase free energy of @-,	("#)(& , as shown in Figure 3.2 . For instance, the free energy 
of @-,	("#)(& , can also be determined from the equilibrium potentials of (S2O6 

2- (aq), 
H+/ SO2

 (aq),	;234∘ = 0.37 V) to determine the energy of S2O6 2- (aq) and then 
followed by (@-,	("#)(&  , H+ / S2O6 

2- (aq), ;234∘ = -0.05 V) to then determine the 
solution-phase free energy of SO4 

2-  (aq).72  
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FIGURE 3.2 
Illustration of electrochemical thermodynamic cycles that can be used to determine the 
solution-phase free energy of SO42-(aq) using the standard equilibrium potentials for 
[SO4 2- (aq), H+ / SO2  (aq), !!"#∘ =0.158 V],72 or by combining [S2O6 2- (aq), H+/ SO2 

(aq),	!!"#∘ = 0.37 V],72 and [SO4 2- (aq), H+ / S2O6 2- (aq ), !!"#∘ = -0.05 V].72 

3.3 Equilibrium adsorption energies and adsorption 
potentials 

The solution-phase free energy of an ion is important in many areas of research 
and is particularly important for surface electrochemistry and (electro)catalysis, 
as the solution-phase free energy of an ion can be used to calculate adsorption 
thermodynamics and is necessary for comparing the adsorption strength 
between different species/adsorbates. These adsorption thermodynamics can be 
calculated relative to a neutral, gas-phase species such as Cl2(g) instead of Cl-(aq) 
(as described above), but this prohibits comparing adsorption strength from 
solution between different adsorbates (for example, Cl* to Br*) as this comparison 
will require a correction of the gas-phase dissociation energy, ionization energy, 
and solvation energy for each adsorbate. It is important to be able to compare the 
adsorption strength between adsorbates as it allows the state, structure, and 
composition of the surface to be determined, for instance through a surface phase 
diagram. 

In this section, we will show how to calculate the adsorption energy of an anion 
on any given surface site using the solution-phase free energy obtained using the 
method described here. The adsorption thermodynamics is calculated following 
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the reaction given in Eq. 3.13, where E("#):&  represents a generic anion, (*) a bare 
surface site, and A* the adsorbed anion. 

  
 E("#):& +	∗	→ 	E∗ + F#&	 3.13 

A similar reaction can be written for cation adsorption, with the electron written 
as a reactant instead of a product. Based on Eq. 3.13, we can write the change in 
free energy upon adsorption, shown in Eq. 3.14 (again, a similar equation can be 
written for cation adsorption): 
 

 ∆<"BC = <<∗ − <∗ − <<($%)&' − F|#=|;234 3.14 

where <<∗ is the free energy of the adsorbed species, <∗ the free energy of the bare 
surface, <<($%)&'  the free energy of the solution phase anion, and −F|#=|;234 the free 
energy of the electrons transferred in the reaction at potential ;234, and the final 
adsorption energy can be shifted linearly with this term at an applied bias of 
interest to build, for instance, energy vs potential diagrams. Combining the 
CHE59 approach with this method, we can add a term to Eq. 3.14 to consider the 
change in dipole moment induced by the adsorption of the charged species (*A) 
on the surface (*), ∆P"BC = (P∗< − P∗), and an additional term, (;234 −	;DEF/R), to 
account for the dipole interaction with the electrode-electrolyte electric field. 
Based on the Helmholtz approximation of the double layer,59 d is ~3.0 Å and we 
get Eq. 3.15 

 ∆<∗<"BC = <<∗ − <∗ − <<($%)&' − F|#=|;234 + ∆P"BC
(;234 −	;DEF)

R  3.15 

The potential of zero charge, ;DEF, is taken as the experimentally measured in the 
SHE scale.105  Approximating the ;DEF to 0 V vs SHE does not significantly change 
the absolute adsorption potentials, see Table B3. This equation can then be solved 
for the equilibrium adsorption potential, ;"BC, 234∘ , which represents the potential 
where adsorption becomes favorable (when ∆<"BC = 0), shown in Eq.3.16  
 

 ;"BC, 234∘ 	=
<∗< − 	<<'(ST) − <∗ −

∆P"BC
R ;DEF

F|#=| −
∆P"BC
R

 3.16 

 
The potential scale on which this equilibrium adsorption potential sits depends 
on the methodology used to calculate the free energy of the ion in solution. Here, 
the standard hydrogen electrode scale is used. The free energy of the adsorbed 
species GH∗, is calculated following Eq. 3.17: 
 

 <<∗ = 6789 + =>6 − ?@I1J 3.17 
where 6789 is the 0 K DFT energy of the adsorbate on the surface, the =>6 is the 
zero-point vibrational energy, and @I1J is the vibrational entropy of the adsorbate. 
The free energy of the bare surface, <∗ , is taken simply as the DFT energy at 0 K, 



C H A P T E R  3  

 49 

given that the vibrational energy/entropy of the surface is not significantly 
perturbed by the adsorbate. 
 

3.4 Results and Discussion 
3.5 Applications of the method in electrocatalysis 

To illustrate the use of this method in calculating relative adsorption strengths, 
we calculated the adsorption free energy at low coverage (1/9 ML) of iodide, 
bromide, chloride, and sulfate on Pt(111) and Au(111) and hydroxide on Pt(111). 
For comparison, we also calculated the adsorption free energy of Ag on Pt(111). 
From these adsorption free energies, we have calculated the equilibrium 
adsorption potential, the potential at which adsorption (at this coverage) becomes 
favorable, and plotted this against the experimentally measured adsorption 
potential. This is shown in Figure 3.3a , b). 
From Figure 3.3a , b), it is clear that we can capture the relative trend in 
adsorption strength between each of these species, with the trend between the 
anions following I* > Br* > Cl* > SO4* > OH* across both surfaces. It is also 
apparent that all of the adsorbates bind less strongly on Au(111) than on Pt(111). 
This can be understood in terms of a more repulsive interaction between the 
adsorbates outer p-shells and the expanded d band of Au(111), compared to 
Pt(111), due to relativistic effects being more predominant on Au(111).106–108 
Furthermore, the d-band of Au(111) is more occupied than Pt(111).109 This 
repulsive interaction also results in a longer bond length between the ions and 
the surface for ions adsorbed on Au(111) than on Pt(111), see Table B1. Of course, 
these trends were already known from experiment, 110,111 and agree well with 
prior computational calculations.107  

We also examined the change in work function and the partial charges on the 
adsorbates with a Bader charge analysis, summarized in Table B1. We note that 
the analysis which includes solvation (SO4*-sol) considers only the change in 
work function associated with the single adsorbed water structures considered 
for the reactant (6H2O*) and product (SO4*+4H2O*) states. Our calculations follow 
the general trends found previously with DFT, see Groß et. al.,112–114 Pašti et 
al.,109,115,116 and Illas et al.107 For Pt(111), we find a decrease in work function 
induced by the adsorption of Cl, Br, and I, and an increase induced by the 
adsorption of SO4. In the case of Au(111), we see an increase in work function 
induced by the adsorption of Cl, Br and SO4 and a decrease induced by the 
adsorption of I. 

Based on the Bader charge analysis, the adsorbates which retain more negative 
charge also induce a larger dipole moment (Table B1), and therefore they would 
benefit from solvation near the electrode surface to stabilize their energy. The 
general trend for induced dipole moment on both Pt(111) and Au(111) follows 
SO4>Cl>Br>I. The work function of Au(111) is smaller than that of Pt(111).117 The 
higher the work function the less charge transfer, therefore the electronegative 
adsorbates on Au(111) will retain more negative charge than when adsorbed on 
Pt(111). The character of the halide bond on both Pt(111) and Au(111) has been 
conceptualized to be covalent in nature;118,114 however, we can say that between 
the two, the bonding on Au(111) is slightly more ionic than on Pt(111), especially 
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for Cl, Br and SO4. In general, adsorbates that show higher charge separation tend 
to be more ionic in character,119 but that is not always the case (as for instance Cl 
on Cu(111)120). Additional studies of electronic structure would be necessary to 
further investigate this. 

The important result from Figure 3.3a , b) is that by using the method of 
determining the free energy of each ion in solution phase, at the same potential 
scale, we can reproduce the trends in adsorption potentials from DFT. We can 
now be confident in applying this method to understand more complex 
phenomena. 

In general, we see good agreement between DFT and experiment when we 
include near-surface solvation for not only the trend in adsorption strength 
between adsorbates, but also the absolute value of the adsorption potentials. We 
can use Figure 3.3a , b) to make a few important points about this accuracy. 

First, we note that we expect the calculated adsorption potential to be exchange-
correlation functional dependent; the exact magnitude of the adsorption energy 
will vary with functional. If there is a significant difference in the van der Waals 
contribution to binding for these adsorbates between Pt(111) and Au(111), this 
could cause an additional dependence on functional, as traditional functionals 
poorly capture van der Waals interactions. However, we expect the trend 
between the adsorbates, differences between adsorption on Au(111) and Pt(111) 
(assuming the van der Waals contribution to binding is small), and the effect of 
near-surface solvation, to be less dependent on the chosen functional. 

Second, it is interesting to see that by including only a few explicit water 
molecules hydrogen-bonded to the adsorbate, the adsorption potentials for SO4* 
on both Pt(111) and Au(111) as well as for OH* on Pt(111) are brought much 
closer to those measured experimentally ( Figure 3.3a , b) ) The mean and 
maximum absolute errors (MAE, MAX ) are MAE = 0.19 eV and MAX = 0.48 eV 
, compared to Figure 3.3a , b), where they are without solvation and the MAE = 
0.33 eV and MAX= 0.76 eV and, therefore, far from the experimental results. This 
suggests that the influence of the rest of the water in the electrochemical 
environment, the second and third solvation shells of the adsorbate, might not 
further influence the stabilization of the adsorbate, as we already see a significant 
decrease in the MAE of about ~0.14 eV. Prior work by Calle-Vallejo et al.121,122 and 
Janik et al.,123 suggests that for many adsorbates, there is a threshold of number 
of explicit water molecules that will stabilize the energy of the adsorbate, and 
above that number, there is no significant impact. A wide variety of other 
methods for solvating the surface (implicit solvation, explicit solvation with 
classical or ab-initio molecular dynamics; for example) can be used in combination 
with the method we describe here to calculate the free energy of ions in solution, 
to further probe the effects of near-surface solvation on the adsorption energetics.  

Third, it appears that the adsorption potentials on Au(111) are consistently 
underpredicted relative to experiment (at least for I*, Br*, and Cl*), whereas this 
is not the case for Pt(111). Table B1 shows that the anions retain more negative 
charge (and create a larger change in surface-normal dipole moment on 
adsorption) on Au(111) than on Pt(111). We have included the dipole correction 
to the adsorption potential as calculated in Eq. 3.16, but this does not lead to a 
significant change in adsorption potential (Table B3), and so this alone cannot 
explain the difference in “accuracy” between Au(111) and Pt(111). We might 
expect, however, that the effect of near-surface solvation depends, at least in part, 
on the magnitude of the surface-normal dipole moment. As the halides retain 
more charge and generate a more positive surface normal dipole moment upon 
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adsorption on Au(111) than on Pt(111), we expect the effect of near-surface 
solvation on the adsorption of the halides, which we did not consider, to be larger 
on Au(111) than on Pt(111). In support of this idea, we can see that Figure 3.3a , 
b), where near-surface solvation is neglected (for all adsorbates), the calculated 
adsorption potential is equally far from the parity line for both Pt(111) and 
Au(111) for adsorbates which generate a more positive surface-normal dipole 
moment (Cl*, SO4*). Additionally, we find the magnitude of the effect of solvation 
on the adsorption of SO4* (shifts adsorption potential by -0.27 V on Pt(111) and -
0.68 V on Au(111)) proportional to the change in surface-normal dipole moment 
(0.47 eÅ on Pt(111), 0.82 eÅ on Au(111)).  

We note that additional differences between Pt(111) and Au(111) could be due 
to a difference in the contribution of van der Waals interactions, which traditional 
exchange-correlation functionals poorly describe, as well as experimental factors; 
the experimentally measured potentials for anion adsorption on Au(111) were 
measured relative to the saturated calomel electrode (SCE), its potential on an 
SHE scale had to be assumed to shift these potentials to the same scale as those 
measured on Pt(111). 

Lastly, the adsorption of some of the ions competes with that of other species 
(for example, I* on Pt(111) with H*, and Ag* on Pt(111) with SO4*), which would 
affect the measured adsorption potential; we have not considered this effect. 
Another factor, might be the use of experimental lattice constants, instead of DFT-
converged lattice constants, due to the strained exerted on the slab, although we 
believe this to be a minor effect, it is good to keep in mind. 

The preceding discussion makes it clear that the accuracy of the calculated 
adsorption potentials depends on a variety of factors including (i) the choice of 
exchange correlation functional (which influences both the energy of the 
reference gas-phase molecule to calculate the free energy of the ion in solution 
and the adsorption energy), (ii) the inclusion of near-surface solvation effects, (iii) 
co-adsorption, and (iv) the accuracy of the experimentally measured adsorption 
potential (including the choice and stability of the reference electrode). We 
mention these points here as they are important to understand how to model ion 
adsorption in the electrochemical environment, but each requires further study. 
Therefore, this Chapter is not intended as an evaluation of the accuracy of the 
method we have described here for calculating the free energy of solution-phase 
ions, only an example of its usefulness and simplicity. 
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FIGURE 3.3A , B) 
DFT simulated and experimentally measured equilibrium adsorption potential110,111,124 
of I*, Br*, Cl*, and SO4* on Pt(111) and Au(111) as well as OH* and the first and second 
monolayers of Ag* on Pt(111). All potentials are simulated/measured at low coverage 
(1/9 ML), except for Ag* on Pt(111) (for which the coverage is 1 and 2 ML). In (b), the 
adsorption potentials calculated for OH* on Pt(111) and SO4* on Pt(111) and Au(111) 
include the effect of near-surface solvation, approximated by including co-adsorbed 
water molecules. The mean and maximum absolute errors (MAE and MAX) for (a) are 
(0.33, 0.76 eV) and for (b) are (0.19, 0.48 eV). Table B2 shows the calculated and 
experimentally measured adsorption potentials. 

3.6 Conclusions 

In this Chapter we have revised and illustrated a simple method that facilitates 
the calculation of solution-phase free energies of ions, eliminating the need to 
model solvation of the ions in bulk solution, and showed its importance by 
calculating adsorption potentials of different ions on the same potential scale. 
This is achieved by using an experimentally measured equilibrium potential to 
calculate the free energy of the ion in solution from a neutral gas-phase or solid-
phase species. The method shows how the electrons and protons can be 
numerically arranged separately allowing to use any half-cell redox reaction.  

We apply the method to examine the adsorption of a variety of different ions 
on Pt(111) and Au(111) and show the trend in adsorption strength matches the 
experimental trend. Our method is computationally efficient and its accuracy in 
terms of the energetics of the solution-phase charged species is only limited by 
how well DFT can model neutral gas-phase species and by the accuracy of the 
experimentally measured equilibrium potential of the reaction connecting the ion 
of interest to the neutral gas or solid-phase species. However, the accuracy of the 
calculated ion adsorption potential not only depends on the previous limitations 
but also by how well DFT can capture the effects of near-surface solvation, 
especially for adsorbates which induce a large surface-normal dipole moment, 
and the effects of a near-surface electric field. 

The method used here is not new, however, we hope that by describing the 
methodology in detail and illustrating its usefulness, it will see more widespread 
use, such that the thermodynamics and kinetics of electrochemical and 
electrocatalytic reactions involving ions other than protons, will be more 
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frequently simulated with density functional theory. Such a method is necessary, 
for example, to examine the composition of a catalyst surface in electrochemical 
environments (surface phase diagram), competition in adsorption between 
species under reaction conditions, and the stability of an electrode or catalyst 
surface with respect to dissolution or (re)deposition; all examples at the forefront 
of computational electrocatalysis. 
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Computational models of adsorption at metal surfaces are often based on DFT 
and make use of the generalized gradient approximation. This likely implies the 
presence of sizable errors in the gas-phase energetics. Here, we take a step closer 
toward chemical accuracy with a semiempirical method to correct the gas-phase 
energetics of PBE, PW91, RPBE, and BEEF-vdW exchange−correlation 
functionals. The proposed two-step method is tested on a data set of 27 gas-phase 
molecules belonging to the carbon cycle: first, the errors are pinpointed based on 
formation energies, and second, the respective corrections are sequentially 
applied to ensure the progressive lowering of the data set’s mean and maximum 
errors. We illustrate the benefits of the method in electrocatalysis by a substantial 
improvement of the calculated equilibrium and onset potentials for CO2 
reduction to CO on Au, Ag, and Cu electrodes. This suggests that fast and 
systematic gas-phase corrections can be devised to augment the predictive power 
of computational catalysis models. 
 

 

This chapter is based on Granda-Marulanda, L. P.; Rendón-Calle, A.; Builes, 
S.; Illas, F.; Koper, M. T. M.; Calle-Vallejo, F. A Semiempirical Method to 
Detect and Correct DFT-Based Gas-Phase Errors and Its Application in 
Electrocatalysis. ACS Catal. 2020, 10 (12), 6900–6907 
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4.1 Introduction 

For decades, considerable effort has been devoted to increasing the accuracy of 
density functional theory (DFT). This has been done by developing more accurate 
exchange-correlation functionals at the generalized gradient approximation 
(GGA) level,1–3 hybrid functionals,4–6 and range-separated functionals.7–9 In 
addition, different correction schemes have been developed to account for 
electron localization10 or dispersion interactions.11–13 Lately, machine learning 
schemes14 have also been proposed to bypass Kohn-Sham equations. In general, 
these efforts include careful computational benchmarking and comparison to 
experiments.15–17 

An agreement has been reached in the scientific community about the level of 
theory required to simulate certain materials with a good tradeoff between 
computational time and accuracy. For instance, hybrid functionals are advisable 
for molecules and solids with localized electrons, while GGAs usually suffice for 
bulk and surface metals.13,16 However, the choice is not trivial when dealing with 
systems where metals and molecules are involved and ought to be simulated at 
the same level of theory. In such a case, the accuracy may be improved by using 
GGA functionals and adding semiempirical corrections to the DFT energies of 
molecules, as done for thermochemical reaction energies of interest in 
catalysis,18,19 formation and decomposition energies of solids,20,21 and catalytic 
kinetic barriers.22,23  

In this Chapter, we provide a simple and fast procedure for detecting gas-phase 
errors based on the formation energies of reactants and products calculated with 
DFT. Improving the description of the gas-phase is shown to enhance catalytic 
predictive power by analyzing the electrocatalytic CO2 reduction reaction to CO 
on Au, Ag, and Cu electrodes. The reduction of CO2 and CO (hereafter denoted 
as CO2RR and CORR, respectively) are of great importance in catalysis science 
and technology, as they lead to valuable feedstocks and fuels such as methane, 
ethylene, ethanol, and formic acid while helping in balancing the carbon cycle.24–

26 Although DFT has been used to predict enhanced catalysts for other 
electrocatalytic reactions,27–29 it has been so far challenging to elaborate robust 
design routines for CO2RR and CORR to hydrocarbons and oxygenates.30 Thus, 
the method presented in this Chapter may help boost materials design via 
screening for those paramount reactions. 

4.2 Computational Methods 

All calculations were performed using the Vienna Ab initio Simulation Package.31 
Dissimilar gas-phase errors have been pointed out in previous studies for the 
total energy of CO(g) and CO2(g)18,19,32 using PBE and RPBE.33 In addition, others 
suggested a correction for the total energy of H2(g) to be applied only when using 
BEEF-vdW.34 Thus, we made a functional-dependent analysis including four 
different xc functionals habitually used in catalysis, namely PBE,35 PW91,36 
RPBE,33 and BEEF-vdW.9 

The gas-phase molecules were relaxed with the conjugate gradient algorithm in 
boxes of ~3375 Å3, considering only the G point. The effect of the cores on the 
valence electron density are incorporated using the projector-augmented wave 
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(PAW) method.37 To compute the formation energies of the molecules, graphite 
was represented by graphene. Approximating graphene as the standard state of 
carbon is based on the weak interlayer cohesive energy of graphite (0.031 - 0.064 
eV/atom)38–43 (see Section C6 in Appendix C). The optimized interatomic 
distances of graphene are 1.43 (PBE and RPBE) and 1.42 Å (PW91 and BEEF-
vdW). 

The convergence criterion for the maximal forces on the atoms for all 
simulations was 0.01 eV Å-1, and the plane wave cutoff was set to 400 eV. 
Convergence tests for the free energy of reaction of !"!($) + '!($) → !"($) +
'!"($) with plane-wave cutoffs in the range of 300 – 1000 eV within PBE showed 
that 400 eV is enough to achieve accurate reaction energies with an average 
difference of ~5 meV (see Table C1). None of the species analyzed has unpaired 
electrons, so spin unrestricted calculations were not required. Gaussian smearing 
with kBT = 0.001 eV was used. In all cases, the energies were extrapolated to 0 K. 

The reaction free energies were obtained as , where 
ZPE is the zero-point energy contribution calculated from the vibrational 
frequencies obtained using the harmonic-oscillator approximation. The standard 
total entropies (S0) and the experimental standard free energies (Δ+"#$% ) were 
obtained from thermodynamic tables44–46 at T = 298.15 K. In cases where Δ+"#$%  
was not tabulated, it was evaluated by combining entropy and enthalpy values: 

. We did not include heat capacity effects as recent studies 
showed that formation energies are not significantly modified by them from 0 to 
298.15 K.21  

Electrocatalytic CO2 reduction to CO was modeled based on the free energy 
scheme described in previous reports,47 making use of the computational 
hydrogen electrode48 for the description of proton-electron transfers. The reaction 
pathway proceeds via CO2 hydrogenation (step 1: ), 
followed by *CO formation (step 2: ), and desorption 

(step 3: ). In this approach, the onset potential is numerically 
equivalent to the additive inverse of the largest positive reaction energy 
considering steps 1 and 2 only ( ) as step 3 is not 
electrochemical. We note that alternative pathways for CO2RR to CO in the 
experimental literature suggest that CO2 may be activated by an electron transfer 
prior to its adsorption, and the adsorbed species is stabilized by a hydrated cation 
close to the surface.49–53 Since the modeling of decoupled proton-electron transfers 
is challenging from a plane-wave DFT standpoint, here we limit ourselves to the 
standard mechanism47 using corrected gas-phase energies. 

4.3 Results and Discussion  
4.3.1 Pinpointing Errors 

The data set used to determine the errors (data set A) consists of 27 molecules 
involved in the CO2RR and CORR, in which we include at least one 
representative molecule of the following functional groups: hydrocarbons, 
alcohols, carboxylic acids, esters, ethers, aldehydes, and ketones. We included 

0 0
DFTG E ZPE T SD = D +D - D

0 0 0
exp exp expG H T SD = D - D

2 * *CO H e COOH+ -+ + + ®

2 ( )* * lCOOH H e CO H O+ -+ + ® +

* *CO CO® +

1 2max( , ) /onsetU G G e-= - D D
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compounds with one to five carbon atoms in the structure (see the full list of 
compounds in Table C2). Data set A contains the DFT-calculated standard free 
energy of formation ( ) of the target molecules (g) using C(s), O2(g), and H2(g) 
as a reference: 

 
 

4.1 

For instance, for acetaldehyde, Eq. 4.1 is . The total errors in 

the formation energy of each molecule in data set A ( ), represent the 
discrepancy between  and : 

 
 

4.2 

It is worth noting that  can either be positive or negative (or zero, in case there 
is a perfect energetic description). As a first approximation, we consider a group-
additivity type of scheme54 where a given molecule with different functional 
groups may have different errors present in its . Thus, the total error ( ) 
can be decoupled in the separate contributions of the functional groups present 
in the molecule ( ). In mathematical terms this is expressed as: , so that 

the total error with respect to experiments for a given molecule ( ) is 
approximately the sum of the errors inherited from the n functional groups 
present in the molecule ( ). As shown in Table C2, data set A is formed by CO, 
CO2, and molecules containing CHx, hydroxyl, carbonyl, carboxyl, ether, and 
ester functional groups. 

A second data set (data set B) consists of calculated free energies of reaction for 
the CO2RR and CORR to produce the molecules in data set A (see Tables C3-C4). 
We use data set B to verify whether the corrections implemented in data set A are 
appropriate. This is the case when there is a decrease in the mean absolute error 
(MAE) and maximum absolute error (MAX) in data set B as the corrections are 
successively applied. The free energies of reaction in data set B are grouped in 
two: firstly, reactions with CO as a reactant and  as a product, as shown in Eq. 
4.3 (see Table C4). 

 
 

4.3 

For instance, for acetaldehyde, Eq. 4.3 is: . Particular cases are 
the formation of CO2 and HCOOH from CO, which follow Eq. 4.4.  

 
 

4.4 

Secondly, data set B contains reactions with CO2 as a reactant and g as a product, 
as shown in Eq. 4.5 (see Table C3). 

0
DFTGD

2 2aC bO cH+ + ®g
1

2 2 2 422 2C O H C H O+ + ®

Te
0
DFTGD 0

expGD

0 0
expT DFTG G= D -De

Te

0
DFTGD Te

ie
1

n

T i
i

e e
=

»å
Te

ie

g

2 2gCO kH mH O+ ® +g

2 2 42 3CO H C H O+ ®

2 2CO H O rH+ ® +g



C H A P T E R  4  

 65 

 
 

4.5 

Eq. 4.5 applied to acetaldehyde is: . In these equations, 
water is considered to be in gas phase (H2O(g); see Section C3 in the Appendix 
C). We categorized the errors for each functional based on organic functional 
groups (-CHx, hydroxyl, carbonyl, carboxyl, ether, and ester functional groups) 
and molecules (in particular, CO and CO2), as shown in Table 4.1. For example, 
acetaldehyde has one -CHx (-CH3) group and one carbonyl (-CHO) group. Table 
C5 contains the corrections added per exchange-correlation functional and 
organic functional group. 

The errors in the standard free energies (hereafter referred to simply as errors) 
in Table 4.1 are xc-functional-dependent, so that the signs and magnitude change 
in each case, in line with previous studies.16 This dependence can be expected 
because exchange-correlation functionals are fitted for certain applications using 
different data sets.9,55 In the following, we will explain how the errors in Table 4.1 
were determined, taking PBE as an example. Note in passing that the analysis is 
similar for the other functionals included in this study, and all values are 
tabulated in Section C4 of the Appendix C. 

To pinpoint the errors, we first determined all deviations ( ) in the calculated 
free energies of formation of the molecules in data set A relative to the 
experimental ones using Eq. 4.2. We paid special attention to CO2 and CO as they 
are the reactants of CO2RR and CORR, respectively (all reactions in data set B). 
For PBE, the error in CO2 is , whereas that of CO is . 
Thus, the magnitudes of the two errors are comparable but the signs are opposite. 
The CO2 error appears in similar molecules such as HCOOH ( ) 
and CH3COOH ( ) and is commonly referred to as the OCO 
backbone error in the literature.18,19,32,34 Previous studies reported corrections of -
0.45 eV for RPBE19,32 and -0.59 eV for BEEF-vdW,32 which agree well with our 
values of -0.46 and -0.56 eV, respectively. The small correction of -0.07 eV for CO(g) 
in RPBE is likely a reflection of RPBE’s original fit against CO adsorption 
energies.33 We note in passing that simultaneous OCO/H2 corrections are also 
available in the literature for BEEF-vdW of 0.33/0.09,32 0.41/0.09,34 and 0.29/0.10 
eV.18  

We continued the correction procedure, summarized in scheme 4.1, with the 
simplest molecules in the list, namely, alkanes (only C-H and single C-C bonds) 
and observed an increasingly positive error depending on the number of 
hydrocarbon units (-CHx) (see Table C6). For PBE, that error is on average 

. Although small, such an error is cumulative, and therefore, for 
a molecule with 5 -CHx units it becomes . Note that 

we obtained  by dividing the error in the formation energy of each alkane by 
the number of -CHx units in it and averaging the results for all alkanes in data set 
A. 

Beyond alkanes, one can increase the complexity of the molecules with 
additional functional groups. For example, we noted that the error for aldehydes 
and ketones decreased proportionally to the length of the chain. Therefore, to 
decouple the error associated to carbonyl groups from that of -CHx groups, we 
subtracted from the total error of the molecules the error provided by their -CHx 

2 2 2xCO yH zH O+ ® +g
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Te
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units (see for instance Table C7). In mathematical terms, for a molecule with the 
formula R1C=OR2 (where R1 and R2 are either -H or -CHx units): 

, where nC is the number of -CHx units. 

To illustrate the use of the formula, consider the total error ( ) for 
acetaldehyde of -0.09 eV, and the -CHx error ( ) of 0.03 eV. The carbonyl-
associated error is . Averaging over all the 
aldehydes and ketones in this study, we obtained  for PBE. 
Table 4.1 shows the CO and CO2 errors as well as the average errors determined 
for the following organic functional groups: -C=O- (aldehydes and ketones), -CHx 
(alkanes), -(C=O)O- (carboxylic acids and esters) and -OH (alcohols). Note that 
the error for -(C=O)O- in PBE is identical to that of CO2, whereas for PW91, RPBE, 
and BEEF-vdW, that is not the case, as the errors have the same signs but sizably 
different magnitudes. 

 

 

SCHEME 4.1  
Workflow to determine functional-dependent errors in energies related to functional 
groups.  

xT C CH C On - = -» × +e e e
2 4C H O

Te

xCHe
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The error in the -OH group for PBE and PW91 is not large enough to warrant 
correction for simple alcohols. However, this correction may be needed for 
polyalcohols and in studies focused specifically on methanol and ethanol (see 
Appendix C, Section C4.1.4 for more details). Before closing this subsection, we 
stress that a detailed description of the assessment of all errors for every xc-
functional can be found in Section C4 in Appendix C. We note that ethylene, 
acetylene, ethylene oxide and dimethyl ether are present in data set A. Since a 
larger sample of molecules would be necessary to determine the errors 
corresponding to their respective functional groups (alkenes, alkynes, and 
(cyclic) ethers), here the corrections for those molecules are limited to the 
corrections in the reactants only (CO and CO2). 

 

TABLE 4.1 
Gas-Phase error corrections for the standard free energy of CO2, CO, and molecules 
containing -C=O- (Carbonyl Groups in Aldehydes and Ketones), -CHx (Alkanes), and -
(C=O)O- (carboxyl groups in carboxylic acids and esters) as per xc functional.a 

Error PBE PW91 RPBE BEEF-vdW 

CO2 -0.19 -0.15 -0.46 -0.56 

CO 0.24 0.25 -0.07 -0.18 

-C=O- -0.10 -0.10 -0.21 -0.27 

-CHx  0.03 -0.01  0.08  0.21 

-(C=O)O- -0.19 -0.19 -0.27 -0.34 (-0.44) 

-OH -0.04 -0.04 -0.01 -0.14 
a The two values reported for –(C=O)O– when using BEEF-vdW are for carboxylic acids 
and esters (the latter in parentheses). All values are in eV. 

4.3.2 Implementing Energy Corrections 

Data set A was used not only to determine total errors in the formation energies 
of molecules ( ), but also to assess the organic group contributions to such errors 
( ). In principle, one can use those errors to correct the formation energies of 
molecules, the combination of which should lead to accurate reaction energies. In 
this order of ideas, corrected reaction energies ( ) can be calculated as: 

 
 

4.6 

where the sums collect all the errors associated to the reactants ( ) and products 
( ), taking into account the stoichiometric coefficients. For example, consider the 
reduction of CO2 to acetic acid: . We find with 

Te
ie

0
, DFT corrGD

( )0 0
, 

P R
DFT corr DFT T TG GD = D - -å åe e
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RPBE that , whereas , which corresponds to a large 
total error . According to Table 4.1, RPBE has errors associated to 
the description of CO2, the -COOH group and the -CH3 moiety in CH3COOH. If 
the errors pinpointed using data set A are contributing to the large total error, 
suitably correcting CO2 and CH3COOH should lead to a sizable reduction of the 
total error. This is what we find, as  and 

, so that , which differs from the 
experimental value ( ) by 0.03 eV only. 

To verify that the errors in the reaction energies of data set B are systematically 
reduced upon applying the corrections in Table 4.1, we followed a stepwise 
procedure. First, we applied corrections to data set B only related to reactants 
(namely CO2 and CO). Next, we applied corrections related to products. Figure 
4.1 and Figure 4.2 show the calculated free energies of reaction versus the 
experimental free energies for the four functionals studied (PBE, PW91, RPBE, 
BEEF-vdW). Figure 4.1 provides parity plots for CO-based reactions (Eqs. 4.3 and 
4.4) and Figure 4.2 does so for CO2-based reactions (Eq. 4.5). From the three 
columns in each figure, the first one corresponds to the non-corrected DFT data, 
the plots in the second column contain the data upon correcting for reactant-
related errors (namely CO or CO2), and the third column contains the data upon 
correcting for reactant- and product-related errors altogether. 

More molecules can be added to data set A so as to include more organic 
functional groups and molecules with several groups in their structure. 
Molecules with alkene, alkyne, epoxy, and ether functional groups as well as 
aromatic compounds are necessary in data set A to determine their 
corresponding errors. Here, the free energies of production from CO or CO2 of 
ethylene, acetylene, dimethyl ether, and ethylene oxide were corrected for the 
errors in the reactants only, and no product-related corrections were made (see 
Table C5). 

The gray-shaded areas in Figure 4.1 and Figure 4.2 cover an area around the 
parity line of ± MAE, and the purple-shaded area extends over ± 0.15 eV around 
the parity line. For CO reduction reactions and PBE calculations, the MAE is 
initially 0.61 eV (left column) and is lowered to 0.10 eV after applying the CO 
correction (central column) and to 0.04 eV after applying both CO and product-
related corrections (right column). Similarly, the MAXs go from 1.04 to 0.20 and 
then to 0.17 eV. For the CO2 reduction reactions and PBE, the MAE is successively 
reduced from 0.43 to 0.10 and then to 0.04 eV. Likewise, the MAXs decrease from 
1.10 to 0.24 and finally to 0.17 eV. Further details can be found in Table C24, 
where the MAEs after the first and second correction for all the xc-functionals are 
provided. We conclude from those values that the errors in data set B are lowered 
by one order of magnitude once the correction scheme is applied to the species in 
data set A. 

We have included an alternative analysis where data set A is divided into a 
training set and an extrapolation set in Section C7 of Appendix C. From this 
analysis we find approximately the same functional-related errors as in Table 4.1 
(within ±0.01 eV on average). The MAEs in the extrapolation set after the 
corrections are comparable to those in Figure 4.1 and Figure 4.2, illustrating the 
predictive power of the method and its statistical reliability. 

 

0 0.32 eVDFTGD = 0
exp 0.44 eVGD = -

3 0.76 eVCH COOH
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FIGURE 4.1  
Parity plots for the experimental and DFT-calculated free energies of production of 27 
different compounds from CO and H2 using PBE, PW91, RPBE and BEEF-vdW. The left 
column shows the data calculated with DFT without any correction. The center column 
shows the data upon the first correction (errors in CO), and the right column shows the 
data after correcting for errors in CO and the products. The mean and maximum 
absolute errors (MAE and MAX) are shown in each case. The shaded gray area is ± MAE 
in each case. The blue shaded area around the parity line covers an area of ± 0.15 eV. 
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FIGURE 4.2 
Parity plot for the experimental and DFT-calculated free energies of production of 27 
different products from CO2 and H2 using PBE, PW91, RPBE and BEEF-vdW. The left 
column shows the data calculated with DFT without any correction. The center column 
shows the data upon the first correction (errors in CO2), and the right column shows the 
data after correcting for errors in CO2 and the products. The mean and maximum 
absolute errors (MAE and MAX) are shown in each case. The shaded gray area is ± MAE 
in each case. The blue shaded area around the parity line covers an area of ± 0.15 eV.  
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4.3.3 Applications in Electrocatalysis 

Table 4.2 reveals an important commonality among the xc functionals under 
study: although the CO and CO2 errors change from one functional to the next, 
their difference is nearly constant and equal to ~0.4 eV, on average. This constant 
energetic separation poses a fundamental limitation for the modeling of catalytic 
reactions wherein those two compounds are involved, one as a reactant and the 
other as a product. To show the reaches of this finding, let us consider the 
example of CO2 electrocatalytic reduction (CO2RR) to CO  

  4.7 

The backward reaction is known as CO oxidation and is also an important 
electrocatalytic reaction involved in direct ethanol and methanol fuel cells.56 
Moreover, Eq. 4.7 can also be catalyzed in the gas phase using H2 in a process 
called reverse water-gas shift, and the backward reaction is the industrial process 
known as the water-gas shift.57 In brief, DFT-based models of this seemingly 
simple process with numerous applications in electrocatalysis and heterogeneous 
catalysis may have large gas-phase associated errors.  

TABLE 4.2 
CO2 and CO errors and their nearly constant difference ( ) across xc-
functionals.a  

Error PBE PW91 RPBE BEEF-vdW 

CO 0.24 0.25 -0.07 -0.18 

CO2 -0.19 -0.15 -0.46 -0.56 

 0.43 0.40 0.39 0.38 

Average 0.40 
   

Standard deviation 0.02 
   

aAll values are in eV. 

Figure 4.3 compares CO2RR to CO on Au(111) single-crystal electrodes using PBE 
with (Figure 4.3b) and without (Figure 4.3a) gas-phase corrections applied to CO2 
and CO. Likewise, Figures C5 and C6 in Appendix C, section C5, provide data 
for Au(100) and Au(110). In Figure 4.3a, where DFT data appear as is, the reaction 
energy of Eq. 4.7 is 0.63 eV. Conversely, it is 0.20 eV in Figure 4.3b, where the 
energies of CO2 and CO have been corrected. For comparison, such difference is 
0.20 eV in experiments25 (it is 0.30 eV in Table C3. The difference stems from the 
liquid state of water in Eq. 4.7). In terms of the equilibrium potential of the 
reaction, this all means that PBE predicts it to be at -0.32 V vs RHE, whereas both 
the correction method and experiments set it at -0.10 V vs RHE. The difference is 
substantial and amounts to ~220 mV. Note in passing that there are no changes 
in the energy differences between *COOH and *CO, as the corrections are only 

( )2 2 ( )2 lCO H e CO H O+ -+ + ® +

2COCO
T Te e-

2COCO
T Te e-
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applied to the gas phase. Corrections for adsorbates have been proposed before18 
but have escaped the subject and scope of this study. 

Within the context of CO2RR modeling with the computational hydrogen 
electrode,47,48 the onset potential is given by the largest-positive consecutive 
difference in Figure 4.3 ( ; see the Computational Methods 
section). In Figure 4.3a, such difference is 0.90 eV, whereas in Figure 4.3b it is 0.71 
eV, so that the predicted onset potentials are -0.90 and -0.71 V vs RHE, 
respectively. As the experimental value of the onset potential is -0.66 V vs RHE,58 
the deviations from experiments are ~0.24 (as is) and 0.05 V (corrected).  

FIGURE 4.3 
Free energy diagrams for CO2 reduction to CO using Au(111) single-crystal electrodes. 
(a) Using DFT-PBE data as is, and (b) correcting CO2 and CO for their gas-phase errors. 
The black dashed line at 0.66 eV marks the free energy corresponding to the 
experimental onset potential of -0.66 V vs RHE.58 

We note that the sizable lowering of the error from 0.24 to 0.05 V is a direct result 
of correcting gas-phase energetics. To assess whether this is a particularity of 
Au(111) electrodes or part of a more general trend, we also compared the 
calculated and experimental onset potentials for Au(100), Au(110), Aupoly, 
Ag(111), Agpoly, and Cupoly. The results in Figure 4.4a show that DFT data are 
systematically deviated from the parity line, which results in a MAE of 0.20 V 
and a MAX of 0.27 V. Conversely, the CO2-and-CO corrected data in Figure 4.4b 
are located around the parity line with MAE = 0.06 V and MAX = 0.09 V. 
Substantial improvements are also observed for Au(111) and Au(100) using gas-
phase corrections with RPBE, see Figures C7-C8. Thus, we conclude that models 

1 2max( , ) /onsetU G G e-= - D D
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for CO2RR to CO may in general benefit from the gas-phase corrections found in 
this work. 

FIGURE 4.4 
Parity plots comparing the onset potentials for electrochemical CO2 reduction to CO 
using different metals. (a) Using DFT-PBE data as is, and (b) correcting CO2 and CO for 
their gas-phase errors. The mean and maximum absolute errors (MAE and MAX) are 
shown in each case. The gray areas around the parity line cover an area of ± 0.15 V 
around it. The experimental data were taken from references 58–61 (see details in Table 
C25). 
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4.4 Conclusions 

When interfaces between metals and fluids are simulated at the GGA level, 
sizable errors may appear in the description of the gas-phase molecules 
energetics. Here, we proposed a two-step semiempirical method to determine 
gas-phase errors, based on the formation energies of 27 different molecules. 
Furthermore, implementing the corresponding corrections allows for predictions 
in the analyzed data set of CO2RR and CORR reaction energies that lower by 1 
order of magnitude the average and maximum errors with respect to 
experiments.  

The method also shows that the errors for CO2 and CO differ by ~0.4 eV for all 
the examined exchange-correlation functionals. Thus, an intrinsic limitation of 
DFT exists for the accurate description of reaction energies containing these two 
molecules, as is the case for CO2 reduction to CO or HCOOH, CO oxidation to 
CO2, etc. Such limited description leads to inaccurate predictions of equilibrium 
and onset potentials, which may hinder the rational catalyst design. 

Conversely, using our correction scheme on various Au, Ag and Cu electrodes 
decreased the average error in the predicted onset potentials from 0.21 to 0.06 V 
with respect to experiments. Therefore, in addition to pinpointing and lowering 
gas-phase errors, the method also helps in providing more accurate 
electrocatalytic models. 

While the present corrections have been applied for electrochemical reactions, 
the procedure is general enough to be applied to correct the thermochemistry of 
heterogeneously catalyzed reactions where reactants and products are in the gas 
phase but the intermediate steps take place at the catalyst surface. Finally, the 
correction protocol can be enriched by adding more gas-phase molecules to the 
data set,62 and using machine learning algorithms to detect and predict errors in 
structurally more complex substances. 
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Specific adsorption of anions is an important aspect in surface electrochemistry 
in view of its influence on reaction kinetics as either a promoter or an inhibitor. 
Perchloric acid is typically considered as an ideal electrolyte for investigating 
electrocatalytic reactions due to the lack of specific adsorption of the perchlorate 
anion on several metal electrodes. In this work, cyclic voltammetry and 
computational methods are combined to investigate the interfacial processes on 
a Pd monolayer deposited on Pt(111) single crystal electrodes in perchloric acid 
solution. The “hydrogen region” of this PdMLPt(111) surface exhibits two 
voltammetric peaks: the first “hydrogen peak” at 0.246 V vs RHE involves the 
replacement of hydrogen by hydroxyl, and the second “hydrogen peak” HⅡ at 
0.306 V vs RHE  appears to be the replacement of adsorbed hydroxyl by specific 
perchlorate adsorption. The two peaks merge into a single peak when a more 
strongly adsorbed anion, such as sulfate, is involved. Our density functional 
theory calculations qualitatively support the peak assignment and show that 
anions generally bind more strongly to the PdMLPt(111) surface than to Pt(111). 
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5.1 Introduction 

Improved understanding of electrocatalytic reactions taking place in various 
energy storage and energy conversion devices becomes increasingly crucial with 
the advent of electrochemical fuel production and fuel-cell technologies. For 
many relevant electrocatalytic reactions, such as the hydrogen oxidation reaction 
(HOR), the oxygen reduction reaction (ORR), the formic acid oxidation, and the 
CO2 reduction reaction, not only the surface structure but also the adsorption of 
anions/cations from the supporting electrolyte influence the reactivity through 
different interactions of these co-adsorbates with key reaction intermediates.1–3 
For instance, hydrogen (*H) and hydroxyl (*OH) are important surface-bonded 
intermediates during the aforementioned reactions. In previous works, we 
showed that cations co-adsorb with hydroxyl species on the step sites of Pt 
electrodes at low potentials, and that the corresponding cation-hydroxyl 
interaction is responsible for the non-Nernstian pH shift, a shift due to the 
weakened adsorption of *OH by the cation on the surface, of the step-related 
voltammetric peak.4,5  

Platinum is one of the most important catalysts due to its widespread 
application in heterogeneous catalysis and electrochemistry. There have been 
plenty of studies on single-crystal platinum electrodes since the preparation 
method of clean platinum surfaces introduced by Clavilier.6 Palladium is a 
platinum-group metal and similar to Pt in many chemical and physical 
properties. Interestingly, Pd surfaces show a higher activity toward formic acid 
oxidation than Pt, but the most remarkable difference with Pt is the absence of 
CO poisoning during formic acid oxidation on Pd.7–9 Moreover, Pd electrodes 
have attracted increasing attention as catalysts for the CO2 electroreduction 
reaction, as they selectively reduce CO2 to formic acid with low overpotential,10,11 
implying that Pd is an (almost) reversible catalyst for the conversion of formic 
acid to carbon dioxide and vice versa.12  

To better understand the special reactivity of palladium, detailed investigations 
on atomically well-defined Pd surfaces are highly desirable. However, the 
electrochemistry of well-defined Pd surfaces is not as well studied as for Pt 
surfaces, which arises partially from the difficulty to prepare Pd single crystals 
as well as from the effect that palladium absorbs substantial amounts of 
hydrogen below 0.2 V vs RHE, masking other reactions taking place on its 
surface.13 Epitaxially grown Pd layers on a foreign metal are a promising 
alternative and have attracted considerable attention, particularly Pt(111) 
surfaces modified by a Pd monolayer.14–17 The lattice parameters of both metals 
are close, 3.89 Å for Pd and 3.92 Å for Pt, and it has been pointed out that the 
reactivity of the Pd monolayer system is comparable to that of the corresponding 
Pd single crystal.18,19 

To understand the fundamental aspects of the electrode activity, we need to 
consider the adsorption behavior on single-crystal electrodes in acid electrolyte 
solutions. Particularly interesting are perchloric and sulfuric acid solutions, 
especially in relation to specific anion adsorption. In sulfuric acid, the PdMLPt(111) 
electrode has been studied by spectroelectrochemical experiments, showing that 
the majority of species on the surface are hydrogen at low potential and 
(bi)sulfate20 at high potential. Remarkably, a reversible double peak adsorption 
state appears in the hydrogen region of the voltammogram of a PdMLPt(111) in 
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0.1 M HClO4. Previous studies in a low potential window (0.05-0.35 V vs RHE) 
have ascribed these peaks to hydrogen underpotential deposition (Hupd) because 
a hydrogen coverage of 1 Hupd per Pd corresponds very well to the total charge 
under these two peaks (240 μC cm-2).21,22 However, the double-peak nature of 
this “hydrogen region” of PdMLPt(111) remains unresolved. 

In this Chapter, we use a combination of experimental and computational 
methods for the elucidation of the surface species formed on the well-defined 
PdMLPt(111) surface in the so-called “hydrogen region”. We argue that in 
perchloric acid solution, the “hydrogen region” on the PdMLPt(111) surface is 
rather a “hydrogen-hydroxyl-cation-anion region”. We show the existence of 
cation and anion effects on the peaks in the “hydrogen region”, showing that OH 
and anions interact much more strongly with the PdMLPt(111) surface than with 
the Pt(111) surface. 

These results improve our fundamental understanding of anion, cation and OH 
adsorption on well-defined, single-crystal palladium surfaces, which will be 
important for interpreting and tuning the catalytic activity of palladium-based 
electrochemical interfaces.  

5.2 Experimental Details 

Cyclic voltammetry measurements were carried out in standard electrochemical 
cells using a three-electrode assembly at room temperature. Experiments were 
performed in a fluorinated ethylene propylene (PEP, Nalgene) electrochemical 
cell for hydrofluoric acid, whereas a glass cell was used for the other electrolytes. 
All glassware was cleaned in an acidic solution of potassium permanganate 
overnight, followed by rinsing with an acidic solution of hydrogen peroxide and 
repetitive rinsing and boiling with ultrapure water. A Pt(111) bead-type 
electrode, with a diameter of 2.27 mm, was used as working electrode. Prior to 
each experiment, the working electrode was prepared according to the Clavilier 
method.6 A platinum wire was used as counter electrode and a reversible 
hydrogen electrode (RHE) was employed as the reference electrode, in a separate 
compartment filled with the same electrolyte, at the same pH as the electrolyte in 
the electrochemical cell. All potentials are reported versus the RHE. The 
electrochemical measurements were performed with the single-crystal electrode 
in the hanging meniscus configuration. The potential was controlled with an 
Autolab PGSTAT302N potentiostat. The current density shown in the manuscript 
represents the measured current normalized to the geometric area of the working 
electrode. 

The Pd monolayer in this study was prepared using a method similar to the one 
reported before.17,20 The freshly prepared Pt(111) electrode was immersed into the 
Pd2+ containing solution at 0.85 V vs RHE , where no Pd deposition occurred, and 
the potential was continuously cycled between 0.07 and 0.85 V vs RHE  at 50 mV 
s-1. The amount of palladium on the surface was monitored by following the 
evolution of the voltammetric peak at 0.23 V vs RHE  (as shown in Figure D1), 
characteristic of the presence of Pd adatoms, the charge (and current density) of 
which depend on the palladium coverage.17,23 Scanning tunnelling microscopy 
(STM) images have revealed that monoatomic high Pd islands nucleate on the 
Pt(111) surface with no noticeable preference for nucleation sites, and that a full 
Pd monolayer without detectable holes is formed after deposition.24 STM also 
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shows the presence of an ordered sulphate adlayer with a √3×√9)R19.1° 
structure on the Pd monolayer, as is also the case for the Pd(111) surface.25 After 
Pd modification, the PdMLPt(111) electrode was taken from the cell and 
thoroughly rinsed with ultrapure water before performing further 
electrochemistry tests. Further insight into the nature of the adsorbed species on 
the electrode was obtained by means of charge displacement experiments using 
CO (Linde 6.0) as a neutral probe. The procedure to perform CO displacement 
measurements is similar to the one reported before.26 Briefly, a gaseous CO 
stream was dosed at a fixed potential and a transient current was recorded until 
the PdMLPt(111) surface was covered by a monolayer of CO. 

Electrolytes were made from ultrapure water (Milli-Q, 18.2 ΜΩ cm), high 
purity reagents HClO4 (70%), H2SO4(96%), NaClO4 (99.99%), CH3SO3H (>99.0%) 
and HF (40%) from Merck Suprapur and HCl, PdSO4 (99.99%), LiClO4 (99.99%) 
from Aldrich Ultrapure. Before each experiment, the electrolytes were first 
purged with argon (Air Products, 5.7) for at least 30 min to remove air from the 
solution. 

5.3 Computational Details 

To better understand adsorption phenomena on the PdMLPt(111) electrode, we 
have evaluated the free energies of adsorption of hydrogen, oxygen, hydroxide, 
and different anions on Pt(111), and PdMLPt(111) using Density Functional 
Theory (DFT) calculations. The potential-dependent free energies of adsorption 
of hydrogen, oxygen, hydroxide were calculated at different surface coverages 
using the computational hydrogen electrode.27 By calculating the free energies of 
adsorption at different coverages we can determine the composition of the 
electrode surface in the electrochemical environment, which is useful for 
fundamental studies of electrocatalysis.19,28,29 

Additionally, we calculated the potential-dependent free energies of adsorption 
of other anions, namely, perchlorate, sulfate and bisulfate using an alternative 
computational reference method as outlined in detail in Chapter 3. The relative 
binding strength of bicarbonate and fluoride at a coverage of 1/9 ML was also 
calculated to compare the interaction of different anions on both surfaces. 
Plotting the adsorption free energy as a function of coverage and electrochemical 
potential allows for direct comparison with experimentally measured cyclic 
voltammograms, providing information on the identity and the relevant 
coverage of the species adsorbed on the surface at a particular potential (where 
peaks in current in the experimental CV correspond to changes in adsorbate 
coverage and/or identity). Further information on the DFT methods employed 
in this Chapter can be found in Appendix D.  
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5.4 Results and discussion  

5.4.1 Comparison of the blank voltammograms of PdMLPt(111) and Pt(111) 

The cyclic voltammogram of PdMLPt(111) in 0.1 M H2SO4 shows the presence of a 
sharp pair of peaks (Figure 5.1a), slightly irreversible, with a peak potential of 
0.23 V vs RHE in the positive-going scan and of 0.21 V vs RHE  in the negative-
going scan. The sharpness of the peak suggests the replacement of adsorbed 
species, i.e. hydrogen and (bi)sulphate, as a function of potential.30,31 Note that on 
Pt(111), hydrogen adsorption/desorption and (bi)sulphate 
adsorption/desorption give rise to separate voltammetric signals (between 0.05 
and 0.30 V vs RHE and between 0.30 and 0.55 V vs RHE , respectively). This single 
sharp peak observed on the PdMLPt(111) surface can be explained by the 
replacement of adsorbed hydrogen at potentials below 0.22 V vs RHE  by 
adsorbed (bi)sulphate at potentials above 0.22 V vs RHE , caused by the stronger 
(bi)sulphate adsorption on PdMLPt(111) compared to Pt(111). 
 

 
FIGURE 5.1  
Cyclic voltammograms of PdMLPt(111) in (a) 0.1 M H2SO4 and (b) 0.1 M HClO4 recorded 
at 50 mV s-1. The blank voltammograms for Pt(111) recorded under identical conditions 
are shown for comparison. 

 
Figure 5.1b shows the cyclic voltammogram of PdMLPt(111) in 0.1 M HClO4 
electrolyte, compared to Pt(111). The PdMLPt(111) electrode exhibits characteristic 
windows in the same potential regions of 0.05-0.35 V vs RHE, 0.35-0.60 V vs RHE  
and 0.60-0.90 V vs RHE as Pt(111). This led previous authors to conclude that the 
voltammetric peaks between 0.05-0.35 V vs RHE correspond to hydrogen 
adsorption, that the 0.35-0.60 V vs RHE is the double layer region, and that OH 
adsorbs in the 0.60-0.90 V vs RHE window.21 However, there are some important 
differences. The first effect of the Pd ML is an increase of the overall charge 
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between 0.05-0.35 V vs RHE from 160 μC cm-2 for bare Pt(111) to 240 μC cm-2 
for a full monolayer of Pd decorating the Pt(111). The groups of Feliu21 and 
Markovic22 ascribed the higher charge of the reversible peak in the low potential 
window to Hupd on Pd monolayer due to a stronger Hupd-PdMLPt(111) interaction 
compared to the Hupd-Pt(111) interaction, and to the excellent correspondence to 
a full monolayer of hydrogen (1 ML of one monovalent adsorbate adsorbed per 
surface atom, or 1.5×1015 atoms cm-2, is exactly 240 μC cm-2). Secondly, the 
“hydrogen region” features two sharp peaks, indicated as the “first hydrogen 
peak” HⅠ and “second hydrogen peak” HⅡ (at 0.25 and 0.30 V vs RHE, 
respectively), which is in contrast with the characteristic behavior of hydrogen 
adsorption on wide Pt(111) terraces, namely a broad and plateau-like peak. In the 
“double layer region” between 0.35 and 0.60 V vs RHE, a small peak is observed 
at 0.55 V vs RHE in the positive-going scan and 0.56 V vs RHE in the reversed 
scan (note the unexpected higher potential of the cathodic peak), as already 
reported by Feliu et al.21 As the potential increases from 0.60 to 0.90 V vs RHE, 
there is a sharp peak at 0.69 V vs RHE followed by a broader feature (with the 
corresponding reversible features in the negative-going scan). This sharp peak 
has been ascribed to OH adsorption and is observed only for a Pd monolayer 
covering a Pt(111) substrate with very low step density, i.e. it requires wide (111) 
terraces.21 The combination of a sharp and broad peak is very typical for a 
disorder-order transition in the adlayer,32 but the sequence (sharp peak at low 
coverage, broad peak at higher coverage) is unexpected. 

5.4.2 Cation and anion effects on the blank voltammogram of PdMLPt(111) 

Figure 5.2a shows cyclic voltammograms for the PdMLPt(111) electrode in 0.1 M 
HClO4 (pH = 1), 0.01 M HClO4 (pH = 2) and 0.001 M HClO4 (pH = 3) electrolytes. 
On the reversible hydrogen electrode (RHE) scale, the HI peak is observed to be 
independent of pH, perchlorate concentration and the ionic strength of the 
electrolyte solution, in acidic electrolyte (pH = 1 - 3) in the absence of alkali metal 
cations. As the pH lowers, or rather as the perchlorate concentration increases, 
peaks HI and HII start overlapping more and more as shown in Figure 5.2b. Figure 
5.2c and d illustrate that the effect of cations on the HI peak of the PdMLPt(111) 
electrode becomes apparent when voltammograms are recorded in 0.001 M 
HClO4 (pH = 3) with different amounts of alkali perchlorate salts. With increasing 
concentration of alkali metal cation, the HI peak shifts to more positive potential 
in comparison with the peak potential (0.246 V vs RHE) in 0.001 M HClO4 without 
alkali cations. The shift is more pronounced for larger cations: for 0.01 M Li+ 
(Figure 5.2c) and 0.01 M Na+ (Figure 5.2d) containing electrolytes, the HI peak is 
shifted to 0.262 and 0.272 V vs RHE, respectively. This effect of the cation on the 
peak potential is identical to the effect that we observed previously for the step-
related “hydrogen” peaks on stepped Pt electrodes.4,5 
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FIGURE 5.2 
Cyclic voltammograms of PdMLPt(111) in (a) 0.1 M HClO4 (pH = 1), 0.01 M HClO4 (pH = 
2) and 0.001 M HClO4 (pH = 3) solutions and (b) 0.1 M HClO4 (pH = 1), 0.5 M HClO4 (pH 
= 0.3) and 1.0 M HClO4 (pH = 0) solutions. (c) and (d) 0.001 M HClO4 (pH = 3) solution 
without and with MeClO4, where Me is Li and Na, as indicated. Scan rate: 50 mV s-1. 

Therefore, we conclude that, similarly to the stepped Pt electrodes, the HI peak 
involves the replacement of Hads by OHads and this adsorbate replacement 
reaction is driven to more positive potentials due to the destabilizing effect of the 
co-adsorbed alkali cation on hydroxyl adsorption.4,5,33 At constant pH, the 
adsorption of alkali cations on the PdMLPt(111) surface becomes more favorable 
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with increasing cation concentration, resulting in a greater shift of the HI peak, as 
shown in Figure 5.2c and d. A reaction equation of the HI reduction/oxidation 
peak on PdMLPt(111) can thus be formally written as:  
 

!(#$!"# − &'()*+!"#) + (1 + !)$$ + (1 + !)/% ⇄ $!"# + !$&# + !(&'()*+#'() 5.1 

 
Remarkably, Figure 5.2 shows that the HII peak does not show the same cation 
effect as the HI peak. By contrast, the HII peak is sensitive to anion concentration 
(and identity, as shown in Figure 5.3) and the pH of the electrolyte. Figures 2a 
and b show that the HII peak becomes sharper and shifts to lower potential with 
increasing HClO4 concentration. For clarity, we show representative 
voltammograms of PdMLPt(111) in Figure 5.2b; results obtained in electrolytes 
with detailed wider range of pH values are shown in Figure D2 in Appendix D. 
Figure 5.2c and d (and Figure D2) show that the shift in the HII peak seems to be 
at least partially due to different perchlorate concentration, as at constant pH the 
HII peak grows with increasing perchlorate concentration and also shows a 
negative potential shift. Another important observation from Figure 5.2 is that 
the voltammetric feature between 0.60 to 0.90 V vs RHE is sensitive to the HClO4 
concentration. This feature shifts to a higher potential in the presence of a higher 
concentration of perchlorate, suggesting that the formation of the adsorbate in 
this potential window is inhibited by the presence of perchlorate. A consistent 
explanation for this effect of perchlorate, which will be considered for the 
remainder of this Chapter, is that the HII peak involves either the specific 
adsorption of perchlorate, or a strong interaction of perchlorate with the other 
adsorbates. If OHads is formed in the HI peak (Eq. 5.1), then a reaction equation 
describing the HII peak could formally read as: 
 

!(#$!"# − &'()*+!"#) + !($$ + .%)  +   0	('+)*+#&')  ⇄  !$(# + 0	('+)*+!"#)  +   !	(&'()*+#&') 5.2 
In this equation, the extent of anion adsorption is influenced by the anion 
concentration, but also by the pH, as the potential of zero charge (Epzc) shifts to 
higher potential on the RHE scale with increasing pH, enhancing perchlorate 
adsorption at a given potential on the RHE scale. 
 



C H A P T E R  5  

 89 

 

FIGURE 5.3 
Cyclic voltammogram of PdMLPt(111) recorded in (a) 0.1 M HClO4, (b) 0.1 M HF, (c) CO2 
saturated 0.1 M HClO4 solution, and (d) 0.1 M CH3SO3H. Scan rate: 50 mV s-1. 

To explore the anion effect on the HII peak further, Figure 5.3 shows the 
voltammetry for different anions. In agreement with Figure 5.2, there is no impact 
of the anion on the HI peak in the presence of F- (Figure 5.3b) and HCO3

- (Figure 
5.3c), which suggests that anion adsorption or interaction is insufficient to 
perturb the OHads in this potential window. On the other hand, the HII peak is 
observed to increase in sharpness in 0.1 M hydrofluoric acid (HF) (Figure 5.3b) 
and in CO2 saturated (Figure 5.3c) perchloric acid compared to 0.1 M HClO4 
solution, suggesting that F- and HCO3

- anion affect the shape of the HII peak. The 
role of anion adsorption is also reflected in the marked competitive adsorption 
with the adsorption states between 0.60 and 0.90 V vs RHE: in 0.1 M HF, these 
states are suppressed compared to 0.1 M HClO4 solution, whereas in CO2 
saturated 0.1 M HClO4 solution these states are blocked completely by adsorbed 
bicarbonate, just as in sulfuric acid (as shown in Figure 5.1a). Spectro-
electrochemical experiments have shown that the bands corresponding to 
adsorbed bicarbonate on PdMLPt(111) surface appear at 0.40 V vs RHE, i.e. in the 
beginning of the “double-layer” window.34 

The voltammograms of Pt(111) in 0.1 M CH3SO3H and HClO4 electrolytes have 
been observed to be very similar, showing that both are non-specifically 
adsorbing electrolytes on Pt(111),35 see also Figure D3. Surprisingly, the cyclic 
voltammogram shown in Figure 5.3d strongly suggests the methanesulfonate 
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anion from the CH3SO3H electrolyte behaves similar to the 0.1 M H2SO4 solution, 
and, therefore, methanesulfonate must be strongly adsorbed on the PdMLPt(111) 
electrode surface at low potentials. These results suggest that the SO3 from 
(bi)sulphate/CH3SO3H adsorbs more strongly on the Pd surface than on Pt. For 
such strong anion adsorption, reactions 1 and 2 are replaced by: 
 

!345 + # (&'()') ⇄ !6 + ,7 + #	(&'()'345) 5.3 
 
It may be that a small concentration of Cl- preexists as a trace impurity in HClO4 
and/or is generated by the reduction of perchlorate ions catalyzed by 
palladium.22 In order to eliminate the possibility of chloride present in HClO4 
being responsible for the HⅡ peak, small amounts (10-6 and 10-5 M) of Cl- were 
intentionally added to 0.1 M HClO4 (pH = 1) and 0.001 M HClO4 (pH = 3) 
solutions, respectively. Figure D4 in Appendix D shows the change caused by 
Cl- : the HI and HII peaks exhibit some asymmetry, in contrast to the symmetric 
peaks observed in solutions containing only HClO4. This observation makes it 
highly unlikely that the HII peak is related to the presence of chloride anions. 

 

FIGURE 5.4 
(a) Cyclic voltammogram of PdMLPt(111) recorded in (a) 0.1 M HClO4; current-time 
transients recorded during CO adsorption/displacement at (b) 0.08 V vs RHE  and (c) 
0.35 V vs RHE  in 0.1 M HClO4. 

 
To further elucidate the nature of the adsorption-desorption process in the 
hydrogen region at the PdMLPt(111)/electrolyte interface in perchloric acid, CO 
displacement experiments were performed. For the CO displacement 
experiment, CO was added to the solution and its adsorption at the electrode 
surface at fixed potential leads to a current transient related to the displacement 
of species adsorbed on the surface in the absence of CO. The total surface charge 
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at a chosen potential can be determined by integrating the transients.26 At the 
threshold of hydrogen evolution, i.e. at ca. 0.08 V vs RHE, the maximum charge 
density corresponding to the displacement of adsorbed hydrogen is obtained.36 
As can be seen from Figure 5.4b, the transient current is positive which points to 
the oxidative desorption of Hupd: 
 

!894 − /0:;/1(111) + 34 → 34 − /0:;/1(111) + !6 + ,7 5.4 

 
The Hupd coverage at 0.08 V vs RHE is then estimated to be 170/250 ≈ 0.68 ML. 
Correspondingly, at 0.35 V vs RHE negatively charged anions A are reductively 
displaced by CO following the reaction equation: 

A − P0:;Pt(111) + CO +  ,7 → 3O − P0:;Pt(111) + ;7 5.5 
 
The result shows good agreement between the charge density values obtained 
from the integration of the transient current response (249 μC cm-2) and of the 
voltammetric profile characteristic (240±10 μC cm-2) of the PdMLPt(111) interface. 
The reductive desorption of anions (as shown in Figure 5.4c) indeed indicates 
that adsorbed anions are involved in the HII peak and the calculated ѲA on 
PdMLPt(111) at the low potential region in 0.1 M HClO4 is around 0.33 ML, 
according to the coulometric estimation. 

5.4.3 Thermodynamics of *H, *OH + *H2O, *O, *ClO4, *SO4 and *HSO4 
adsorption 

Figure 5.5a and b show the experimentally measured cyclic voltammograms 
(upper panel) of Pt(111) and PdMLPt(111) in 0.1 M HClO4 along with the DFT-
calculated free energies of adsorption of hydrogen, hydroxide, oxygen, and 
perchlorate as a function of potential vs RHE (lower panel). The lower panel 
shows the most stable coverages at any given potential (for more details, see 
Appendix D). The coverages investigated with DFT are: hydroxide from 2/9 to 
2/3 ML for Pt(111) and from 1/9 to 2/3 ML for PdMLPt(111), hydrogen from 1/9 
to 1 ML for both Pt(111) and PdMLPt(111), from 1/9 to 2/3 ML for oxygen on both 
Pt(111) and PdMLPt(111), and 1/9 ML of perchlorate on both surfaces. The black 
horizontal line at 0 eV represents the reference state of the bare surface and the 
red line represents the adsorption of perchlorate.  

It is important to consider the adsorption of water onto the electrode surface, as 
its adsorption could compete with that of hydrogen and hydroxide. However, 
given that the adsorption of water depends strongly on van der Waals (vdW) 
interactions, and these interactions are poorly captured with DFT-GGAs,37 an 
accurate calculation of the adsorption energy of water is difficult. This is 
important not only for considering water adsorption, but also for the effects of 
co-adsorbed water on hydroxide adsorption. We therefore used three methods to 
evaluate the adsorption of water and its effect on our conclusions, primarily on 
the adsorption thermodynamics of solvated *OH: (1) a combined PBE and 
empirical vdW correction with PBE-D338,39 only on the adsorption of *OH + *H2O 
and *H2O using solution-phase water as the reference state. (2) Using only PBE 
with the adsorbed water adlayer as the reference state for hydroxide adsorption 
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where the error in the adsorption energy of the water bilayer in the reactant state, 
and that of the partial bilayer in the *OH +*H2O product state, may partially 
cancel out.40,41 (3) Using empirical vdW corrections with PBE-D3 for all 
adsorbates, *H, *H2O, *OH+*H2O and *O, and solution-phase water as the 
reference state. 

 

 

FIGURE 5.5  
Upper panels are the cyclic voltammograms of (a) Pt(111) and (b) PdMLPt(111) ) in 0.1 M 
HClO4 recorded at 50 mV s-1. Black lines in the lower panels show the most stable 
adsorption free energies and the most favorable coverages as a function of potential for 
the adsorption of hydrogen (*H), hydroxide (*OH) and oxygen (*O). Perchlorate 
adsorption (*ClO4 ) is shown in red at a 1/9 ML coverage. 

The phase diagrams obtained with the different methods 1, 2 and 3 for 
PdMLPt(111) and Pt(111) are shown in Appendix D, Figures D6 and D7. In general, 
all the methods show similar trends of *H, *OH + *H2O and *O adsorption. We 
have decided to base our conclusion on results derived from method 2 (shown in 
Figure 5.5) as it is simple and captures well the trends compared to experiment. 
For Pt(111) and PdMLPt(111), the trends obtained with method 2 and 3 are 
comparable to each other, as the adsorption energies and the overall trend does 
not significantly change as shown in Figures D6 b, c and D7 b, c. In the case of 
method 1, the only difference observed is the adsorption of water on PdMLPt(111) 
appearing at a lower potential than that of hydroxide *OH, in contrast to method 
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2 and 3 where hydrogen adsorption (*H) is followed by the adsorption of 
hydroxide (*OH). In all cases, the calculated adsorption potential of hydroxide 
lies around 0.3-0.4 V vs RHE for PdMLPt(111) and 0.38-0.40 V vs RHE for Pt(111). 
Generally, PBE tends to overestimate binding energies,42,43 which explains why 
the hydroxide adsorption potentials are more negative than the experimentally 
measured potentials. A more detailed description of the calculation of the free 
energies of adsorption of hydroxide can be found as “Adsorption Free energies 
of *OH, *H and *O” in Figure D5 in Appendix D. 

Taking Pt(111) as a reference case (for which the adsorption thermodynamics 
of hydrogen, hydroxide, and oxygen are known), the surface composition as a 
function of potential (Figure 5.5a, lower panel) matches semi-quantitatively the 
experiments (Figure 5.5a, upper panel). DFT results show that the broad peak at 
low potentials corresponds with hydrogen adsorption at full monolayer coverage 
below 0.33 V vs RHE followed by the double layer region (where water is 
adsorbed), followed by 1/3 ML hydroxide adsorption at 0.43 V vs RHE and, 
finally, oxygen adsorption at 4/9 ML coverage at 1.02 V vs RHE. The results 
shown in Figure 5.5a for Pt(111) agree with previously calculated energy 
diagrams of Pt(111)19 with small differences in absolute values due to the different 
functional used. Including configurational entropy for the adsorbed species 
would probably bring the computational results in closer agreement with 
experiment. This is shown for hydrogen adsorption on Pt(111) and Pt(100) where 
a comparison of the slopes and intercept given by the relationship between the 
adsorption free energy as a function of coverage, including configurational 
entropy resulted in adsorption potentials closer to those obtained 
experimentally.33 Furthermore, Karlberg et al. show how including lateral 
interaction of hydrogen adsorbed species and configurational entropies is 
important for simulating cyclic voltammograms of the hydrogen adsorption and 
desorption process.44  

Figure 5.5b shows the calculated phase diagram of PdMLPt(111) (lower panel). 
At potentials below 0.34 V vs RHE, hydrogen is adsorbed on the surface at 1ML 
coverage; hydroxide adsorption happens at 0.35 V vs RHE at 2/9 ML coverage 
followed by 1/3 ML hydroxide adsorption at 0.44 V vs RHE. At higher potentials 
oxygen adsorption becomes favorable at 0.88 V vs RHE at 1/3 ML coverage and 
at 1.0 V vs RHE at 4/9 ML coverage. Compared to Pt(111), oxygen adsorbates 
bind stronger on the PdMLPt(111) surface. As will be discussed in the following 
sections, the DFT results support the conclusion from the previous section that 
the low potential peaks (HI + HII) correspond to an exchange between adsorbed 
hydrogen and adsorbed anions (*OH + *H2O, *ClO4). From the DFT modelling 
alone, it is unclear what species is adsorbed in the high potential peak (0.65-0.8 V 
vs RHE) observed in experiment, because oxygen adsorption is predicted to occur 
at potentials more positive of this peak. Therefore, if oxygen adsorption does not 
occur in that region, backed up by experimental results, that leaves the species 
present in the high potential peak as *ClO4, *OH or a mixed adlayer of the two. 
The charge in this high potential peak is then most likely due to either an increase 
in the adsorbed hydroxide coverage (within a mixed perchlorate/hydroxide 
adlayer) or a replacement of perchlorate with a higher coverage of adsorbed 
hydroxide, as we expect adsorbed perchlorate to keep some of its charge (as seen 
for adsorbed (bi)sulfate, for example) and exhibit repulsive interactions.  
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5.4.4 Anion adsorption 

To further understand the anion effect on the HI and HII region observed in the 
experiments, we investigated the adsorption thermodynamics of various anions, 
*ClO4, *HSO4, *SO4, *F, and *HCO3 on Pt(111) and PdMLPt(111). Adsorption of 
these anions was considered only at low coverage of 1/9 ML and explicitly 
solvated with 1 water molecule for each of the anions except for *F where 2 water 
molecules were used and for *OH where a partially dissociated water bilayer 
(1/3*OH-1/3*H2O) solvation was used. We will first discuss the main results 
obtained for *ClO4, *HSO4 and *SO4 and then we will show a comparison between 
the binding strength of *ClO4, *HSO4, *SO4, *F, and *HCO3 anions on PdMLPt(111) 
compared to that of Pt(111).  

Obtaining an accurate adsorption potential for anions such as ClO4
-, SO4

2- and 
HSO4

– depends on how accurate their solution-phase free energy is determined. 
There are many methods which could be used to calculate the solution-phase free 
energy, including thermodynamic cycles which avoid the need to correctly 
capture the solvation energy of the anion with traditional DFT techniques, which 
is a difficult task because of the long length and time scales of important solvation 
dynamics. However, to take those into account molecular dynamics simulations 
are preferred.45,46 Here, the solution-phase free energy of perchlorate, sulfate and 
bisulfate was calculated as described in Chapter 3. Briefly, the free energy of the 
aqueous anion is determined by using the calculated DFT energy of a neutral 
species (typically in the gas phase), that upon reduction produces the target 
anion, and by using the half-redox equilibrium potential at which this reduction 
reaction occurs, we can easily calculate the free energy of the solution-phase 
anion. This method is analogous to the computational hydrogen electrode 
method (CHE)27 for calculating the free energy of protons in solution, but in the 
case of hydrogen/protons, the equilibrium potential is defined to be exactly 0 V 
vs SHE and is not experimentally measured.47–49 For more detailed and robust 
methods to determine solution-phase free energies and simulate CVs see ref.50,51  

Our DFT results show that the adsorption potential at which perchlorate binds 
on the PdMLPt(111) at 1/9 ML coverage overlaps with that of low coverages of 
hydrogen *H at 0.32 V vs RHE and with *OH at 0.44 V vs RHE V, as shown by 
the red line in Figure 5.5b (lower panel). The adsorption potential of perchlorate 
on Pt(111) lies at more positive potentials around 0.72 V vs RHE than the 
calculated adsorption of 1/3 ML hydroxide *OH, which occurs at around 0.43 V 
vs RHE. This suggests that perchlorate adsorbs more strongly on PdMLPt(111) 
than on Pt(111), and could outcompete hydroxyl adsorption and even low-
coverage hydrogen adsorption on PdMLPt(111). Conversely, on Pt(111) hydroxyl 
outcompetes perchlorate adsorption. Furthermore, at higher potentials, after 
~0.55 V vs RHE, a perchlorate-hydroxyl mixed adlayer could form, and as the 
potential is increased this mixed adlayer can either (i) co-adsorb higher *OH 
coverages with *ClO4, or (ii) higher coverages of *OH displace *ClO4 from the 
mixed adlayer leaving an adlayer of just high-coverage *OH. This is in good 
agreement with our interpretation of the experimental voltammetry. 

However, as we are unsure of the absolute accuracy of our calculated 
perchlorate adsorption potentials (in contrast to hydroxyl, for example, where we 
know at which potentials it adsorbs on Pt(111) from experiment), it is difficult to 
know if we should expect perchlorate adsorption before hydroxyl adsorption on 
the PdMLPt(111) from our DFT calculations alone. Taking again Pt(111) as a 
benchmark, there is some experimental spectroscopic evidence interpreted to 
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show both that perchlorate affects hydroxyl adsorption on Pt(111)52 and/or even 
specifically adsorbs in the double layer/hydroxide/oxide regions (~0.4-0.8 V vs 
RHE).53 More recent studies by Attard et al.54 show the double layer and hydroxyl 
adsorption regions of cyclic voltammograms measured on Pt(111) are sensitive 
to the perchlorate concentration, suggesting that perchlorate strongly interacts 
with the surface.  

Therefore, considering only our DFT results, there is computational support 
that the low potential peak in the CV measured on PdMLPt(111) (comprising both 
HI and HII in Figure 5.1b) corresponds to an exchange between *H / *OH+*H2O 
and *ClO4 as seen in Figure 5.2b and Figure 5.5b (lower panel), and is, therefore, 
not solely due to hydrogen adsorption, consistent with the conclusions from the 
experimental voltammograms, CO displacement measurements, and 
cation/anion/pH effects. The total coverage of hydrogen and anion (*OH) 
adsorption matches that measured by *CO displacement (Figure 5.4b and c). 
However, we have calculated a *H coverage of 1 ML adsorbed at low potentials 
(at the lower potential limit of the CV), and CO displacement gives an *H 
coverage of ~0.71 ML. This discrepancy could be due to the omission of 
configurational entropy for the calculation of the free energy, which would make 
high-coverage *H adsorption less favorable than calculated here. 

Additionally, we compared the calculated adsorption potentials of *SO4 with 
the CV of Pt(111) and the adsorption potential of *SO4 and *HSO4 with the CV of 
PdMLPt(111) as measured in 0.1 M H2SO4, see Figure 5.6. The calculated 
adsorption potential of sulfate on Pt(111) is 0.57 V vs RHE, falling in the high 
potential region of the CV where sulfate/bisulfate adsorption is known to occur 
on Pt(111).55–59 Significant debate has centered on which anion (bisulfate vs. 
sulfate) corresponds to this adsorption peak in the cyclic voltammogram; given 
our limited investigation of the coverage dependence and the effect of solvation 
near the electrode surface, we do not intend to answer this question here, and 
take this result to be indicative of (bi)sulfate adsorption. For PdMLPt(111), the 
calculated bisulfate and sulfate adsorption potentials are 0.47 V vs RHE  and 0.45 
V vs RHE  respectively, in both cases falling in the region where (bi)sulfate is 
adsorbed on the surface fully blocking active sites. Similar to Pt(111), this peak 
has been assigned to bisulfate/sulfate anions based on the spectroscopic data 
obtained by in situ FTIR experiments.21 It is important to note that with our DFT 
model employed here we cannot specify which anion adsorbs more preferably in 
the bisulfate/sulfate region on both surfaces. This model could be improved by 
examining additional coverages of (bi)sulfate/sulfate, water solvation and also 
by specifying a more accurate solution-phase reference state for the anions.60,61 
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FIGURE 5.6 
Cyclic voltammograms of Pt(111) and PdMLPt(111) in 0.1M H2SO4 recorded at 50 mV s-1 
along with the DFT calculated adsorption potentials for *SO4 in orange and *HSO4 in 
green. 

We found that in general, anions bind more strongly to the PdMLPt(111) surface 
than on Pt(111). This is shown in Figure 5.7, where the DFT-calculated relative 
free energies of adsorption with respect to Pt(111) are shown. Such a comparison 
of adsorption strength between PdMLPt(111) and Pt(111) is not dependent on the 
energy of the solution-phase anion. For all the adsorbates studied, with the 
exception of *OH in vacuum, the binding energy is stronger on PdMLPt(111). The 
bars in orange represent the adsorbed anion without solvation and the bars in 
blue represent the adsorbed anion with water solvation. We use one explicit 
water molecule for all adsorbates, except for *OH which is solvated as a 1/3*OH-
1/3 *H2O bilayer, and for fluoride which is solvated by two water molecules. It 
is interesting to note that for most of the adsorbates the solvation effect is more 
predominant on PdMLPt(111), as noted by the more negative energy for the anion 
solvated with respect to that in vacuum. However, for bisulfate in the bidentate 
configuration, *HSO4 bid., bicarbonate *HCO3, and fluoride *F the solvation effect 
is slightly more predominant on Pt(111), by ~0.04 eV, ~0.05 eV and ~0.04 eV, 
respectively, as observed by the less negative energy difference of the solvated 
anion compared to the conditions in vacuum. 

Interestingly, we also find that water binds more strongly to PdMLPt(111) than 
to Pt(111). A single water molecule (at 1/9 ML coverage) binds ~0.15 eV stronger 
and within a 2/3 ML water adlayer the binding strength per water molecule is 
~0.03 eV stronger on the PdMLPt(111) compared to Pt(111). This suggests that the 
typically stronger adsorption seen for the anions on PdMLPt(111) with solvation 
vs. without solvation may be simply due to a stronger adsorption of water on the 
PdMLPt(111) surface. 
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FIGURE 5.7  
Relative DFT-calculated free energies on PdMLPt(111) calculated with respect to (w.r.t.) 
Pt(111) for perchlorate *ClO4, bisulfate in tridentate configuration *HSO4 t., bisulfate in 
bidentate configuration *HSO4 b., sulfate in tridentate configuration *SO4 t., hydroxyl 
*OH, bicarbonate *HCO3 and fluoride *F. The orange bars represent the free energies 
in vacuum and the blue bars represent the solvated free energies. 

While with DFT alone we cannot differentiate the phenomena in HI and HII 
separately, in conjunction with the experimentally observed pH, cation, and 
anion effects, we conclude that (i) the first feature in the low-potential peak on 
the PdMLPt(111), the region of HI and HII, is comprised of an exchange between 
adsorbed *H and *OH + *H2O adlayer matching the location, total charge, and 
ratio of *H/anion charge displaced as measured by experiment, and (ii) that this 
region (HI and HII) is affected by the specific adsorption of perchlorate. 
Additional DFT studies should be performed to further investigate the effects of 
perchlorate coverage, and near-surface solvation, as well as methods to 
accurately and reliably define the free energy of solution-phase anions, so that 
the competition between adsorbed hydroxide and adsorbed perchlorate can be 
confidently quantified. 

We have also shown that our DFT model gives a good estimate of the 
adsorption potentials of *SO4 and *HSO4 on Pt(111) and PdMLPt(111), matching 
qualitatively those obtained experimentally, giving further semi-quantitative 
confidence in the perchlorate results. Lastly, in agreement with the experimental 
results, DFT also supports stronger anion binding on PdMLPt(111) compared to 
Pt(111). 

Hydroxyl adsorption plays an important role in catalytic reactions such as the 
oxygen reduction reaction, and its adsorption trends have helped explain non-
Nernstian pH dependence shifts on Pt(110) and Pt(100). Such shifts are a result of 
a weaker binding of *OH on the surface, due to an effect of alkali metal cations in 
alkaline solutions.33 Therefore, studying *OH adsorption on the PdMLPt(111), 
allows us to explain CV features and can provide further information for 
mechanistic studies where binding of *OH species serve as descriptor for catalytic 
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activity such as oxygen reduction. Similarly, anion adsorption is important for 
catalytic reactions such as formic acid oxidation, where it has been shown that 
the presence of pre-adsorbed sulfate induces a lower onset potential on Pt(111).62 
On Pd thin films, formic acid oxidation is suppressed by sulfate/bisulfate anions 
and CO formation is enhanced.63 Beyond catalytic reactions, specific adsorption 
of anions are of particular interest in studies of surface structure.64,65  

5.5 Conclusions 

In this Chapter, we identified the adsorption processes taking place in the 
various peaks of the blank voltammogram of the well-defined PdMLPt(111) 
surface in perchloric acid by means of experimental and computational studies. 
We showed that:  
(i) The “first hydrogen peak” HⅠ at 0.246 V vs RHE is not due to just adsorption 
and desorption of hydrogen, but actually involves the replacement of hydrogen 
by hydroxyl. The hydroxyl adsorption is sensitive to the nature of the electrolyte 
cation, in agreement with our previous work on stepped Pt electrodes.  
(ii) The “second hydrogen peak” HⅡ at 0.306 V vs RHE involves the exchange of 
*H/*OH to adsorbed perchlorate *ClO4. The coverage of the adsorbed 
perchlorate, can be assumed to be 1/3 ML on PdMLPt(111) at the positive end of 
the HII peak. If more strongly adsorbed anions are added to the electrolyte, the HI 
and HII peaks merge, and the high potential adsorption states are blocked; that is, 
strongly adsorbed anions suppress OH/O adsorption at both lower and higher 
potentials. In strong contrast to Pt(111), we have not identified any anion that we 
can safely assume to be not adsorbed specifically on PdMLPt(111).  

We believe that these detailed insights will be very important in correctly 
interpreting and understanding the catalytic properties of palladium and 
palladium-modified electrodes. 
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Here, we elucidate the atomistic details of how a palladium electrocatalyst 
avoids CO poisoning during both formic acid oxidation to carbon dioxide 
and carbon dioxide reduction to formic acid. To this end, we compare 
results obtained with a Pt(111) single-crystal electrode modified with and 
without a single monolayer of palladium. We apply (high-scan-rate) cyclic 
voltammetry together with density functional theory in a comparative 
fashion to explain the absence of CO poisoning on the palladium electrode. 
We show how the high formate coverage on PdMLPt(111) protects the 
surface from poisoning during formic acid oxidation, and why the 
adsorption of CO precursor dictates the delayed poisoning of PdMLPt(111) 
during CO2 reduction. We show that the nature of the hydrogen adsorbed 
on PdMLPt(111) is considerably different from Pt(111), supporting a model 
to explain the reversibility of this reaction. Our results can help in design 
catalysts for which CO poisoning needs to be avoided. 
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6.1 Introduction 

Low-temperature fuel cells consuming organic molecules as fuel have been 
regarded as a prospective solution to reduce our dependence on traditional 
fossil fuels.1,2 Formic acid is one of the fuel candidates to be employed in a 
so-called direct formic acid fuel cell (DFAFC).2,3 The electrocatalytic formic 
acid oxidation reaction has also been considered as a model reaction for the 
oxidation of more complex organic molecules.4 Of all pure metal electrodes, 
platinum and palladium show the highest formic acid oxidation activity. 
Formic acid oxidation on Pt surfaces has been studied extensively and the 
dual-pathway mechanism5 has been well established by the community.2 
This mechanism assumes that there are two parallel pathways in the 
reaction scheme. One pathway leads to the desired final product CO2 at 
relatively low potentials through a reactive intermediate (presumably some 
form of adsorbed formate6), and another pathway includes a chemical 
dehydration step leading to adsorbed CO, which acts as a poison blocking 
the surface and impedes further oxidation of formic acid. The identification 
of CO as the poisoning intermediate and its role in the oxidation 
mechanism has been widely accepted,7 but the nature of the reactive 
intermediate in the direct pathway is still under strong debate. The 
prominence of the CO poisoning pathway on Pt electrodes renders Pt an 
unsuitable catalyst for direct formic acid fuel cells and also not ideal for the 
study of the direct pathway.8,9  

Recent advances in catalyst development have led to the synthesis of Pd-
based metal nanoparticles with excellent catalytic properties towards 
formic acid oxidation.10–15 Pd-based catalysts for the electrochemical formic 
acid oxidation generally display high activity and, remarkably, the absence 
of CO poison formation. Therefore, Pd model electrodes can be used to 
study the mechanism of the direct pathway without the interference of CO 
poisoning, and, perhaps more importantly, to understand how CO 
poisoning can be avoided. However, Pd single crystals are difficult to 
prepare. Epitaxially grown Pd layers on a foreign metal are an interesting 
alternative, particularly Pt single-crystal surfaces modified by a Pd 
monolayer.10,11,16-20 The lattice parameters of both metals are close and it has 
been pointed out that the reactivity of Pd monolayer system is comparable 
to that of the corresponding Pd single crystal.21  

Palladium-based materials have also emerged as the best catalysts for the 
reverse reaction, i.e. carbon dioxide electroreduction to formic acid.22–26 
Theoretically, for a two-electron transfer reaction such as the conversion 
between formic acid and CO2, reversible catalysts with very low 
overpotential must exist,27 and palladium-based electrocatalysts seem to 
approach this ideal situation closely.  

This opens up the possibility of using palladium-based catalysts for 
application in unitized regenerative fuel cells based on carbon dioxide and 
formic acid. Recent efforts from our group have verified that Pd overlayers 
deposited on polycrystalline Pt, reduce CO2 to formic acid and may 
perform as reversible catalysts.22 Furthermore, PdxPt1-x nanoparticles were 
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applied as bifunctional electrocatalysts for both the CO2 reduction and 
formic acid oxidation and showed improved tolerance to CO poisoning and 
lower overpotentials.28 

In this Chapter, we perform systematic electrochemical studies of formic 
acid oxidation and carbon dioxide reduction on Pd monolayer decorated 
Pt single crystals and explore the important role played by the involved 
formate anions on the direct formic acid oxidation pathway. We also study 
both reactions in comparison to unmodified Pt single crystals. In 
combination with first-principles density functional theory calculations, 
our studies reveal the crucial role of adsorbed formate anions in inhibiting 
CO poisoning during the formic acid oxidation. On the other hand, CO 
poisoning does occur during CO2 reduction, but only at relatively high 
overpotential. Our DFT calculations indicate that the faster poisoning of 
Pt(111) during CO2 reduction is related to the much stronger binding of the 
key *COOH intermediate on Pt(111) compared to palladium. 

6.2 Experimental Results and Discussion 

6.2.1 Formic acid oxidation 

Figure 6.1 a shows the blank voltammogram of PdMLPt(111) in 0.1 M HClO4, 
compared to Pt(111). The PdMLPt(111) electrode exhibits the same 
characteristic regions as Pt(111). For Pt(111), these windows correspond to 
the H adsorption-desorption feature (0.05<E<0.35 VRHE), the double layer 
region (0.35<E<0.60 VRHE), and the adsorption-desorption process for OHads 
(0.60<E<0.90 VRHE).29 However, as we have shown recently and in Chapter 
5, for the PdMLPt(111) electrode, these regions correspond to different 
reactions.30 The two peaks in the “hydrogen region” of PdMLPt(111) involve 
the replacement of adsorbed H by adsorbed OH (peak at E=0.21 VRHE) and 
the replacement of adsorbed OH by adsorbed ClO4

- (peak at E=0.31 VRHE). 
At higher potential (>0.65 VRHE), the adsorbed perchlorate is replaced by a 
higher coverage of OHads or by adsorbed O. The primary reason for the 
strong difference between PdMLPt(111) and Pt(111) surface is the 
significantly stronger anion and OH adsorption on the PdMLPt(111) surface. 

In Figure 6.1 b, the voltammograms for the oxidation of formic acid on 
PdMLPt(111) and Pt(111) in 0.1 M HClO4 containing 50 mM HCOOH are 
shown. In perchloric acid, the effect of anion adsorption should be minimal, 
though we do note that we assume specific perchlorate adsorption on 
PdMLPt(111) above 0.30 VRHE (see previous paragraph). As shown in Figure 
6.1b, on the Pt(111) electrode formic acid oxidation starts from 0.35 VRHE 
along with a peak current of 2.2 mA cm-2 during the positive-going scan, 
with a slightly higher peak current density at 0.6 V during the negative-
going scan because the CO poisoning intermediate has been oxidatively 
stripped at potentials above 0.70 VRHE (as shown in Figure 6.1c). 
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FIGURE 6.1 
(a) Cyclic voltammogram of PdMLPt(111) electrode (red) and Pt(111) (black) in 0.1 
M HClO4. (b) Voltammograms for the oxidation of formic acid on PdMLPt(111) 
electrode (red) and Pt(111) (black) in 0.1 M HClO4 + 50 mM HCOOH. The 
evolution of 12 cycles on a rotating PdMLPt(111) (red) and Pt(111) (black) 
electrode at 1600 rpm with continuous cycling to two lower vertex potentials: one 
to the potential of the oxidation peak where no oxidative stripping of adsorbed 
CO takes place (see Figure 6.1c), and one to a higher potential at which adsorbed 
CO is oxidatively stripped off. Scan rate: 50 mV s-1. (c) CO stripping 
voltammogram for PdMLPt(111) electrode (red curve) and Pt(111) (black curve) in 
0.1 M HClO4. Scan rate: 10 mV s-1.  

Figure 6.1b also shows the fast deactivation of the formic acid oxidation on 
Pt(111) due to the accumulation of the surface adsorbed CO generated if 
we cycle to a vertex potential of 0.6 VRHE at which the adsorbed CO is not 
oxidatively stripped. The formic acid oxidation current decreases fourfold 

after 12 cycles. These results are consistent with previous results for Pt(111), 
namely there exists two parallel pathways (direct and CO formation 
pathway) during the positive-going scan, while the negative-going scan 
after CO has been oxidatively stripped at high potential is usually chosen 
as representative for the formic acid oxidation through the direct pathway 
only.31 

For the PdMLPt(111) electrode, a peak current density of 11.0 mA cm-2 at 
0.38 VRHE (ca. four times higher current than on Pt(111), at a 0.2 V lower 
potential) is observed together with a low onset potential at around 0.20 
VRHE. The remarkable observation in Figure 6.1b is that there is hardly any 
hysteresis for the oxidation current in the positive- and negative-going scan 



C H A P T E R  6  

 109 

of PdMLPt(111) electrode between 0.05 and 0.40 VRHE, suggesting the absence 
of CO poisoning. Therefore, only the formic acid oxidation direct pathway 
occurs, in agreement with previous studies.10,18 Figure 6.1c shows that 
surface-adsorbed CO on the PdMLPt(111) electrode cannot be oxidatively 
stripped until the positive-going scan reaches 0.90 VRHE. Comparison of the 
blank voltammograms of PdMLPt(111) and Pt(111) in Figure 6.1a with the 
formic acid oxidation curves in Figure 6.1b indicates that the onset of formic 
acid oxidation appears to coincide with hydrogen desorption at 0.20 VRHE, 
suggesting that the adsorbed hydrogen inhibits the formic acid oxidation 
at low potential. 

Figure 6.1c shows the CO stripping voltammograms of PdMLPt(111) and 
Pt(111) surfaces in 0.1 M HClO4, resp. Very low currents are measured on 
both PdMLPt(111) and Pt(111) electrodes during the positive-going scan 
until 0.6 VRHE, implying that both surfaces are completely blocked by 
adsorbed CO at low potential. From this observation we conclude that CO 
binds strongly and irreversibly to both surfaces. For Pt(111), the oxidative 
stripping peak for adsorbed CO is located at about 0.72 VRHE

 and the 
subsequent scan shows the well-known butterfly feature of Pt(111) in 0.1 M 
HClO4. By comparing to Pt(111), the CO stripping peak of PdMLPt(111) 
electrode is shifted to more positive potentials, between 0.80 and 0.90 VRHE, 
suggesting slower CO oxidation kinetics on PdMLPt(111) compared to 
Pt(111) under identical experiment conditions, in agreement with a 
previous report.32 The charge corresponding to the CO stripping peak is 
related to the CO coverage, from which we estimate the coverages of CO 
on Pt(111) and PdMLPt(111) electrode to be 0.69 and 0.75 ML, respectively, 
consistent with previous reports for Pt(111)33,34 and Pd(111).35 From these 
observations, we infer that we cannot ascribe the lack of CO poisoning 
during formic acid oxidation on PdMLPt(111) to a lower CO adsorption 
strength; if anything, the stripping results show that CO binds stronger to 
PdMLPt(111) than to Pt(111).  

6.2.2 Formate adsorption isotherm  

Given the important role of adsorbed formate in the oxidation mechanism, 
we want to compare the adsorbed formate coverages for Pt(111) and 
PdMLPt(111) as a function of potential. At normal scan rates, the 
electrochemical signal corresponding to formate adsorption is masked by 
the formic acid oxidation currents; however, by employing higher scan 
rates, it is possible to detect adsorbed formate.31 The current for the 
reversible formate adsorption/desorption process is proportional to the 
scan rate, whereas the current for the oxidation of formic acid is 
independent of the scan rate as this is a process which is purely controlled 
by the kinetics of the reaction.  
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FIGURE 6.2 
Voltammograms of (a) Pt(111) and (b) PdMLPt(111) electrode in 0.1 M HClO4 
(black line) and 0.1 M HClO4 + 50 mM HCOOH (red line) solution at a high scan 
rate of 50 V s-1. (c) Comparison between the coverage of adsorbed formate as a 
function of potential on the PdMLPt(111) and Pt(111) electrode. 

Thus, by selecting fast enough scan rates, the current corresponding to the 
adsorption process will be much larger than the current corresponding to 
the oxidation of the intermediate so that this latter contribution can be 
considered negligible. 

Figure E2 a and b in the Appendix E show the blank voltammograms of 
Pt(111) and PdMLPt(111) in 0.1 M HClO4 solution recorded at 0.05 and 50 V 
s-1, resp. As can be seen, the currents associated to the typical Hupd region, 
the double layer region and the OH adsorption region of the Pt(111) 
electrode in perchloric acid media recorded at 50 V s-1 have increased 3 
orders of magnitude in comparison to that of 0.05 V s-1, as expected. 
Although there appears to be a change in shape in the low potential region 
(0.05<E<0.40 VRHE) of PdMLPt(111) recorded at 50 V s-1 compared to the 
blank at 0.05 V s-1, the charge associated to the Hupd and anion adsorption 
has the same value of 240 µC cm-2. The OH adsorption profile of the 
PdMLPt(111) electrode, between 0.65 and 0.80 VRHE, recorded at 50 V s-1 also 
increases 3 orders of magnitude compared to that recorded at 0.05 V s-1. In 
the presence of formic acid, as shown in Figure 6.2a, the high-scan-rate 
voltammogram of Pt(111) is practically symmetric through the j=0 axis, 
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which indicates that currents are mainly due to adsorption processes and 
that the contribution from the continuous formic acid oxidation process can 
be neglected. 

The characteristic H adsorption-desorption feature between 0.05 and 0.35 
VRHE is similar to what is found in 0.1 M HClO4, the signal corresponding 
to formate adsorption is observed between 0.38 and 0.70 VRHE, whereas the 
OH adsorption feature has diminished due to the blocking effect of 
adsorbed formate, in agreement with previous fast voltammetry results.31 
The potential region of adsorbed formate agrees with that observed by 
ATR-FTIR on polycrystalline Pt electrodes.36 Figure 6.2b shows the high-
scan-rate voltammogram of PdMLPt(111) in 0.1 M HClO4 + 50 mM HCOOH. 
The characteristic H-OH-anion feature between 0.05 and 0.40 VRHE overlaps 
with the signal corresponding to formate adsorption, whereas the OH/O 
adsorption feature has diminished due to the formate blocking effect. To 
determine the charge corresponding to the adsorption of formate (QHCOO) 
on the PdMLPt(111) electrode, we calculate the charge corresponding to the 
adsorption states in the presence of formate, and subtract the charge 
corresponding to the feature H-OH-anion (QH, anions) in the absence of formic 
acid (see Figure 6.2b). 

If the double layer capacity of Pt(111) is the same in the absence and 
presence of formic acid, we can obtain the experimental isotherms for 
formate absorption on both surfaces from high scan-rate voltammetry, 
assuming an electrosorption valency equal to -1. According to the 
spectroscopic studies, the adsorbed formate (HCOO) on the Pt 6,37and Pd38,39 
surface is bidentate formate. It is now generally agreed that the adsorbed 
bidentate formate species exist stably on the surface and does not desorb 
oxidatively as CO2.7,40,41 Therefore, the bidentate formate should be 
considered as a spectator species in the formic acid oxidation pathway. A 
fully saturated layer of bidentate formate has a coverage of 0.5 ML per Pt 
surface atom. 

Comparing the bidentate formate coverage-electrode potential curves in 
Figure 6.2c on Pt(111) and PdMLPt(111) electrode, the bidentate formate 
adsorbate reaches a higher coverage of 1/3 ML on PdMLPt(111) compared 
to that of 1/4 ML on Pt(111). Also, formate binds at ca. 0.20 V lower 
potential on PdMLPt(111), implying stronger adsorption of formate on the 
palladium-modified surface.  

6.2.3 Formate and CO production from CO2 reduction 

Next, we turn our attention to a comparison of CO2 electroreduction on 
PdMLPt(111) and Pt(111). Figure 6.3a and b show the production of formic 
acid and (adsorbed) CO from the reduction of CO2 on PdMLPt(111) (Figure 
6.3a) and Pt(111) (Figure 6.3b) electrode as a function of potential. The 
formic acid production was followed with online HPLC as introduced in 
the Experimental Section. Figure 6.3a shows the production of formic acid 
on the PdMLPt(111) electrode starts at a potential of -0.29 VRHE and  
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FIGURE 6.3 
Formation of formic acid detected with online HPLC and the CO coverage 
calculated from stripping voltammograms on (c) PdMLPt(111) and (d) Pt(111) 
electrode under the same experimental condition.  

approaches a peak production around -0.60 VRHE, and the trend here is 
similar to our previous results of PdxPt(1-x) nanoparticles.22 Recently 
reported Pd catalysts also demonstrate formate formation at low 
overpotential and high efficiency.23 On the other hand, Pt(111) does not 
produce any measurable amounts of formic acid. Previous studies have 
shown both Pt(111)42 and Pd(111)43 single crystal electrodes to be inefficient 
CO2 electroreduction catalysts as they convert CO2 to adsorbed CO as the 
major product.  

To investigate the formation of CO during CO2 reduction on the 
PdMLPt(111) and Pt(111) electrode, experiments were carried out by 
stripping off adsorbed CO by going to positive potentials. We first scanned 
the potential to different negative vertex potentials performing CO2 
reduction at 1 mV s-1 following the same process as with online HPLC. 
Next, the electrode was scanned to positive potentials at 10 mV/s, in the 
same cell immediately after finishing CO2 reduction to avoid any 
contamination/exposure to air during electrode transfer. The 
corresponding cyclic voltammograms are shown in the Appendix E (Figure 
E4 a and b). From the CO stripping charges, we can determine the CO 
surface coverage generated during the CO2 reduction; these CO coverages 
are shown as red data points in Figure 6.3. 

Figure 6.3 shows that on the PdMLPt(111) electrode CO2 reduction starts 
producing adsorbed CO at potentials more negative than -0.475VRHE, 
whereas on Pt(111) adsorbed CO is formed at potentials more negative than 
-0.25 VRHE. On PdMLPt(111), the CO coverage saturates at ca. -0.70 VRHE. 
Comparing to the production of formic acid in Figure 6.3a, it is also clear 
that the formation of formic acid drops as the PdMLPt(111) electrode 
becomes saturated with adsorbed CO. This is thus a clear indication that 
the PdMLPt(111) electrode is able to reduce CO2 to formic acid at low 
overpotential window but becomes passivated due to the formation of a 
CO adlayer when the potential is more negative.  
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6.3 DFT Results and Discussion 

To better understand the experimental observations during formic acid 
oxidation and electrochemical CO2 reduction on PdMLPt(111) compared to 
Pt(111), we used DFT to calculate the free energies of formation of the 
adsorbed species involved in the reactions, *H, *OCHO, *COOH, and *CO. 
We will focus on explaining the absence of *CO poisoning on PdMLPt(111) 
during formic acid oxidation at low potentials, in comparison to the rapid 
poisoning on Pt(111) (see Figure 6.2), based on the adsorption 
characteristics of formate *OCHO. In the case of the CO2 reduction reaction, 
we will provide a thermodynamic explanation of the rapid CO poisoning 
of Pt(111) vs PdMLPt(111) based on the adsorption energetics of *COOH, the 
precursor of *CO, on both surfaces. 

6.3.1 Formic acid oxidation 

 

FIGURE 6.4 
Formation energies of adsorbed *OCHO, *H, *COOH, and *CO at 1/9 ML 
coverage at 0 V vs. RHE on PdMLPt(111), Pt(111) and Pd(111) from formic acid in 
solution. *OCOH in bright orange is non solvated and in dark orange/red it is 
solvated, *OCHO-sol. *COOH in light green is non solvated and in dark green it 
is solvated, *COOH-sol. 

Figure 6.4 shows the free energies of formation of *H, *CO, *OCHO, 
*COOH at 1/9 ML coverage at 0 V vs RHE. The free energy of *COOH in 
the absence of solvation is in light green and with solvation *COOH-sol, in 
dark green, and for *OCHO, bright orange is without solvation and dark 
orange/red is with solvation. The energies shown in Figure 6.4 are 
calculated from formic acid in the solution phase. For solvated *COOH, we 
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used *COOH with two water molecules, one of which is hydrogen bonded 
to the OH in *COOH, and for solvated formate we used 1 H2O molecule; 
for more details about solvation, see the Appendix E. The most favorable 
adsorption sites on all electrode surfaces for *H and *CO were the highly 
coordinated fcc hollow sites. Note that for Pt(111) we used *CO atop 
configuration instead, as experimentally this is known to be the preferred 
site. The difference in energy between atop and fcc for *CO on Pt(111) at 
1/3 ML coverage is ~ 0.1 eV. We found that the most favorable 
configuration of formate, *OCHO, is bound to the surface of the electrode 
through the oxygen atoms with each oxygen adsorbed atop a surface atom.  
The adsorption trend on PdMLPt(111) and Pd(111) is *OCHO-sol < *COOH-
sol < *H <*CO, and on Pt(111) surface, hydrogen has a weaker adsorption 
than *COOH-sol, and the trend is *OCHO-sol < *H < *COOH-sol <*CO.  
However, at higher coverages of 1/4 ML, the adsorption energy of *H is 
more favorable than that of *COOH-sol. Also, formate adsorption is 
significantly more favorable on PdMLPt(111) than on Pt(111) and Pd(111), 
while *COOH-sol adsorption is more favorable on Pt(111) than on 
PdMLPt(111) and Pd(111), and this trend holds for both coverages, 0.11 ML 
and 0.25 ML. Bader charge analysis shows more negative charge retained 
on the adsorbates adsorbed on PdMLPt(111) and Pd(111) than on Pt(111). 
(See Table S4 in the Appendix E). We can conceptually explain this formate 
adsorption and charge trend in terms of the different work functions of the 
catalysts, where the surface with the lower work function is expected to 
have a higher affinity for anion adsorption (and hence also a corresponding 
lower potential of zero charge). The trend in work function follows 
PdMLPt(111) (5.14 eV)< Pd(111) (5.29 eV) < Pt(111) (5.74 eV). 
 

 

FIGURE 6.5 
Formation energies (left y axis) and corresponding adsorption potentials (right y 
axis) for adsorbed formate from formic acid in solution as a function of coverage, 
on PdMLPt(111) (green), Pd(111) (blue), and Pt(111) (red). 
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We further investigated formate adsorption on each surface, by calculating 
the formate adsorption energy as a function of coverage, see Figure 6.5. We 
find that formate adsorbs significantly more strongly on PdMLPt(111) than 
Pt(111) and Pd(111) at all investigated coverages, in agreement with the 
experimental results in Figure 6.2. At high coverages, beyond 0.33ML, 
formate anions can no longer adsorb in a bidentate configuration, and 
adsorption is significantly less favorable on all three surfaces than 
adsorption at low coverages. In the potential region where formic acid 
oxidation occurs, above 0.2 and 0.4 V for PdMLPt(111) and Pt(111), resp. (see 
Figure 6.1), formate can favorably adsorb up to relatively high coverages of 
0.33 ML, where 2/3 of the surface atoms are blocked. Therefore, we have 
investigated the effect of this adsorbed formate, from 0.11ML to 0.33ML, on 
the formation of the adsorbed reaction intermediates, *H, *CO, *COOH-sol 
from formic acid. The results are shown in Figure 6.6 .  
 

 

FIGURE 6.6  
Free energies of formation of  adsorbed *H, *CO, and *COOH at 1/9 ML at 0 V vs 
RHE, for PdMLPt(111) and Pt(111), as a function of different coverages of co-
adsorbed formate from 0.11ML to 0.33ML also including 0.25 ML for Pt(111) as 
specified with the arrow, because this is the experimentally observed maximum 
coverage on Pt(111). Only the low and higher coverages for *COOH are shown 
(0.11ML and 0.33ML), where *COOH-sol (blue) is with solvation and *COOH (light 
blue) is without. Connecting lines are only intended as a guide for the eye. 

Figure 6.6 shows the formation free energies of adsorbed *H, *CO, and 
*COOH-sol co-adsorbed with formate at coverages from 0.11ML to 0.33ML 
on PdMLPt(111) (left) and Pt(111) (right). The free energy of the solvated 
*COOH-sol with 0.33ML of *OCHO, contains an upper bound estimate of 
the solvation effect on *COOH, as the solvation energy calculated for the 
non-co-adsorbed system is added to the free energy of the co-adsorbed one. 



H O W  P A L L A D I U M  P R O H I B I T S  C O  P O I S O N I N G  D U R I N G  E L E C T R O C A T A L Y T I C  F O R M I C  
A C I D  O X I D A T I O N  A N D  C A R B O N  D I O X I D E  R E D U C T I O N  

 116 

This is less computationally intensive than modelling explicit solvation for 
the high-coverage co-adsorbed system (see Appendix E for more details). 

For PdMLPt(111) the adsorption strength of *H is not significantly altered 
when co-adsorbed with 0.11ML to 0.22ML of formate, and its adsorption 
energy is more positive (less favorable) than that of *CO at the same 
conditions. However, because the adsorption strength of *CO is more 
strongly affected by the presence of co-adsorbed formate, at formate 
coverages of 0.33 ML, the trend is reversed and *CO is clearly less favorably 
adsorbed than *H by ~ 0.20 eV. Thus, at 0.33 ML formate coverage, it is 
more favorable for *H to be co-adsorbed with formate than *CO. 
Furthermore, adsorbed formate at 0.33ML weakens *COOH-sol adsorption, 
as seen in Figure 6.6 , and consequently hinders its further dissociation to 
*CO, providing a further reason why CO poisoning is not observed during 
formic acid oxidation in the experiments on PdMLPt(111). 

For Pt(111), the presence of formate also weakens *H and *CO adsorption 
but not as significantly as on PdMLPt(111), meaning that the effect of formate 
on their adsorption strength is smaller on Pt(111). The effect of co-adsorbed 
formate on the difference in the formation energy of *CO and *H is also 
smaller on this surface than on PdMLPt(111). At formate coverages of 0.33 
ML, the difference in *H, and *CO adsorption strength is only 0.05 eV. 
Furthermore, as formate adsorption is weaker on Pt(111) than on 
PdMLPt(111), its adsorption potential is more positive (see Figure 6.5), and 
in general a lower coverage of formate will be adsorbed on Pt(111) than on 
PdMLPt(111) at the onset of formic acid oxidation. At a formate coverage of 
0.25 ML, the Pt(111) surface is only 50% covered, leaving active sites 
available for *CO formation from its precursor *COOH-sol, given its 
favorable formation energy even in the presence of this co-adsorbed 
formate. This results in *CO poisoning of Pt(111) during formic acid 
oxidation. Thus, formate adsorption is important for formic acid oxidation 
in both PdMLPt(111) and Pt(111), not as an active intermediate, but more as 
a self-protector against CO poisoning, and this is more significant on 
PdMLPt(111) than on Pt(111).  

6.3.2 Adsorbed CO formation during CO2 reduction 

Figure 6.7 shows the formation free energies of adsorbed *OCHO, *COOH, 
*CO and *H, on PdMLPt(111), Pt(111) and Pd(111) calculated relative to CO2 
(g), electrons and protons. The adsorption energy trend at 1/9 ML coverage 
on PdMLPt(111) and Pd(111) follows *OCHO-sol < *COOH-sol<*H <*CO 
whereas on Pt it is *OCHO-sol <*H <*COOH-sol <*CO. The main difference 
in the trends is that on Pt(111) the adsorption strength of *COOH-sol is 
stronger than that of *H at this coverage. *CO and *OCHO-sol are much 
more strongly adsorbed on PdMLPt(111) and Pd(111), but *COOH is much 
more strongly adsorbed on Pt(111). In the case of hydrogen, its adsorption 
free energy is similar on all the surfaces.  
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FIGURE 6.7 
Formation energies of *OCHO, *H, *COOH, and *CO at 1/9 ML coverage at 0 V 
vs. RHE on PdMLPt(111), Pt(111) and Pd(111) calculated relative to CO2 (g), 
protons and electrons and for *H, calculated relative to (H+ + e-). *OCOH in bright 
orange is non solvated and in dark orange (red) is solvated, *OCHO-sol.*COOH 
in light green is non solvated and in dark green is solvated, *COOH-sol. 

The first observation we make from Figure 6.7 is that under *H is always 
more stable than *OCHO. This is basically in agreement with our 
observation from Figure 6.1 that *H inhibits formate adsorption. Therefore, 
we consider that *OCHO is not the intermediate in the CO2 reduction to 
formic acid/formate. There is growing agreement in the literature that for 
catalysts that to reduce CO2 close to the thermodynamic potential, 
including palladium, the key intermediate is *H, i.e. hydride.23,44 Formate is 
then formed by nucleophilic attack of the *H to the carbon of CO2. 23,44 

It is therefore likely that during the reduction reaction, the surfaces are 
covered with hydrogen. With this in mind, we investigated the effect of 1/3 
and 1 ML hydrogen coverage on the adsorption energetics of *COOH (see 
Figure E6), and the chemical nature of the adsorbed hydrogen by 
calculating partial Bader charges (see Table S4) and the corresponding 
work function (Table S5) for 1/9, 1/3, and 1 ML coverages, which provides 
a qualitative analysis of our results. From Figure E6 we observe that the 
*COOH free energy of adsorption becomes less favorable as hydrogen 
coverage increases due to repulsion interactions, but *COOH remains more 
favorably adsorbed on Pt(111) than on PdMLPt(111) and Pd (111). We note 
that from experiment (Figure 6.3) *CO formation starts 0.25 V earlier on 
Pt(111), and in Figure E6, the adsorption energy of *COOH in the presence 
of 1 ML of H* looks to be roughly 0.25 eV more favorable on Pt(111) than 
on PdMLPt(111). 
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It is interesting to note that the partial charge of the hydrogen adsorbed 
on the PdMLPt(111) surface is much more negative than that on the Pt(111) 
surface at all coverages. This creates a different trend in dipole 
moment/work function on the surfaces: an increase on PdMLPt(111) and a 
decrease on Pt(111) up to 1ML, see Table S4 and Table S5 in the Appendix 
E. Our DFT results match the trend seen in experimentally measured 
changes in work function of Pt(111)45 and Pd(111) in UHV during the 
adsorption of hydrogen. Although we do not have direct evidence for the 
exact mechanism to form formic acid, we hypothesize that the significantly 
different chemical states of the hydrogen on Pd vs. Pt play an important 
role. Since hydrogen has a more negative partial charge on PdMLPt(111) 
than on Pt(111), it is expected to act as a reactive hydride species 
(facilitating a nucleophilic attack to the carbon) to form formic acid.44,46 On 
PdMLPt(111), the partially negatively charged hydrogen can either be 
transferred to a non-adsorbed CO2 molecule that is very close to the surface, 
or to the carbon of adsorbed *COOH. This nucleophilic attack is less likely 
to occur on Pt(111) because the surface hydrogen has much less negative 
partial charge. Also, on Pt(111) the *COOH adsorbs more strongly, leading 
to the surface becoming covered/poisoned with CO* at a less negative 
potential, so that the nucleophilic attack by H* on CO2 cannot occur. 

On the basis of Figure 6.7, *COOH-sol adsorption is more favorable on 
Pt(111) than on PdMLPt(111). The limiting potentials for the formation of 
*COOH-sol on PdMLPt(111) and Pt(111) are 0.23 and 0.49 VRHE. Therefore, 
formation of *CO from its precursor *COOH-sol is likely to occur on Pt(111) 
at less negative potentials compared to PdMLPt(111), in good agreement 
with the experimental observations (see Figure 6.3). Also note that *COOH-
sol needs to replace *H, which is favorable only on Pt(111) (see Figure 6.7). 
Therefore, *CO formation is more likely to occur on Pt(111) than on 
PdMLPt(111) as the adsorption of its precursor *COOH occurs at earlier 
potentials than on PdMLPt(111). Once the surface is covered with *CO, *H 
can no longer form and the pathway to forming formic acid/formate is 
blocked.  

6.4 General Discussion 

6.4.1 Formic acid oxidation 

The experimental results and the DFT calculations indicate that adsorbed 
formate plays a key role in preventing CO poisoning on the PdMLPt(111) 
electrode during formic acid oxidation. The DFT calculations predict that 
the effect of co-adsorbed formate towards weakening CO* is larger on 
PdMLPt(111) than on Pt(111), such that at the maximum coverage of formate 
on PdMLPt(111), i.e. 0.33 ML, the formation energy of CO is unfavorable 
compared to the formation energy of adsorbed H at this conditions, 
whereas at the maximum coverage of formate on Pt(111), i.e. 0.25 ML, the 
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formation energy of CO is still more favorable compared to H. Therefore, 
CO formation from *COOH is suppressed on PdMLPt(111), but still happens 
on Pt(111). There is, however, an additional geometric argument why CO 
poisoning on PdMLPt(111) would be suppressed. It is well known that the 
formation of CO from formic acid requires an ensemble site of two (or more) 
neighboring free sites.7,47 The PdMLPt(111) shows strong formate adsorption 
with a high saturation coverage of 0.33 ML. This 1/3 ML formate coverage 
means that at full coverage, 2/3 of the Pd surface atoms are blocked and 
the ensemble site of two neighboring Pd sites is not available. Therefore, 
CO poisoning is inhibited geometrically. On the other hand, the 1/4 ML 
saturation coverage of formate on Pt(111) is not high enough to block the 
ensemble site, and hence the Pt(111) surface becomes easily poisoned by 
CO.  

Interestingly, while the formation of *CO is blocked on the 0.33 ML 
formate-covered PdMLPt(111) electrode, formic acid oxidation still takes 
place with high rate. This can be explained by recent models for formic acid 
oxidation, which consider adsorbed formate as a “spectator”, and which 
identify the active formate intermediate as a formate species interacting to 
the surface through the C-H bond. This configuration with the C-H 
pointing to the 1/3 ML of “free” PdMLPt(111) surface sites can react to CO2 
by fast C-H cleavage due to the affinity of the Pd surface to hydrogen. Note 
that in this picture, adsorbed formate is more than a spectator, as it 
specifically blocks the surface from CO formation, and thereby protects the 
surface from poisoning. On Pt(111), the adsorbed formate does not bind 
strong enough to play the same role. In more chemically intuitive terms, we 
attribute this ability of palladium to “self-protect” from CO poisoning to 
the higher affinity of Pd and PdMLPt(111) to anions. We relate the higher 
anion affinity of PdMLPt(111) and Pd compared to Pt(111) to their lower 
work function, and hence a lower potential of zero charge. 

Our model for formic acid oxidation and the mechanism of CO 
poisoning is illustrated in Figure 6.8a. On PdMLPt(111), the surface is 
covered with such a high coverage of formate, that the only remaining 
interaction of formate with the surface is through the C-H bond. This 
interaction cleaves the C-H bond and releases CO2. The pathway to *CO 
formation is blocked because the ensemble site for CO formation is 
unavailable and because the binding of CO at such a high formate 
coverage is highly unfavorable. On Pt(111), the formate coverage is 
lower. Formate is presumably still activated through cleaving the C-H 
bond, making the adsorbed formate an inactive spectator species. 
However, the ensemble site for CO formation is available and the 
binding of CO at this formate coverage is still reasonably favorable. As 
a result, the surface will accumulate *CO and becomes poisoned.  

We have attempted to test this model for the PdMLPt(100) electrode, 
which shows a mass-transport-limited formic acid oxidation at normal 
scan rate.20 Figure E3 shows fast voltammetry results for the formic acid 
oxidation on PdMLPt(100) electrode. Unfortunately, the oxidation of 
formic acid on PdMLPt(100) electrode is still very fast, even in 0.1 M 
HClO4 + 50 mM HCOOH at 50 V s-1, so that this electrode is too active 
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to determine the saturation coverage of adsorbed formate, and hence 
we cannot confirm that on PdMLPt(100), adsorbed formate protects the 
surface from CO poisoning. 
 

 

FIGURE 6.8 
a) Illustration of the model mechanism for CO poisoning pathway during formic 
acid oxidation on PdMLPt(111) (upper drawing) and Pt(111) (lower drawing) with 
top views of the surfaces on the left and side views on the right. During formic 
acid oxidation the coverage on PdMLPt(111) is 1/3 ML, and on Pt(111) is 1/4 ML. 
On Pt(111) the necessary two neighboring surface atoms for *CO formation from 
*COOH are available, while on PdMLPt(111) they are not available. b) Illustration 
of the model mechanism for CO poisoning pathway during CO2 reduction 
reaction, on PdMLPt(111) (upper sketch) and Pt(111) (lower sketch). Note that 
*COOH is adsorbed on Pt(111) at a less negative potential than on 
PdMLPt(111).Oxygen is in red, carbon in grey, hydrogen in white. 
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6.4.2 The CO2 reduction 

Pd surfaces produce formate at low potential close to the thermodynamic 
potential of formic acid formation from CO2 reduction. At more negative 
potentials, the surface passivates due to the accumulation of CO.22,23 The 
electrochemically generated surface adsorbed hydrogen has been 
hypothesized to play key role during the electrohydrogenation of CO2 to 
formate on the Pd surface.23 In this case, high-coverage formate adsorption 
cannot explain the absence of CO poisoning at low overpotential, as 
formate adsorbs only at potentials positive of hydrogen adsorption (see 
Figure 6.2). Therefore, we also consider it unlikely that adsorbed formate is 
the intermediate in the CO2 reduction on palladium. Supporting the 
hypothesis of the electrochemically generated adsorbed hydrogen being 
the reactive species, DFT shows that the nature of this adsorbed hydrogen 
differs significantly from PdMLPt(111) to Pt(111). On PdMLPt(111) it is more 
negatively charged than on Pt(111), and this negatively charged hydrogen 
(“hydride”) can be transferred to a positively charged carbon (on a CO2 
molecule close to the surface (or to an adsorbed *COOH)) through a 
nucleophilic attack, to form formate.44,46 Another attractive feature of this 
model for formate formation is that it is, on the molecular level, the exact 
reverse of how formate is oxidized, namely through the 
formation/cleavage of a C-H bond with the H interacting with the catalyst 
surface. It is likely that this molecular reversibility is related to the observed 
kinetic reversibility of this reaction, when carried out on a suitable catalyst. 

The DFT calculations suggest that the CO poisoning during CO2 
reduction is related to the stability of the *COOH intermediate. Since 
*COOH is considerably more stable on Pt(111) compared to PdMLPt(111), 
CO poisoning happens much faster on Pt(111) and formic acid/formate is 
not produced (see Figure 6.3). Our model for CO poisoning during CO2 
reduction reaction is illustrated in Figure 6.8b. In summary, on Pt(111) 
*COOH adsorbs at less negative potentials than on PdMLPt(111). However, 
at sufficiently negative potential, *COOH formation becomes favorable on 
PdMLPt(111) as well and therefore we start seeing *CO poisoning also on 
that surface.  

In this Chapter, we have used a well-defined epitaxially grown Pd 
monolayer on Pt(111) in comparison to a Pt(111) single crystal electrode to 
unveil the detailed relationship between surface structure, adsorbed 
intermediates, and reactivity for electrocatalytic formic acid oxidation and 
CO2 reduction, with the specific aim to understand the ability of Pd 
catalysts to withstand CO poisoning. The PdMLPt(111) surface shows a 
higher activity for formic acid oxidation than Pt(111). Our fast-scan 
voltammetry results show a higher coverage of 1/3 ML formate anion 
adsorption on the PdMLPt(111) electrode compared to a saturation coverage 
of 1/4 ML on Pt(111). Supported by DFT results, we argue that the high 
binding energy of formate and the resulting higher coverage of formate 
anions, blocks the ensemble site necessary for CO formation, explaining 
why palladium does not poison by CO during formic acid oxidation. 
During CO2 reduction, the electrochemically generated adsorbed surface 
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hydrogen is significantly more negatively charged on PdMLPt(111) than on 
Pt(111), and as a result, formation of formate via a nucleophilic attack of the 
negatively charged hydrogen to a positively charged carbon is more likely. 
The PdMLPt(111) surface produces formate at a low potential of -0.29 VRHE 
but starts producing adsorbed CO at potentials more negative than -
0.475VRHE, whereas Pt(111) is poisoned at less negative potential and never 
produces formate. Combined experimental and DFT results suggest that 
the faster poisoning on Pt(111) compared to PdMLPt(111) is due to stronger 
adsorption of *COOH, the precursor of *CO, at less negative potentials on 
Pt(111). 

6.5 Experimental Section 

6.5.1 Electrochemical Measurements 

Electrolytes were prepared from ultrapure water (Merck Millipore, 18.2 
ΜΩ cm, TOC<3 ppb) and high-purity reagents (Merck Suprapur, Sigma-
Aldrich Trace Select). Before each experiment, the electrolytes were first 
purged with argon (Air Products, 5.7) for 30 min to remove air from the 
solution. In the case of CO2 reduction experiments, the electrolyte was 
subsequently purged with CO2 (Linde, 4.5) for at least 30 min to saturate 
the solution. For CO stripping experiments, the single-crystal electrode was 
in contact with a CO (Linde 6.0) saturated solution in hanging meniscus 
configuration at fixed potential of 0.1 VRHE for 30 s, which is sufficient to 
form a complete monolayer of CO on the electrode. Afterwards, argon was 
bubbled for 15 min to remove CO from the solution, followed by the CO 
oxidative stripping experiment. 

Cyclic voltammetry measurements were carried out in standard 
electrochemical cells using a three-electrode assembly at room 
temperature. All glassware was cleaned in an acidic solution of potassium 
permanganate overnight, followed by rinsing with an acidic solution of 
hydrogen peroxide and repetitive rinsing and boiling with ultrapure water. 
Pt(111) and Pt(100) bead-type electrodes were used as working electrodes 
(diameter of 2.27 mm and 3.46 mm, resp.) for cyclic voltammetry, and 10 
mm disk-type electrodes were used for online high performance liquid 
chromatography (HPLC) experiments, resp. Prior to each experiment, the 
working electrodes were prepared according to the Clavilier method.48 A 
platinum wire was used as counter electrode and a reversible hydrogen 
electrode (RHE), in a separate compartment filled with the same electrolyte, 
at the same pH as the electrolyte in the electrochemical cell, was employed 
as the reference electrode. The electrochemical measurements were 
performed with the single-crystal electrode in the hanging meniscus 
configuration. The potential was controlled with an Autolab PGSTAT302N 
potentiostat. The fast-scan cyclic voltammetry experiments were 
performed using a Bio-Logic SP-300 potentiostat. The current density 
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shown here represents the measured current normalized to the geometric 
area of the working electrode. 

6.5.2 Preparation of Pd monolayers on Pt(111) and Pt(100) single 
crystals 

The Pd monolayers were prepared using the method similar to the one 
reported before.21,49 The freshly prepared Pt(111) and Pt(100) electrodes 
were immersed into a Pd2+ containing solution at 0.85 VRHE, where no Pd 
deposition occurred, and the potential was continuously cycled between 
0.07 and 0.85 VRHE at 50 mV s-1. The amount of palladium on the Pt(111) 
surface was monitored by following the evolution of the voltammetric peak 
at 0.23 VRHE (as shown in Figure E1 a), characteristic of the presence of Pd 
adatoms, whose charge (and current density) depend on the palladium 
coverage. Scanning tunnelling microscopy (STM) experiments have 
revealed the existence of small monoatomic high Pd islands which nucleate 
on the Pt(111) surface with no noticeable preference of nucleation sites and 
a full Pd monolayer without detectable holes can be formed after 
deposition.32 The STM images show the presence of an ordered sulphate 
adlayer with a (√3×√9 )R19.1 °  structure on the Pd monolayer. 32 After 
preparation, the PdMLPt(111) electrode was taken from the cell and 
thoroughly rinsed with ultrapure water before electrochemical 
measurements. For the PdMLPt(100) electrode, the single crystal was taken 
from the cell and then immersed in a nitrite saturated solution at open 
circuit to generate a layer of nitric oxide (NO) on the surface. Next, the 
crystal was thoroughly rinsed with ultrapure water to avoid any 
contamination from the acidic nitrite solution and subsequently was 
transferred to the electrochemical cell at 0.85 VRHE and the adsorbed NO 
was reductively stripped. The NO procedure is a kind of electrochemical 
annealing which leads to a Pt(100) electrode fully covered by a single 
palladium monolayer.49 The palladium monolayer was monitored by 
following the evolution of the voltammetric peaks at 0.17, 0.27 and 0.39 
VRHE (as shown in Figure E1 b). 

6.5.3 Online High Performance Liquid Chromatography (HPLC) 

For online detection of products dissolved in the electrolyte during CO2 
reduction as a function of applied potential, online HPLC was used.50 While 
the potential was changed from 0.0 V to the required potential, samples 
were collected with an open tip positioned close (∼10 μm) to the electrode. 
Sampling was done at a rate of 60 μL min-1, and each sample had a volume 
of 60 μL. Since the potential was changed at 1 mV s-1, each sample contained 
the products averaged over a potential change of 60 mV. After 
voltammetry, these samples were analyzed by HPLC (Prominence HPLC, 
Shimadzu; Aminex HPX 87-H column, Biorad).  
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6.6 Computational Details 

Density functional theory (DFT) calculations were used to compute the 
adsorption/formation energies of *H, *CO, *OCHO and *COOH 
adsorbates involved in the formic acid oxidation and CO2 reduction 
reactions on PdMLPt(111) (Pt(111) covered by one monolayer of Pd), Pt(111) 
and Pd(111). All calculations were performed using the PAW51 method in 
the Vienna Ab initio Simulation Package52 using the PBE53 exchange 
correlation functional. We use 3x3 unit cell slabs to simulate adsorbate 
coverages of 0.11 ML to 0.33 ML and used 2x2 unit cell slabs to investigate 
adsorbate coverages of 0.25 ML. The PdMLPt(111), Pt(111) and Pd(111) were 
simulated with five, six and four atomic layers, respectively. This choice 
was made based on convergence tests of adsorption energies with different 
number of layers. The k-point samplings for the 3x3 unit cell slabs were 
6x6x1 for PdMLPt(111) and Pt(111) and 4x4x1 for the Pd(111); for the 2x2 unit 
cell slabs, 6x6x1 for Pd(111) and 4x4x1 for PdMLPt(111) and Pt(111). The two 
bottommost layers were fixed at the calculated lattice constant of the bulk 
metal, 3.98 Å for Pt(111), also used for the PdMLPt(111) slab, and 3.93 Å for 
Pd(111), and the remaining atomic layers were relaxed. The method of 
Methfessel-Paxton54 to the second order was use to set the partial 
occupancies on each orbital and the smearing width was set to 0.2 eV for 
surfaces and adsorbed species. For the individual molecules H2 (g), H2O(g), 
CO2 (g), CO (g) a Gaussian smearing of 0.001 eV was used instead, and they 
were calculated in an asymmetric box of (15.0 x 15.1 x 15.3) Å at a k-point 
sampling of 1x1x1. The maximal forces on the atoms were converged to 
0.02 eV Å-1 for all simulations and the plane wave cutoff was set to 450 eV. 
A vacuum spacing of ~15.0 Å between metal slabs was set to simulate the 
surfaces of PdMLPt(111), Pt(111), and Pd(111), and dipole corrections were 
also applied in the surface normal direction. The free energy of H2O (g) was 
corrected to the free energy of H2O (l) by adding -0.0887 eV to the TS term.55 
The formation free energies of adsorbed *H, *CO, *OCHO and *COOH 
were calculated from formic acid in solution, (HCOOH (aq)) for the formic 
acid oxidation reaction, and from carbon dioxide in gas-phase, (CO2 (g)), 
electrons and protons in solution for the CO2 reduction reaction. Gas-phase 
energy corrections for CO2(g) and CO (g) are included,56 and the CHE 
model 55 is used for the coupled proton and electron transfer. The exact 
details for calculating the free energies the different species from the DFT 
energies are outlined in the Appendix E. 
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A: Supporting Information for 
Chapter 2 
 
In Figure A1 we show that the PBE-calculated1 d-band center of the Pt skin on the 
near-surface alloys studied here linearly correlates with the number of valence 
electrons of the metals along the 3d, 4d and 5d series. It was previously shown 
that valence electrons correlate linearly with the d-band centers of various 
transition metals.1,2 
 
 

 

FIGURE A1 
D-band center of the Pt skin on the NSAs with respect to the d-band center of the top 
layer of Pt(111) as a function of the valence electrons of the subsurface metals. A nearly 
linear correlation between the d-band center and the valence electrons for various 
metals along the 3d (Co, Ni, Cu), 4d (Rh, Pd, Ag), and 5d (Ir, Pt, Au) series is observed, 
in line with previous reports.1,3 
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FIGURE A2 
Adsorption energies of group 1 functionals (PBE/ PW91) in orange and group 2 
functionals (RPBE, vdW and with dispersion corrections) in green as a function of the 
number of valence electrons of the subsurface metal atom in the Pt NSAs. For both 
groups, squares represent the energies of 1/3 ML *OH in vacuum ( Δ"!"#$%) triangles 
represent the energies of *OH within the water bilayer (Δ"!""!!), and circles represent the 
solvation energy (Ω!"). Solvation energies for group 2 (green) are generally less 
negative than those of group 1 (orange). The error bars cover the standard deviation of 
the respective groups of functionals. The correlation between the number of valence 
electrons and the d-band centers of the Pt skins is provided in Figure A1. 
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FIGURE A3 
Top and side view of the water adlayer on a √3×√3 R30º unit cell of Pt (111) NSA. The 
cell contains 3 metals per atom layer, and 2 water molecules per unit cell. The water 
molecules are on top of a Pt metal. One water molecule is on the flat configuration and 
the other one with one hydrogen pointing towards the surface as shown in the side view. 
 
The water adlayer shown in Figure A3 is the ice-like water adlayer structure 
found to be computationally stable in closed-packed metal surfaces.4–6 This water 
adlayer of 2/3 ML coverage can be adsorbed with one water molecule in the flat 
configuration while the other water molecule can be with one hydrogen pointing 
towards the surface (H-down) or away from it (H-up). The difference in energy 
between these two configurations is small, about 0.05 eV as reported in the 
literature based on DFT adsorption energies.4,7 Our calculated free energies of 
adsorption of the water adlayer on Pt(111) show a difference of 0.01 eV between 
the H-up and H-down configuration being the H-down configuration more 
stable. 
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TABLE A1 
Free energies of solvation ( Ω!") in eV for 1/3 ML *OH coadsorbed with 1/3 ML *H2O 
within a water bilayer using different functionals. Avg1 and avg2 are the averages of the 
solvation energies for group 1 functionals (PBE, PW91) and group 2 functionals (RPBE, 
vdW and dispersion corrections) across the same metal. Stdev1/2 are the 
corresponding standard deviations of avg1/avg2. Avg0 is the average of the solvation 
energies across the metals for all the functionals and stdev0 is its standard deviation. 
MAX and MIN are the maximal and minimal values in the dataset across the same 
functional. Range is the difference between MAX and MIN.a 

metal PW91 PBE RPBE PBE-
D3 

RPBE-
D3 

Opt-
PBE 

BEEF-
vdw 

avg 
0 

avg 
1 

avg 
2 

stdev
0 

stdev
1 

stdev
2 

Co -0.60 -0.69 -0.50 -0.45 - -0.52 -0.48 -0.54 -0.64 -0.49 0.09 0.07 0.03 

Rh -0.61 -0.61 -0.45 -0.47 -0.48 -0.47 -0.39 -0.50 -0.61 -0.45 0.08 0.00 0.04 

Ir -0.63 -0.63 -0.43 -0.50 -0.50 -0.49 -0.43 -0.52 -0.63 -0.47 0.08 0.00 0.04 

Ni -0.53 -0.52 -0.40 -0.43 -0.45 -0.43 -0.44 -0.46 -0.53 -0.43 0.05 0.01 0.02 

Pd -0.56 -0.56 -0.36 -0.40 -0.41 -0.40 -0.39 -0.44 -0.56 -0.39 0.08 0.00 0.02 

Pt -0.62 -0.62 -0.50 -0.45 -0.57 -0.45 -0.44 -0.52 -0.62 -0.48 0.08 0.00 0.05 

Cu -0.50 -0.42 -0.32 -0.31 -0.27 -0.29 -0.28 -0.34 -0.46 -0.29 0.09 0.06 0.02 

Ag -0.40 -0.38 -0.26 -0.25 -0.27 -0.25 -0.27 -0.30 -0.39 -0.26 0.06 0.02 0.01 

Au -0.49 -0.50 -0.35 -0.35 -0.46 -0.35 -0.33 -0.40 -0.49 -0.37 0.08 0.01 0.05 

mean -0.55 -0.55 -0.39 -0.40 -0.43 -0.41 -0.38       

stdev 0.08 0.10 0.08 0.08 0.11 0.09 0.07       

MAX -0.40 -0.38 -0.26 -0.25 -0.27 -0.25 -0.27       

MIN -0.63 -0.69 -0.50 -0.50 -0.57 -0.52 -0.48       

range 0.23 0.32 0.24 0.25 0.30 0.27 0.21       

LNDm -0.08 -0.15 -0.10 -0.10 -0.14 -0.11 -0.10       

LPDm 0.15 0.17 0.14 0.16 0.16 0.16 0.11       

LPDPt 0.22 0.24 0.24 0.21 0.30 0.21 0.17       

LNDPt -0.01 -0.07 0.00 -0.04 0.00 -0.06 -0.04       

              

AOM -0.44 

Stdev AOM 0.07 

LNDAOM -0.10 

LPDAOM 0.06 

avg1 across functionals -0.55 

avg2 across functionals -0.40 

Diff avg1 - avg2 across functionals  0.15 

Diff avg1 - avg2 across metals  0.14 

[a] LNDm/LPDm: Largest negative/positive deviation from the mean  
LNDPt/LPDPt: Largest negative/positive deviation from Pt 
     AOM: Average of the means  
     Standard deviation of AOM 
     LNDAOM/LPDAOM: Largest negative/positive deviation from the AOM  
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TABLE A2 
Adsorption energies in eV of 1/3 ML *OH in vacuum ( Δ"!"#$% ). avg1 and avg2 are the 
averages of the solvation energies for group 1 functionals (PBE, PW91) and group 2 
functionals (RPBE, vdW and with dispersion corrections) across the same metal. 
Stdev1/2 are the corresponding standard deviations of avg1/avg2. Avg0 is the average 
of the solvation energies across the metals for all the functionals and stdev0 is its 
standard deviation. 

metal PW91 PBE RPBE PBE-D3 RPBE-D3 optPBE BEEF-vdw avg0 avg1 avg2 stdev0 stdev1 stdev2 

Co 1.20 1.22 1.33 1.11 - 0.97 1.12 1.16 1.21 1.13 0.12 0.01 0.15 

Rh 1.17 1.19 1.31 1.03 1.02 0.94 1.10 1.11 1.18 1.08 0.13 0.02 0.14 

Ir 1.05 1.08 1.19 0.91 0.89 0.82 0.98 0.99 1.07 0.96 0.12 0.02 0.14 

Ni 1.23 1.26 1.36 1.08 1.08 0.99 1.15 1.17 1.25 1.13 0.13 0.02 0.14 

Pd 1.19 1.21 1.33 1.04 1.04 0.96 1.11 1.12 1.20 1.09 0.13 0.01 0.14 

Pt 1.15 1.17 1.28 0.99 0.99 0.91 1.07 1.08 1.16 1.05 0.13 0.01 0.14 

Cu 1.44 1.46 1.57 1.28 1.24 1.20 1.37 1.37 1.45 1.33 0.13 0.01 0.15 

Ag 1.46 1.48 1.60 1.31 1.29 1.23 1.40 1.40 1.47 1.37 0.13 0.02 0.14 

Au 1.29 1.31 1.43 1.14 1.13 1.05 1.22 1.22 1.30 1.19 0.13 0.02 0.15 
 
 
 
 
 

TABLE A3 
Adsorption energies in eV of 1/3 ML *OH coadsorbed with 1/3ML *H2O ( Δ"!""!!). Avg1 
and avg2 are the averages of the solvation energies for group 1 functionals (PBE, PW91) 
and group 2 functionals (RPBE, vdW and with dispersion corrections) across the same 
metal. Stdev1/2 are the corresponding standard deviations of avg1/avg2. Avg0 is the 
average of the solvation energies across the metals for all the functionals and stdev0 is 
its standard deviation. 

metal PW91 PBE RPBE PBE-D3 RPBE-D3 optPBE BEEF-vdw avg0 avg1 avg2 stdev0 stdev1 stdev2 

Co 0.60 0.53 0.83 0.66 - 0.45 0.64 0.62 0.57 0.65 0.13 0.05 0.16 

Rh 0.56 0.58 0.86 0.55 0.54 0.47 0.72 0.61 0.57 0.63 0.13 0.01 0.16 

Ir 0.43 0.45 0.76 0.41 0.39 0.34 0.55 0.47 0.44 0.49 0.14 0.01 0.17 

Ni 0.70 0.74 0.97 0.65 0.63 0.56 0.72 0.71 0.72 0.70 0.13 0.03 0.16 

Pd 0.63 0.65 0.97 0.64 0.63 0.55 0.73 0.69 0.64 0.70 0.14 0.02 0.16 

Pt 0.53 0.55 0.78 0.54 0.43 0.46 0.63 0.56 0.54 0.57 0.12 0.02 0.15 

Cu 0.94 1.04 1.25 0.97 0.97 0.91 1.09 1.03 0.99 1.04 0.12 0.08 0.14 

Ag 1.06 1.11 1.34 1.07 1.03 0.98 1.13 1.10 1.08 1.11 0.12 0.03 0.14 

Au 0.80 0.81 1.08 0.79 0.66 0.70 0.89 0.82 0.81 0.82 0.14 0.01 0.17 
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TABLE A4 
Normalized adsorption energies in eV/H2O molecule of 2/3 ML water adlayer on the Pt 
NSAs for the different functionals studied (2 ∗ +2 ∗ H&O(l) → 2 ∗ H&O, Δ""!!). 
 

 
 

TABLE A5 
Distances in Å between the oxygen of the water lying flat within the 2/3 ML water adlayer 
and the nearest Pt atom for the different functionals studied. 

metal PW91 PBE RPBE PBE-D3 RPBE-D3 optPBE BEEF-vdw 

Co 3.46 3.52 4.26 2.74 - 2.78 3.84 

Rh 3.03 3.05 4.38 2.69 2.77 3.00 3.49 

Ir 3.00 3.03 4.53 2.62 2.72 2.99 3.49 

Ni 3.43 3.47 4.36 2.71 2.77 2.85 3.71 

Pd 2.88 2.91 4.64 2.67 2.75 2.98 3.29 

Pt 2.82 2.89 4.73 2.66 2.74 2.96 3.26 

Ag 3.05 3.10 4.49 2.91 2.89 3.06 3.27 

Au 2.97 3.02 4.46 2.79 2.81 2.98 3.21 

Cu 3.31 3.32 4.46 2.87 2.85 3.13 3.74 

 
 
 
 
 
 
 
 
 
 
 

metal PW91 PBE RPBE PBE-D3 RPBE-D3 optPBE BEEF-vdw 

Co 0.07 0.15 0.24 -0.09 - -0.01 0.11 

Rh 0.10 0.12 0.23 -0.10 -0.01 -0.02 0.08 

Ir 0.10 0.12 0.21 -0.10 -0.01 -0.02 0.09 

Ni 0.08 0.10 0.23 -0.09 0.00 -0.01 0.13 

Pd 0.10 0.13 0.21 -0.10 -0.02 -0.03 0.11 

Pt 0.10 0.13 0.24 -0.11 -0.02 -0.03 0.11 

Ag 0.09 0.10 0.22 -0.12 -0.02 -0.04 0.10 

Au 0.09 0.12 0.23 -0.11 -0.02 -0.03 0.10 

Cu 0.12 0.11 0.23 -0.10 -0.03 -0.03 0.09 
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TABLE A6 
Distance in Å between the oxygen of the water lying flat in the 1/3 ML *OH coadsorbed 
with 1/3 ML H2O and the nearest Pt atom. 

metal PW91 PBE RPBE PBE-D3 RPBE-D3 optPBE BEEF-vdw 

Co 2.27 2.27 2.32 2.25 - 2.29 2.34 

Rh 2.25 2.25 2.31 2.25 2.28 2.28 2.33 

Ir 2.23 2.23 2.28 2.23 2.26 2.26 2.30 

Ni 2.27 2.27 2.33 2.27 2.30 2.30 2.35 

Pd 2.25 2.26 2.32 2.25 2.29 2.28 2.33 

Pt 2.23 2.23 2.28 2.22 2.27 2.25 2.30 

Cu 2.34 2.33 2.43 2.32 2.37 2.37 2.46 

Ag 2.34 2.35 2.49 2.33 2.40 2.39 2.48 

Au 2.28 2.28 2.37 2.27 2.31 2.32 2.40 

 

TABLE A7 
Zero point energies (ZPEs) in eV for molecules in the gas phase. 

  
H2(g) H2O (g) 

PW91 
0.269 0.568 

PBE 
0.268 0.568 

RPBE 
0.270 0.568 

PBE-D3 
0.268 0.568 

RPBE-D3 
0.270 0.567 

optPBE 
0.271 0.566 

BEEF-vdw 
0.277 0.577 

TABLE A8 
Optimized lattice constants (a) in Å for bulk Pt.  

Functional a 

PW91 3.99 

PBE 3.98 

RPBE 4.00 

PBE-D3 3.93 

RPBE-D3 3.95 

optPBE 4.00 

BEEF-vdw 4.00 
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B: Supporting Information for 
Chapter 3 
  

TABLE B 1 
Calculated change in work function Δ!, change in surface dipole Δμ, distance between 
surface and adsorbates r, Bader partial charges |q|, and free energies of adsorption, of 
Cl, Br, I, SO4-sol/SO4 with and without solvation on Pt(111) and Au(111).  

adsorbate Δ"/ eV Δ#/ $Å r/ Å |q|/ e- Gads/ eV 

  Pt Au Pt Au Pt Au Pt Au Pt Au 

Cl -0.22 0.40 -0.07 0.13 2.52 2.71 -0.27 -0.39 0.55 0.92 

Br -0.45 0.23 -0.15 0.07 2.63 2.82 -0.12 -0.27 0.18 0.58 

I -0.81 -0.10 -0.27 -0.05 2.72 2.93 0.13 -0.09 -0.52 0.04 

SO4 1.38 2.27 0.47 0.82 2.11 2.22 -0.85 -1.03 0.83 1.51 

SO4-sol 2.36 3.17 0.79 1.13 2.32 2.51 -0.97 -1.11 0.56 0.82 

 
TABLE B 2 
DFT simulated and experimentally measured adsorption potentials1–3 in V vs SHE of I*, 
Br*, Cl*, and SO4* on Pt(111) and Au(111) as well as OH* and the first and second 
monolayers of Ag* on Pt(111). The simulated adsorption potentials include dipole 
corrections and electrode-electrolyte interfacial field contribution using the 
experimental PZC of 0.3 and 0.51 V vs SHE for Pt(111) and Au(111).4 SO4* is solvated by 
displacing 2 water molecules from a 6 water adsorbed bilayer (leaving 4 water 
molecules with SO4*) and OH* is solvated by removing a proton from a 3 water cluster 
(leaving 2 water molecules with OH*).  

adsorbate Pt(111) Au(111) 
 

DFT Exp DFT Exp 

Cl 0.55 0.30 0.92 0.44 

Br 0.18 0.12 0.58 0.14 

I -0.52 -0.41 0.04 -0.26 

SO4 0.83 0.48 1.51 0.74 

SO4-sol 0.56 0.48 0.82 0.74 

OH-vac 1.15 0.60 -- -- 

OH-sol 0.61 0.60 -- -- 

Ag 1ML 0.99 1.22 -- -- 

Ag 2ML 0.68 0.77 -- -- 
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TABLE B 3 
DFT calculated adsorption potentials, "!"#, with dipole corrections (μ corr) using the 
experimental PZC of Pt/Au (0.3/0.51 V) 4 and at PZC = 0 V vs SHE, and without dipole 
corrections (No μ corr). Diff 1 Pt/Au is the difference between the columns (No μ corr) 
and (μ corr / PZC Pt/Au, respectively. Diff 2 is the difference between the columns (No 
μ corr) and (μ corr / PZC=0 V).  

Pt(111) 

adsorbate  μ corr / PZC=0.3 V  μ corr/ PZC=0 V No μ corr Diff 1Pt Diff2 

Cl 0.55 0.54 0.55 0.01 0.01 

Br 0.18 0.17 0.18 -0.01 0.01 

I -0.52 -0.54 -0.59 -0.07 -0.05 

SO4 0.83 0.86 0.79 -0.04 -0.07 

SO4-sol 0.56 0.60 0.54 -0.03 -0.06 

OH vac 1.15 1.15 1.14 -0.01 -0.01 

OH-sol 0.61 0.59 0.63 0.02 0.04 

Ag 1ML 0.99 0.99 0.97 -0.01 -0.01 

Ag 2ML 0.68 0.68 0.68 0.00 0.00 

  Au(111) 
 

 μ corr / PZC=0.51 V  μ corr / PZC=0 V No μ corr  Diff 1Au Diff2 

Cl 0.92 0.94 0.90 -0.02 -0.04 

Br 0.58 0.59 0.58 0.00 -0.01 

I 0.04 0.03 0.03 -0.01 0.00 

SO4 1.51 1.58 1.37 -0.14 -0.22 

SO4-sol 0.82 0.91 0.78 -0.05 -0.13 
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C.1 Plane-wave cutoff convergence test 

Table C1 shows the results of a plane-wave cutoff test made to ensure that the 
results provided here do not strongly depend on the use of plane waves as a basis 
set and that 400 eV suffices to provide converged results.  

TABLE C1 
Plane-wave energy cutoff test (ENCUT, in eV) as for PBE, based on the free energy 
(∆G!"#, in eV) of CO2 + H2 → CO + H2O from 300 eV to 1000 eV. The values under Diff (in 
eV) are the difference between successive higher and smaller plane-wave energy 
cutoffs. 
 

ENCUT ∆"!"# Diff 

300 0.74  
350 0.73 -1.10×10-2 
400 0.73 -2.46×10-3 
500 0.74 1.17×10-2 
600 0.74 -4.07×10-4 
700 0.71 -3.18×10-2 
800 0.72 1.69×10-2 
900 0.71 -1.54×10-2 
1000 0.70 -3.66×10-3 

   

C.2 Data set A 

In Table C2 we provide the calculated and experimental formation energies of 
the 27 compounds under study. The energies are calculated with respect to H2(g), 
O2(g), and C(s), modelled as graphene (see section 6). O2(g) energetics was 
corrected to obtain the values in Table C2, as its poor description by most xc-
functionals is well known.1 The semiempirical approach is based on H2(g), H2O(l), 
and the energetics of , as described in previous works.1–42,3 For 
PBE, the gas-phase correction is -0.46 eV. If that correction is not applied, the 
average deviation in Data set A from experiments is 0.21 eV for PBE and all 
deviations are positive, corroborating previous observations on formation 
energies in which diatomic molecules are involved.4 
 
 
 
 

2 2 22 2H O H O+ ®
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TABLE C2 
Standard free energies of formation (∆G!"#° , in eV) for 27 gas-phase molecules 
calculated with PBE, PW91, RPBE, and BEEF-vdW xc-functionals, together with the 
corresponding experimental values from thermodynamic tables.5–7  
 

Compound PBE PW91 RPBE BEEF-vdW exp 
CO -1.18 -1.17 -1.50 -1.60 -1.42 
CO2 -4.27 -4.23 -4.55 -4.65 -4.09 
CH2O (formaldehyde) -1.13 -1.14 -1.27 -1.27 -1.06 
CH4 (methane) -0.51 -0.55 -0.46 -0.27 -0.52 
CH4O (methanol) -1.72 -1.75 -1.67 -1.59 -1.68 
CH2O2 (formic acid) -3.83 -3.82 -3.92 -3.98 -3.64 
C2H2O2 (glyoxal) -2.13 -2.14 -2.39 -2.46 -1.97 
C2H4O2 (acetic acid) -4.03 -4.05 -4.04 -4.02 -3.88 
C2H4O2 (methyl formate) -3.31 -3.34 -3.34 -3.36 -3.11 
C2H4 (ethylene) 0.75 0.69 0.68 0.88 0.71 
C2H4O (ethylene oxide)  -0.31 -0.32 -0.34 -0.19 -0.13 
C2H4O (acetaldehyde) -1.46 -1.50 -1.53 -1.42 -1.38 
C2H6 (ethane) -0.29 -0.36 -0.21 0.08 -0.33 
C2H6O (ethanol) -1.74 -1.80 -1.63 -1.47 -1.74 
C2H6O (dimethyl ether) -1.21 -1.27 -1.10 -0.97 -1.17 
C2H2 (acetylene) 2.29 2.25 2.06 2.21 2.18 
C3H8 (propane) -0.17 -0.26 -0.01 0.34 -0.24 
C3H6O (acetone) -1.65 -1.71 -1.64 -1.45 -1.58 
C3H8O (isopropanol) -1.73 -1.81 -1.52 -1.30 -1.80 
C3H8O (propanol) -1.61 -1.69 -1.41 -1.18 -1.66 
C3H6O (propanal) -1.36 -1.42 -1.35 -1.18 -1.28 
C3H6O (propylene oxide) -0.43 -0.46 -0.38 -0.16 -0.29 
C3H6O2 (methyl acetate) -3.51 -3.56 -3.46 -3.40 -3.39 
C4H8O (butanal) -1.19 -1.27 -1.13 -0.88 -1.18 
C4H10 (butane) -0.05 -0.16 0.18 0.59 -0.19 
C4H10O (butanol) -1.48 -1.58 -1.22 -0.93 -1.56 
C5H12 (pentane) 0.09 -0.06 0.38 0.85 -0.09 
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C.3 Data set B 

In the following tables we provide the reaction energies calculated for the 
formation of molecules in data set A from CO2 (Table C3) and CO (Table C4). in 
the free energies of reaction in Tables C3 andC4, we used gas-phase water, H2O(g). 

TABLE C3 
Data set containing free energies of reaction (in eV) for the PBE, PW91, RPBE, BEEF-vdW 
xc-functionals together with the corresponding experimental values. The data set 
contains the free energies of reaction from CO2(g) and H2(g) and producing the specific 
substance in parentheses and H2O(g), when needed. 
 

Reaction PBE PW91 RPBE BEEF-vdW Exp 

CO2 + H2 → CO + H2O 0.73 0.69 0.68 0.68 0.30 

CO2 + H2 → HCOOH 0.45 0.41 0.63 0.67 0.45 
CO2 + 2 H2 → CH2O + H2O (formaldehyde) 0.78 0.73 0.91 1.01 0.66 
CO2 + 3 H2 → CH3OH + H2O (methanol) 0.18 0.11 0.51 0.69 0.04 
CO2 + 4 H2 → CH4 + 2 H2O (methane) -0.97 -1.05 -0.65 -0.36 -1.17 

2 CO2 + 6 H2 → C2H4 + 4 H2O (ethylene) -0.18 -0.32 0.30 0.70 -0.59 

2 CO2 + 3 H2 → C2H2O2 + 2 H2O (glyoxal) 1.68 1.59 1.97 2.10 1.47 
2 CO2 + 4 H2 → C2H4O2 + 2 H2O (acetic acid) -0.22 -0.32 0.32 0.54 -0.44 
2 CO2 + 4 H2 → C2H4O2 + 2 H2O (methyl formate) 0.50 0.39 1.02 1.19 0.33 
2 CO2 + 5 H2 → C2H4O + 3 H2O (eth. oxide) 1.13 1.04 1.65 2.00 0.93 

2 CO2 + 5 H2 → C2H4O + 3 H2O (acetaldehyde) -0.02 -0.14 0.46 0.77 -0.31 

2 CO2 + 5 H2 → C2H2 + 4 H2O (acetylene) 1.37 1.24 1.68 2.02 0.87 

2 CO2 + 6 H2 → C2H6O + 3 H2O (ethanol) -0.30 -0.44 0.36 0.72 -0.67 
2 CO2 + 6 H2 → C2H6O + 3 H2O (dimethyl ether) 0.23 0.09 0.89 1.22 -0.10 
2 CO2 + 7 H2 → C2H6 + 4 H2O (ethane) -1.22 -1.37 -0.58 -0.10 -1.63 

3 CO2 + 8 H2 → C3H6O + 5 H2O (acetone) -0.68 -0.86 0.16 0.65 -1.17 

3 CO2 + 9 H2 → C3H8O + 5 H2O (isopropanol) -0.75 -0.96 0.29 0.80 -1.38 

3 CO2 + 10 H2 → C3H8 + 6 H2O (propane) -1.56 -1.77 -0.58 0.07 -2.20 
3 CO2 + 9 H2→ C3H8O + 5 H2O (1-propanol) -0.63 -0.83 0.39 0.91 -1.24 
3 CO2 + 8 H2 → C3H6O + 3 H2O (propanal) -0.38 -0.56 0.45 0.92 -0.87 

3 CO2 + 8 H2 → C3H6O + 5 H2O (propylene oxide) 0.55 0.39 1.42 1.93 0.13 

3 CO2 + 7 H2 → C3H6O2 + 4 H2O (methyl acetate) -0.17 -0.34 0.71 1.06 -0.60 

4 CO2 + 11 H2 → C4H8O + 7 H2O (butanal) -0.67 -0.92 0.49 1.12 -1.42 

4 CO2 + 13 H2 → C4H10 + 8 H2O (butane) -1.91 -2.18 -0.58 0.23 -2.79 

4 CO2 +12 H2 → C4H10O + 7 H2O (1-butanol) -0.96 -1.23 0.39 1.07 -1.79 

5 CO2 + 16 H2 → C5H12 + 10 H2O (pentane) -2.24 -2.58 -0.56 0.40 -3.34 
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TABLE C4 
Data set containing free energies of reaction (in eV) for the PBE, PW91, RPBE, BEEF-vdW 
xc-functionals together with the corresponding experimental values. The table contains 
free energies of reaction from CO(g) and H2(g) and producing the specific substance in 
parentheses and H2O(g), when needed. Only for formic acid, the product is obtained 
from CO(g) and H2O(g). 
 

Reaction PBE PW91 RPBE BEEF-vdW Exp 

CO + H2O → CO2 + H2 -0.73 -0.69 -0.68 -0.68 -0.30 

CO + H2O → HCOOH (formic acid) -0.28 -0.28 -0.05 -0.01 0.15 

CO+ H2 → CH2O (formaldehyde) 0.05 0.03 0.23 0.33 0.36 

CO + 2H2 → CH3OH (methanol) -0.54 -0.58 -0.18 0.01 -0.26 

CO + 3H2 → CH4 + H2O (methane) -1.70 -1.74 -1.33 -1.04 -1.47 

2 CO + 4 H2 → C2H4 + 2 H2O (ethylene) -1.63 -1.71 -1.07 -0.65 -1.19 

2 CO + H2 → C2H2O2 (glyoxal) 0.23 0.21 0.60 0.74 0.88 

2 CO + 2 H2 → C2H4O2 (acetic acid) -1.67 -1.71 -1.05 -0.82 -1.03 

2 CO + 2 H2 → C2H4O2 (methyl formate) -0.95 -1.00 -0.35 -0.16 -0.26 

2 CO + 3 H2 → C2H4O + H2O (eth. oxide) -0.32 -0.35 0.28 0.64 0.34 

2 CO + 3 H2 → C2H4O + H2O (acetaldehyde) -1.48 -1.53 -0.91 -0.59 -0.90 

2 CO + 3H2 → C2H2 + 2 H2O (acetylene) -0.09 -0.15 0.31 0.67 0.28 

2 CO + 4 H2 → C2H6O + H2O (ethanol) -1.75 -1.82 -1.01 -0.64 -1.27 

2 CO + 4 H2 → C2H6O + H2O (dimethyl ether) -1.22 -1.30 -0.48 -0.13 -0.69 

2 CO + 5 H2 → C2H6 + 2 H2O (ethane) -2.67 -2.75 -1.95 -1.46 -2.23 

3 CO + 5 H2 → C3H6O + 2 H2O (acetone) -2.86 -2.94 -1.89 -1.39 -2.06 

3 CO + 6 H2 → C3H8O + 2 H2O (isopropanol) -2.93 -3.03 -1.77 -1.24 -2.27 

3 CO + 7 H2 → C3H8 + 3 H2O (propane) -3.74 -3.85 -2.63 -1.97 -3.08 

3 CO + 6 H2 → C3H8O + 2 H2O (propanol) -2.81 -2.91 -1.66 -1.12 -2.16 

3 CO + 5 H2 → C3H6O + 2 H2O (1-propanal) -2.56 -2.64 -1.60 -1.11 -1.77 

3 CO + 5 H2 → C3H6O + 2 H2O (propylene oxide) -1.63 -1.69 -0.63 -0.10 -1.01 

3 CO + 4 H2 → C3H6O2 + H2O (methyl acetate) -2.35 -2.42 -1.34 -0.97 -1.49 

4 CO + 7 H2 → C4H8O + 3 H2O (butanal) -3.58 -3.69 -2.25 -1.59 -2.60 

4 CO + 9 H2 → C4H10 + 4 H2O (butane) -4.81 -4.95 -3.31 -2.48 -3.98 

4 CO +8 H2 → C4H10O + 3 H2O (1-butanol) -3.87 -4.00 -2.34 -1.64 -2.98 

5 CO + 11 H2 → C5H12 + 5 H2O (pentane) -5.87 -6.05 -3.98 -2.99 -4.82 
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In Table C5 we list the corrections included for all analyzed compounds 
depending on the functional used. 

TABLE C5 
Applied corrections per functional for the molecules in data set A. 
 

Compound PBE PW91 RPBE BEEF-vdW 

CO CO CO CO CO 
CO2 CO2 CO2 CO2 CO2 
CH2O (formaldehyde) -C=O- -C=O- -C=O- -C=O- 
CH4 (methane) -CHx - -CHx -CHx 
CH4O (methanol) -CHx  - -CHx -CHx, OH 
CH2O2 (formic acid) CO2 -(C=O)O- -(C=O)O- -(C=O)O- 
C2H2O2 (glyoxal) 2 -C=O- 2 -C=O- 2 -C=O- 2 -C=O- 
C2H4O2 (acetic acid) -CHx, CO2 -(C=O)O- -CHx, -(C=O)O- -CHx, -(C=O)O- 
C2H4O2 (methyl formate) -CHx, CO2 -(C=O)O- -CHx, -(C=O)O- -CHx, -(C=O)O- 
C2H4 (ethylene) - - - - 
C2H4O (ethylene oxide) - - - - 
C2H4O (acetaldehyde) -CHx, -C=O- -C=O- -CHx, -C=O- -CHx, -C=O- 
C2H6 (ethane) 2 -CHx - 2 -CHx 2 -CHx 
C2H6O (ethanol) 2 -CHx - 2 -CHx 2 -CHx, OH 
C2H6O (dimethyl ether) - - - - 
C2H2 (acetylene) - - - - 
C3H8 (propane) 3-CHx - 3-CHx 3-CHx 
C3H6O (acetone) 2 -CHx, -C=O- -C=O- 2 -CHx, -C=O- 2 -CHx, -C=O- 
C3H8O (isopropanol) 3-CHx - 3-CHx 3 -CHx, OH 
C3H8O (propanol) 3-CHx - 3-CHx 3 -CHx, OH 
C3H6O (propanal) 2 -CHx, -C=O- -C=O- 2 -CHx, -C=O- 2 -CHx, -C=O- 
C3H6O (propylene oxide) -CHx - -CHx -CHx 
C3H6O2 (methyl acetate) 2 -CHx, CO2 -(C=O)O- 2 -CHx, -(C=O)O- 2 -CHx, -(C=O)O- 
C4H8O (butanal) 3 -CHx, -C=O- -C=O- 3 -CHx, -C=O- 3 -CHx, -C=O- 
C4H10 (butane) 4 -CHx - 4 -CHx 4 -CHx 
C4H10O (butanol) 4 -CHx - 4 -CHx 4 -CHx , OH 
C5H12 (pentane) 5 -CHx - 5 -CHx 5 -CHx 
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C.4 Pinpointing errors  

For all functionals, the errors in the energies of CO and CO2 are determined by 
means of Eq. 4.2 in the main text. In the following, we summarize how the other 

errors in Table 1, besides  and , were determined for each functional. The 
general procedure is shown in the workflow scheme 4.1 in the main text, and 
below. 
 
1. Start with the simplest organic functional group in the data set. In this case, we 
start with alkanes, which are formed only by -CHx groups (see the column 
highlighted in red in Figure C1). 

 

 

FIGURE C1 
Pinpointing errors in data set A. Step 1: the alkanes in the set are gathered. 
 

2. Calculate  (Eq. 4.2 in the main text) and find common trends (is the error 
constant or increasing/decreasing by a relatively constant amount?). In this case 
for PBE, the error increases alongside the length of the carbon chain nC (see the 
column highlighted in red in Figure C2).  
 
 
 

COe
2COe

Te
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FIGURE C2 
Pinpointing errors in data set A. Step 2: the errors are calculated for each substance in 
the list. 
 
3. To find an approximate , normalize the separate errors by the number of 
-CHx units (nC) and calculate the average (see the column highlighted in red in 
Figure C3). 
 

 

FIGURE C3 
Pinpointing errors in data set A. Step 3: the errors are normalized by the number of -
CHx units in the compound. The -CHx error is the average of all the individual errors in 
the list. 

xCHe
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4. For molecules with more than one functional group, first eliminate the error 
contribution of a known , then obtain the average value of the isolated error. 
For example, for aldehydes and ketones the carbonyl-group error is isolated by 
subtracting from the total error the contribution of the hydrocarbon error (see the 
column highlighted in red in Figure C4).  

 

FIGURE C4 
Pinpointing errors in data set A. Step 4: the aldehydes in the data set are gathered, their 
errors calculated and the -CHx errors subtracted to ultimately find the carbonyl-related 
error upon averaging. 
 
To isolate the contributions of the groups to the overall errors, at least 2 molecules 
representative of the organic functional group are necessary. To illustrate that, 
the error in the carbonyl group -C=O- for PW91 was determined using 4 
representative molecules out of 5, see Table C10. 

C.4.1 PBE 

C.4.1.1 -CHx errors in PBE 

To determine whether there is an error on this functional group we took the 
alkanes in data set A and compared their associated errors calculated with Eq. 4.2 
in the main text. The errors are shown in Table C6.  

The first observation is that the absolute value of 	$# increases alongside 
the length of the carbon chain. Thus, the error is normalized by the number of 
carbon atoms in the molecule, as shown in Table C6 in the column $# / nC. The 
average of those values is the error attributed to -CHx components. As this is a 

ie
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cumulative error, it is particularly important to take it into account when 
correcting energies of molecules with large carbon chains. 

TABLE C6 
Calculated (PBE) and experimental standard free energies in eV for the alkanes in data 
set A. #% is the error with respect to experiments (Eq. 4.2 in the main text), #% /nC is the 
error normalized by the number of -CHx moieties (nC ) in the molecule. The average of 
#% /nC is equivalent to #&'! in Table 1 of the main text.  
 

-CHx 
 

∆$()%°  ∆$*+,°  #% #% /nC 

1 CH4 -0.51 -0.52 0.02 0.02 

2 C2H6 -0.29 -0.33 0.04 0.02 

3 C3H8 -0.17 -0.24 0.07 0.02 

4 C4H10 -0.05 -0.19 0.14 0.03 

5 C5H12 0.09 -0.09 0.17 0.03 

    
avg 0.03 

    
stdev 0.01 

 

C.4.1.2. -C=O- errors in PBE 

-C=O- is the error of carbonyl groups, so it pertains to aldehydes and ketones. 
Some of the molecules in this group contain -CHx moieties, so to determine the 
error that comes solely from the carbonyl group we subtract the -CHx error from 
the total error, as shown in Table C7 under $# − &$ ∙ 	 $$%!. Acetaldehyde has one 
-CHx moiety, propanal and acetone have two, and butanal has three. The average 
of the remainders ($# − &$ ∙ 	 $$%!) is the error for carbonyl groups, which is equal 
to -0.1 eV. To determine whether this error is significant and should be 
considered apart from the CO error, we took the difference between the 

calculated average error ( ) and  (0.24 eV). As the difference is on 
average -0.35 eV, we can safely classify the –C=O- error in a separate category 
and, thus, carbonyl groups are to be corrected by ~ -0.1 eV.  
 
 
 
 
 
 
 

C Oe- = -
CO
Te
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TABLE C7 
Calculated (PBE) and experimental standard free energies in eV for the molecules 
with carbonyl groups in data set A.  is the difference between the 
respective error and the number of -CHx components in the molecule. The 
average error corresponds to the –C=O- error in Table 1 of the main text. 
 

aldehydes/ketones  
 

∆$()%°  ∆$*+,°    
 

Formaldehyde -1.13 -1.06 -0.06 -0.06 
 

Acetaldehyde -1.46 -1.38 -0.09 -0.11 

 
Propanal -1.36 -1.28 -0.08 -0.13 

 
Butanal -1.19 -1.18 0.00 -0.08 

 
Acetone -1.65 -1.58 -0.07 -0.12 

    
avg -0.10 

    
stdev 0.03 

 

C.4.1.3. -(C=O)O- errors in PBE 

A similar analysis to that of –C=O- is followed for carboxylic acids and esters in 
data set A. First, we find that $# is nearly constant for all the molecules containing 
the –(C=O)O- moiety, then the error from -CHx is subtracted to finally obtain the 
tabulated error contribution for –(C=O)O- moieties of -0.19 eV. Furthermore, the 
difference in the calculated error and the CO2 error is ~-0.01 eV, indicating that the 
error in the energies of carboxyl-containing molecules might be corrected by the 
CO2 error, depending on the desired level of accuracy. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

xT C CHne e- ×

Te xT C CHne e- ×
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TABLE C8 
Calculated (PBE) and experimental standard free energies in eV for carboxylic 
acids and esters in data set A. Avg is the average error associated to these 
compounds.  

acids/esters   ∆$()%°  ∆$*+,°  #%  
 

Formic Acid -3.83 -3.64 -0.19 -0.19 
 

Acetic Acid -4.03 -3.88 -0.15 -0.18 
 

Methyl formate -3.31 -3.11 -0.20 -0.23 
 

Metyl Acetate -3.51 -3.39 -0.13 -0.18 
    

avg -0.19 
    

stdev 0.02 
      

C.4.1.4. –OH errors in PBE  

To determine whether alcohols need a correction, we deconvoluted the total error 
and the -CHx error. The average error for -OH moieties is –0.04 eV. The MAE on 
the products from CO2 and H2 reactions, with and without correction -OH is 0.037 
and 0.040 eV. For products from CO and H2, the MAE with and without correction 
for -OH is 0.035 and 0.034 eV. Hence, we do not correct -OH, but note that this 
correction can enhance the reaction energetics particularly for short carbon chain 
alcohols, such as methanol and ethanol.  

For example, the error for producing methanol within PBE based on the 
reaction CO2 + 3H2 → CH3OH + H2O is 0.14 eV, as seen from Table C3, data set 
B. After correcting the free energy of CO2 on the reactants and -CHx on the 
products (Eq. 4.6 in the main text: ∆"!"#° −	$$'" +	$$%!)	 as (0.18 eV + (-0.19 eV) 
–(0.03 eV), the free energy becomes ∆"()**° = -0.04 eV and the error is -0.08 eV. 
Further correction by  $'% = -0.04 eV, reduces the error to -0.04 eV. 

 

TABLE C9 
Calculated (PBE) and standard free energies in eV for alcohols in data set A. Avg 
is the average error associated to these compounds. 

alcohol 
 

∆$()%°  ∆$*+,°  #%  
 

Methanol -1.72 -1.68 -0.04 -0.06 
 

Ethanol -1.74 -1.74 0.00 -0.05 
 

Propanol -1.61 -1.66 0.05 -0.03 
 

Butanol -1.48 -1.56 0.09 -0.02 
    

avg -0.04 
    

stdev 0.02 

xT C CHne e- ×

xT C CHne e- ×
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C.4.2. PW91 

C.4.2.1. -CHx in PW91 

As shown in Table C10, -CHx moieties in PW91 do not show significant errors. 
Therefore, PW91 calculated energies do not require this type of correction. 

TABLE C10 
Calculated (PW91) and experimental standard free energies in eV for the alkanes in data 
set A and an assessment of their associated errors. 
 

-CHx 
 

∆"!"#°  ∆"+,-°  $# $# /nC 
1 CH4 -0.55 -0.52 -0.02 -0.02 
2 C2H6 -0.36 -0.33 -0.03 -0.01 
3 C3H8 -0.26 -0.24 -0.02 -0.01 
4 C4H10 -0.16 -0.19 0.03 0.01 
5 C5H12 -0.06 -0.09 0.03 0.01 
    

avg -0.01 
    

stdev 0.01 
 

C.4.2.2. -C=O- in PW91  

As there is practically no error associated to -CHx moieties for PW91, the errors 
for carbonyl groups are determined directly from the differences with respect to 
experiments.  
 

TABLE C11 
Calculated (PW91) and experimental standard free energies in eV for aldehydes and 
ketones in data set A, and an assessment of their average associated errors.  
 

aldehydes/ketones 
 

∆$()%°  ∆$*+,°  #% 
 

Formaldehyde -1.14 -1.06 -0.07 
 

Acetaldehyde -1.50 -1.38 -0.12 
 

Propanal -1.42 -1.30 -0.12 
 

Butanal -1.27 -1.18 -0.09 
   

avg -0.10 
   

stdev  0.02 
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C.4.2.3. –(C=O)O- errors in PW91  

In line with PBE, the error for acids and esters in PW91 is similar to the CO2 error. 
In fact, the average error of -0.19 eV differs from that of CO2 (-0.15 eV) by 0.05 eV. 
In both cases, for the products obtained from CO2 and H2, and CO and H2, the MAE 
is 0.041 and 0.037 eV correcting by -0.15 and -0.19 eV, respectively. Here we have 
decided to correct the –(C=O)O- moiety by the error found (-0.19 eV) but, in 
principle, one could correct CO2, carboxylic acids and esters using the CO2 error, 
depending on the required degree of accuracy. 

TABLE C12 
Calculated (PW91) and experimental standard free energies of formation in eV for 
carboxylic acids and esters in data set A, and an assessment of their associated errors.  
 

acids/esters   ∆"!"#°  ∆"+,-°  $# 
 

Formic Acid -3.82 -3.64 -0.18 
 

Acetic Acid -4.05 -3.88 -0.17 
 

Methyl formate -3.34 -3.11 -0.23 
 

Methyl Acetate -3.56 -3.39 -0.18 
   

avg -0.19 
   

stdev 0.03 
 

C.4.2.4. –OH errors in PW91  

Based on the error analysis in Table C10, this functional does not display sizable 
-CHx errors. Therefore, the average -OH error can be straightforwardly calculated 
in Table C13 as –0.04 eV. As is the case for PBE (section C.4.1.4), correcting this 
error might be advisable for short carbon chain alcohols, depending on the 
required accuracy. The MAE for CO2 and H2 products and for CO and H2 (some 
using CO and H2O) is 0.036 and 0.037 eV with and without -OH correction. 
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TABLE C13 
Calculated (PW91) and experimental standard free energies in eV for alcohols in data 
set A, and an assessment of their associated errors. 

alcohol 
 

∆"!"#°  ∆"+,-°  $# 
 

Methanol -1.75 -1.68 -0.07 
 

Ethanol -1.80 -1.74 -0.06 
 

Propanol -1.69 -1.68 -0.01 
 

Butanol -1.58 -1.56 -0.02 
   

avg -0.04 
   

stdev 0.03 

C.4.3. RPBE 

C.4.3.1. -CHx errors in RPBE 

The average contribution of -CHx moieties to the total errors in the formation 
energies of alkanes is 0.08 eV/CHx. The total error is, thus, appreciably larger 
than that of PBE for large molecules.  

TABLE C14 
Calculated (RPBE) and experimental standard free energies in eV for the alkanes in data 
set A, and an assessment of their associated errors.  
 

-CHx 
 

∆"!"#°  ∆"+,-°  $# $#/nC 
1 CH4 -0.46 -0.52 0.07 0.07 
2 C2H6 -0.21 -0.33 0.13 0.06 
3 C3H8 -0.01 -0.24 0.23 0.08 
4 C4H10  0.18 -0.19 0.37 0.09 
5 C5H12  0.38 -0.09 0.47 0.09 
    

avg 0.08 
    

stdev 0.01 
 

C.4.3.2. –C=O- errors in RPBE 

The average error obtained for aldehydes and ketones is -0.21 eV, see Table C15. 
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TABLE C15 
Calculated (RPBE) and experimental standard free energies in eV for aldehydes and 
ketones, and an assessment of their associated errors. 

Aldehydes/ketones 
 

∆"!"#°  ∆"+,-°  $# 
  

Formaldehyde -1.27 -1.06 -0.21 -0.21 
 

Acetaldehyde -1.53 -1.38 -0.15 -0.23 
 

Propanal -1.35 -1.30 -0.06 -0.21 
 

Butanal -1.13 -1.18 0.05 -0.18 
 

Acetone -1.64 -1.58 -0.06 -0.22 
    

avg -0.21 
    

stdev  0.02 
 

C.4.3.3. –(C=O)O- errors in RPBE 

The average error for acids and esters is -0.27 eV. Thus, correcting this moiety by 
the CO2 error (-0.46 eV) is not advisable.  

TABLE C16 
Calculated (RPBE) and experimental standard free energies in eV for carboxylic acids 
and esters in data set A, and an assessment of their associated errors.  

acids/esters 
 

∆"!"#°  ∆"+,-°  $# 
  

Formic Acid -3.92 -3.64 -0.28 -0.28 
 

Acetic Acid -4.04 -3.88 -0.16 -0.24 
 

Methyl formate -3.34 -3.11 -0.23 -0.31 
 

Methyl Acetate -3.46 -3.39 -0.08 -0.23 
    

avg -0.27 
    

stdev 0.04 
 

C.4.3.4. –OH errors in RPBE  

To determine whether alcohols need a correction, we deconvoluted the total error 
from that of -CHx. As the values in the column in Table C17 show 
that the isolated error is not substantial (-0.01 eV), we conclude that simple 
alcohols do not need corrections in RPBE, but methanol and ethanol might benefit 
from specific corrections in specialized studies.  
 
 

xT C CHne e- ×

xT C CHne e- ×

xT C CHne e- ×
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TABLE C17 
Calculated (RPBE) and experimental standard free energies in eV for alcohols in data 
set A, and an assessment of their associated errors.  
 

alcohol 
 

∆"!"#°  ∆"+,-°  $# 
  

Methanol -1.67 -1.68 0.01 -0.07 
 

Ethanol -1.63 -1.74 0.11 -0.05 
 

Propanol -1.41 -1.68 0.27 0.04 
 

Butanol -1.22 -1.56 0.34 0.02 
    

avg -0.01 
    

stdev 0.05 

C.4.4. BEEF-vdW 

C.4.4.1. -CHx errors in BEEF-vdW 

As shown in Table C18, -CHx errors are large for this xc-functional compared to 
the others: 0.21 eV/CHx. 

TABLE C18 
Calculated (BEEF-vdW) and experimental standard free energies in eV for the alkanes 
in data set A, and an assessment of their associated errors.  
 

-CHx   ∆$()%°  ∆$*+,°  #% #%/nC 
1 CH4 -0.27 -0.52 0.25 0.25 
2 C2H6 0.08 -0.33 0.41 0.21 

3 C3H8 0.34 -0.24 0.58 0.19 
4 C4H10 0.59 -0.19 0.78 0.20 

5 C5H12 0.85 -0.09 0.94 0.19 
    

avg 0.21 
    

stdev 0.03 

C.4.4.2. –C=O- errors in BEEF-vdW 

The errors in aldehydes and ketones are on average -0.27 eV, obtained after 
subtracting the contributions of -CHx moieties. 
 
 
 
 

xT C CHne e- ×
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TABLE C19 
Calculated (BEEF-vdW) and experimental standard free energies in eV for aldehydes 
and ketones in data set A, and an assessment of their associated errors. 
 

aldehydes/ketones   ∆"!"#°  ∆"+,-°  $# 
  

Formaldehyd
e 

-1.27 -1.06 -0.21 -0.21 

 
Acetaldehyde -1.42 -1.38 -0.04 -0.25 

 
Propanal -1.18 -1.30 0.12 -0.30 

 
Butanal -0.88 -1.18 0.30 -0.33 

 
Acetone -1.45 -1.58 0.13 -0.28 

    
avg -0.27 

    
stdev 0.04 

 

C.4.4.3. -(C=O)O- errors in BEEF-vdW  

For BEEF-vdW this error is divided into 2 groups: that of carboxylic acids and 
that of esters (see Table 1). This is because the average calculated errors for the 
two groups differ by ~0.10 eV. In both cases the errors are different from that of 
CO2, see Tables S20-S21. 

TABLE C20 
Calculated (BEEF-vdW) and experimental standard free energies in eV for carboxylic 
acids in data set A, and an assessment of their associated errors. 
 

carboxylic acids   ∆"!"#°  ∆"+,-°  $# 
  

Formic Acid -3.98 -3.64 -0.34 -0.34 
 

Acetic Acid -4.02 -3.88 -0.14 -0.34 
    

avg -0.34 
    

stdev 0.00 
 
 
 
 
 
 
 
 
 
 
 

xT C CHne e- ×

xT C CHne e- ×
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TABLE C21 
Calculated (BEEF-vdW) and experimental standard free energies in eV for esters in data 
set A, and an assessment of their associated errors. 
 

esters   ∆"!"#°  ∆"+,-°  $# 
  

Methyl formate -3.36 -3.11 -0.25 -0.46 
 

Metyl Acetate -3.40 -3.39 -0.01 -0.43 
    

avg -0.44 
    

stdev 0.02 
 

C.4.4.4. –OH errors in BEEF-vdW 

We find that the average error attributable to this functional group is -0.14 eV, see 
Table C22. 

TABLE C22 
Calculated (BEEF-vdW) and experimental standard free energies in eV for alcohols in 
data set A, and an assessment of their associated errors. 
 

alcohols 
 ∆"!"#°  ∆"+,-°  $#  

 
Methanol -1.59 -1.68 0.09 -0.11 

 
Ethanol -1.47 -1.74 0.27 -0.14 

 
Propanol -1.18 -1.68 0.50 -0.12 

 
Butanol -0.93 -1.56 0.63 -0.20 

    
avg -0.14 

    
stdev 0.04 

 

C.4.4.5. H2 errors in BEEF-vdW 

The framework shown here assumes that H2 is reasonably well described, so we 
do not provide an H2 correction by default. However, we verified that correcting 
the H2 formation energy by 0.085 eV together with the correction of the other 
errors also lowers the MAE of data set A. Such value agrees well with the 
reported value of 0.09 eV.8,9 Table C23 shows the corrections for the other types 
of errors when H2 is corrected by 0.085 eV. We note that upon the H2 correction, 
the values are rather similar to those of RPBE in Table 1. 
 
 
 
 

xT C CHne e- ×

xT C CHne e- ×
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TABLE C23  
Gas-phase errors for BEEF-vdW with a simultaneous H2 correction of 0.085 eV. The two 
values reported for –(C=O)O– are for carboxylic acids and esters (the latter in 
parentheses).   

Error BEEF-vdW 
CO2 -0.39 
CO -0.09 
-C=O- -0.21 
-CHx 0.08 
-(C=O)O- -0.24 (-0.30) 
-OH -0.08 

 
Finally, we provide in Table C24 a compilation of data to show the progressive 
reduction in the errors as a result of the various corrections proposed in this 
study. 

TABLE C24 
Comparison of the initial mean absolute errors (MAEDFT) for the CO2 and CO reactions 
calculated with PBE, PW91, RPBE and BEEF-vdW, after applying corrections to the 
reactants !! 	(first correction, MAER), and after applying corrections to both the 
reactants #-	and products #, (second correction, MAERP). %redR = 100×(MAEDFT - 
MAER) / MAEDFT, and %redRP = 100×(MAEDFT - MAERP) / MAEDFT. 
 

CO2–based reactions PBE PW91 RPBE BEEF-vdW 

MAEDFT (eV) 0.43 0.30 1.14 1.53 

MAER (eV) 0.10 0.09 0.18 0.31 
MAERP (eV) 0.04 0.04 0.04 0.05 

% redR 77% 68% 84% 80% 
% redRP 91% 87% 96% 97% 

 

 CO–based reactions PBE PW91 RPBE BEEF-vdW 
MAEDFT (eV) 0.61 0.68 0.27 0.65 
MAER (eV)  0.10 0.09 0.19 0.32 

MAERP (eV) 0.04 0.04 0.04 0.05 
% redR 84% 87% 29% 50% 

% redRP 94% 95% 85% 92% 
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C.5 Electrocatalysis-related data  

Figures C5 andC6 compare CO2RR to CO on Au(100) and Au(110) single-crystal 
electrodes using PBE with (panel b) and without (panel a) gas-phase corrections 
applied to CO2 and CO. 
 

FIGURE C5 
Free energy diagrams for CO2 reduction to CO using Au(100) single-crystal electrodes. 
(a) Using DFT data as is, and (b) correcting CO2 and CO for their gas-phase errors. The 
black dashed line at 0.66 eV marks the free energy corresponding to the experimental 
onset potential of -0.66 V vs RHE.10  

 
Table C25 contains the experimental and computational data included in 

Figures 4.3 and 4.4 in the main text. Cupoly and Agpoly are simulated by missing-
row reconstructed Cu(110) and Ag(110). Aupoly is represented by Au(211). For 
each electrode in Table C25 the corresponding slabs contained four layers: the 
bottommost two were fixed at the optimized bulk positions and the uppermost 
two and the adsorbates were completely free to relax.  
 



C :  S U P P O R T I N G  I N F O R M A T I O N  F O R  C H A P T E R  4  
 

 162 

FIGURE C6 
Free energy diagrams for CO2 reduction to CO using Au(110) single-crystal electrodes. 
(a) Using DFT data as is, and (b) correcting CO2 and CO for their gas-phase errors. The 
black dashed line at 0.37 eV marks the free energy corresponding to the experimental 
onset potential of -0.37 V vs RHE.10 
 
TABLE C25 
Experimental, DFT calculated and semiempirically corrected onset potentials (in V vs 
RHE) for CO2 electroreduction to CO on various metal electrodes. 
 

Electrode  UDFT Ucorrected Uexp 
Au(111) -0.90 -0.71 -0.66 (ref.10) 
Au(110) -0.64 -0.46 -0.37 (ref.10) 
Au(100) -0.87 18-0.69 -0.66 (ref.10) 
Aupoly -0.53 -0.34 -0.26 (ref.11) 
Ag(111) -1.09 -0.90 -0.94 (ref.12) 
Agpoly -0.83 -0.65 -0.60 (ref.13) 
Cupoly -0.53 -0.34 -0.40 (ref.11) 

 
The ZPE, vibrational entropy and solvation corrections of *COOH and *CO can 
be found in Table C26. The solvation corrections were assessed from calculations 
in which water molecules were present/absent in the proximities14 of the 
adsorbates and are in line with previous reports.15,16  
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TABLE C26 
Zero-point, entropic and solvation contributions (in eV) to the free energies of *COOH 
and *CO on various metal electrodes. 
 

Electrode  ZPE TSvib Esolvation 
COOH @ Au(111) 0.60 0.34 -0.42 
CO @ Au(111) 0.17 0.15 0.00 

COOH @ Au(110) 0.60 0.34 -0.42 
CO @ Au(110) 0.17 0.15 0.00 

COOH @ Au(100) 0.61 0.29 -0.42 
CO @ Au(100) 0.19 0.16 0.00 

COOH @ Aupoly 0.60 0.34 -0.42 
CO @ Aupoly 0.17 0.15 0.00 

COOH @ Ag(111) 0.59 0.26 -0.44 
CO @ Ag(111) 0.16 0.25 0.00 

COOH @ Agpoly 0.59 0.28 -0.44 
CO @ Agpoly 0.16 0.25 0.00 

COOH @ Cupoly 0.62 0.22 -0.28 
CO @ Cupoly 0.16 0.14 0.00 

 
Finally, we modelled CO2 electroreduction to CO on Au(111) and 

Au(100) with RPBE. The equilibrium potential is -0.30 V vs RHE before the 
corrections and -0.10 V vs RHE after the corrections (it is -0.10 V vs RHE in 
experiments). The ZPE, vibrational entropy and solvation corrections of *COOH 
(0.61, 0.29 eV) and *CO (0.17, 0.16 eV) are similar to those of PBE (see Table C26), 
and the solvation corrections are assumed to be the same. We compare in Figures 
C7-C8 the calculated onset potentials with the experimental ones in reference10, 
namely -0.66 V vs RHE for both facets. Without corrections, the onset potentials 
on Au(111) and Au(100) are -1.23 and -1.21 V vs RHE, giving errors of 0.57 and 
0.55 V. Upon the corrections, the onset potentials are -0.77 and -0.75 V, giving 
errors of 0.11 and 0.09 V.  
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FIGURE C7 
Free energy diagrams for CO2 reduction to CO using Au(111) single-crystal electrodes. 
(a) Using DFT-RPBE data as is, and (b) correcting CO2 and CO for their gas-phase errors. 
The black dashed line at 0.66 eV marks the free energy corresponding to the 
experimental onset potential of -0.66 V vs RHE.10  
 

FIGURE C8 
Free energy diagrams for CO2 reduction to CO using Au(100) single-crystal electrodes. 
(a) Using DFT-RPBE data as is, and (b) correcting CO2 and CO for their gas-phase errors. 
The black dashed line at 0.66 eV marks the free energy corresponding to the 
experimental onset potential of -0.66 V vs RHE. 10 
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C.6 Interlayer cohesive energy in graphite 

Table C27 contains a literature survey on the experimental interlayer cohesive 
and/or binding energy of graphite, see Table R1. The values are in the range of 
0.031 – 0.064 eV/atom,17–22 and the average value is 0.046 eV/atom. This reflects 
the common notion that graphite layers are linked via weak van der Waals 
interactions and justifies the approximation of graphite by graphene for our 
current purposes.  

TABLE C27 
Experimental interlayer energy of interaction for graphite described by interlayer 
cohesive energies (CE) and interlayer binding energies (BE).  
 

Energy (eV/atom) Interlayer interaction Source 
0.064 CE [17] 
0.054 BE [17] 
0.043 CE [18] 
0.052 CE [19] 
0.035 CE [20] 
0.031 BE [20] 
0.055 BE [21] 
0.031 BE [22] 

C.7 Alternative analysis using training and extrapolation 
sets 

We have also split the molecules in Data set A into a training set of 21 molecules 
and an extrapolation set of seven molecules (pentane, butanal, glyoxal, 
isopropanol, butanol, and methyl acetate) and added a new molecule (butanone). 
Note that the extrapolation set is formed by the largest molecules in every family 
of compounds (which helps in assessing the performance of the method as the 
molecules’ size increases). The new errors were pinpointed in the training set 
exactly as described in section 4, Tables C6-C22. Table C28 shows that the errors 
are similar in the training set compared to the full set, being the average 
difference of only 0.01 eV. In general, we have observed that only one or two 
compounds are necessary to pinpoint a specific error, so the training set may 
easily be made smaller without compromising the accuracy of the method. 

 
 
 
 



C :  S U P P O R T I N G  I N F O R M A T I O N  F O R  C H A P T E R  4  
 

 166 

TABLE C28  
Comparison of the gas-phase corrections determined with the entire Data set A (in 
grey), and with a training set of 21 molecules (in white). All values are in eV.  
 

Error PBE PW91 RPBE BEEF-vdW 

-CHx 0.02 0.03 -0.01 -0.01 0.07 0.08 0.21 0.21 

-C=O- -0.11 -0.10 -0.11 -0.10 -0.22 -0.21 -0.27 -0.27 

-(C=O)O- -0.20 -0.19 -0.19 -0.19 -0.27 -0.27 -0.34 (-0.44) -0.34 (-0.47) 

-OH -0.05 -0.04 -0.04 -0.04 -0.03 -0.01 -0.14 -0.14 

 
Moreover, we extrapolated the corrections obtained in the training set to the 
extrapolation set for the formation energies, and the CO2 reduction and CO 
reduction energies. Tables C29-C31 show the free energies for the four functionals 
under study, the corrected free energies and the experimental values, providing 
in all cases the mean absolute errors (MAEs) with respect to experiments. From 
Tables C29-C31 we conclude that the MAEs are significantly decreased in the 
extrapolation set for the formation energies and those involved in CO2 and CO 
reduction reactions. Importantly, the final MAEs are comparable to those in 
Figures 4.1-4.2. Since the MAEs for a given functional are identical for the three 
corrected energies (see the bottom rows for the corrected functionals in Tables 
C29-C31), the errors do not appear to propagate in our method. Conversely, the 
errors grow rapidly among the uncorrected energies, particularly for RPBE and 
BEEF-vdW.  
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TABLE C29 
Formation energies of the compounds in the extrapolation set. All values are in eV. 
 

Species 
         

pentane 0.09 -0.06 0.38 0.85 -0.04 -0.02 0.01 -0.21 -0.09 

butanal -1.19 -1.27 -1.13 -0.88 -1.15 -1.14 -1.14 -1.25 -1.18 

butanone -1.54 -1.63 -1.45 -1.20 -1.51 -1.50 -1.46 -1.57 -1.52 

glyoxal -2.13 -2.14 -2.39 -2.46 -1.92 -1.93 -1.96 -1.92 -1.97 

isopropanol -1.73 -1.81 -1.52 -1.30 -1.76 -1.75 -1.71 -1.79 -1.80 

butanol -1.48 -1.58 -1.22 -0.93 -1.53 -1.51 -1.49 -1.64 -1.56 

methyl 
acetate 

-3.51 -3.56 -3.46 -3.40 -3.37 -3.35 -3.34 -3.38 -3.39 

MAE 0.09 0.09 0.24 0.46 0.03 0.04 0.06 0.05 
 

 
TABLE C30  
Free energies for CO2 reduction to the compounds in the extrapolation set. All values 
are in eV.  
 

Species 
         

pentane -2.24 -2.58 -0.56 0.40 -3.29 -3.27 -3.25 -3.46 -3.34 

butanal -0.67 -0.92 0.49 1.12 -1.39 -1.38 -1.37 -1.49 -1.42 

butanone -1.03 -1.28 0.16 0.80 -1.75 -1.73 -1.70 -1.80 -1.75 

glyoxal 1.68 1.59 1.97 2.10 1.52 1.51 1.48 1.52 1.47 

isopropanol -0.75 -0.96 0.29 0.80 -1.34 -1.33 -1.29 -1.38 -1.38 

butanol -0.96 -1.23 0.39 1.07 -1.76 -1.74 -1.73 -1.87 -1.79 

methyl 
acetate 

-0.17 -0.34 0.71 1.07 -0.58 -0.57 -0.55 -0.59 -0.60 

MAE 0.67 0.44 1.75 2.31 0.03 0.04 0.06 0.05 - 

 

 

ΔGPBE ΔGPW 91 ΔGRPBE ΔGBEEF−vdW ΔGcorr
PBE ΔGcorr

PW 91 ΔGcorr
RPBE ΔGcorr

BEEF−vdW ΔGexp

ΔGPBE ΔGPW 91 ΔGRPBE ΔGBEEF−vdW ΔGcorr
PBE ΔGcorr

PW 91 ΔGcorr
RPBE ΔGcorr

BEEF−vdW ΔGexp
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TABLE C31  
Free energies for CO reduction to the compounds in the extrapolation set. All values 
are in eV.  
 

Species 
         

pentane -5.87 -6.05 -3.98 -2.99 -4.77 -4.75 -4.73 -4.94 -4.82 

butanal -3.58 -3.69 -2.25 -1.59 -2.57 -2.56 -2.56 -2.67 -2.60 

butanone -3.94 -4.05 -2.58 -1.91 -2.93 -2.92 -2.88 -2.99 -2.94 

glyoxal 0.23 0.21 0.60 0.74 0.93 0.92 0.89 0.92 0.88 

isopropanol -2.93 -3.03 -1.77 -1.24 -2.23 -2.22 -2.18 -2.27 -2.27 

butanol -3.87 -4.00 -2.34 -1.64 -2.95 -2.93 -2.91 -3.06 -2.98 

methyl 
acetate 

-2.35 -2.42 -1.34 -0.97 -1.47 -1.46 -1.44 -1.48 -1.49 

MAE 0.87 0.97 0.44 0.99 0.03 0.04 0.06 0.05 - 

 

With the values in Tables C29-C31 we prepared Figures C9-C11. The figures 
display the data as parity plots comparing experimental and computational data 
without any corrections and applying all the corrections listed in Table C28. The 
plots illustrate that: (i) the errors are considerably decreased upon applying the 
corrections, (ii) the errors do not propagate in our method, (iii) the errors 
propagate quickly in as-is DFT as the molecules become larger (i.e. as DG gets 
increasingly negative in Figures C10-C11). 
 

ΔGPBE ΔGPW 91 ΔGRPBE ΔGBEEF−vdW ΔGcorr
PBE ΔGcorr

PW 91 ΔGcorr
RPBE ΔGcorr

BEEF−vdW ΔGexp
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FIGURE C9 
Parity plots for the experimental and DFT-calculated free energies of formation of the 
molecules in the extrapolation set using PBE, PW91, RPBE and BEEF-vdW. The left 
column shows the data calculated with DFT without any correction, the right column 
shows the data after correcting for all the errors detected in the training set. The mean 
and maximum absolute errors (MAE, MAX) are shown in each case. The grey area is ± 
MAE in each case. The blue shaded area around the parity line covers an area of ± 0.15 
eV. 
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FIGURE C10  
Parity plots for the experimental and DFT-calculated free energies for the production of 
the molecules in the extrapolation set from CO2 and H2 using PBE, PW91, RPBE and 
BEEF-vdW. The left column shows the data calculated with DFT without any correction. 
The right column shows the data after correcting for errors in CO2 and the products. The 
mean and maximum absolute errors (MAE, MAX) are shown in each case. The grey area 
is ± MAE in each case. The blue shaded area around the parity line covers an area of ± 
0.15 eV. 
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FIGURE C11  
Parity plots for the experimental and DFT-calculated free energies for the production of 
the molecules in the extrapolation set from CO and H2 using PBE, PW91, RPBE and BEEF-
vdW. The left column shows the data calculated with DFT without any correction. The 
right column shows the data after correcting for errors in CO and the products. The 
mean and maximum absolute errors (MAE, MAX) are shown in each case. The grey area 
is ± MAE in each case. The blue shaded area around the parity line covers an area of ± 
0.15 eV. 
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D: Supporting Information for Chapter 5 

D1 Experimental 

 

 

FIGURE D1  
Electrochemical deposition of a palladium monolayer on Pt(111) electrode from 0.1 M 
H2SO4 + 0.1 mM PdSO4. Scan rate: 50 mV s-1. Arrows indicate the evolution with time. 
 
Figure D1 shows the effect of the progressive accumulation of palladium on the 
Pt(111) electrode surface on the voltammetric profile of the electrode during the 
electrochemical deposition of a palladium monolayer. Initially, the presence of 
palladium on the surface is reflected by the growth of a sharp adsorption state at 
0.23 VRHE, concomitant with the progressive decrease of the characteristic 
adsorption states of Pt(111) in 0.1 M H2SO4. In addition, the presence of the 
characteristic spike of Pt(111) at 0.50 VRHE strongly suggests the existence of wide 
Pt(111) domains. With increasing deposition cycles the last contributions from 
the Pt(111) domains around 0.50 VRHE disappear. Previous studies using scanning 
tunnelling microscopy (STM) showed that a complete pseudomorphic 
monolayer of Pd is formed prior to bulk deposition during electrochemical 
deposition of Pd on Pt(111).1 The voltammetric charge of (bi)sulfate adsorption at 
0.23 VRHE can be related in a quantitative way to the palladium coverage and 
corresponds to a charge of 320 μC cm-2 for PdMLPt(111).2  
 

0.0 0.2 0.4 0.6 0.8 1.0

-1000

-500

0

500

1000

0.50 VRHE

C
ur

re
nt

 d
en

si
ty

 / 
µA

 c
m

-2

E vs RHE / V

0.23 VRHE



D :  S U P P O R T I N G  I N F O R M A T I O N  F O R  C H A P T E R  5  

 175 

 

FIGURE D2  
Cyclic voltammogram of PdMLPt(111) electrode recorded in (a) 0.1 M HClO4 (pH = 1), 
(b) 0.15 M HClO4 (pH = 0.82), (c) 0.2 M HClO4 (pH = 0.7), (d) 0.3 M HClO4 (pH = 0.5), (e) 
0.5 M HClO4 (pH = 0.3) and (f) 1 M HClO4 (pH = 0). Scan rate: 50 mV s-1.  
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FIGURE D3 
Cyclic voltammogram of Pt(111) in 0.1 M HClO4 and 0.1 M CH3SO3H. Scan rate: 50 mV 
s-1. 
 
Figure D3 compares the cyclic voltammograms of a Pt(111) electrode recorded in 
0.1 M HClO4 and 0.1 M CH3SO3H. At potentials lower than 0.55 VRHE, where the 
hydrogen adsorption/desorption and the double-layer regions take place, there 
is an almost perfect coincidence between the curves. However, at higher 
potentials, when the adsorption of oxygen-containing species occurs, visible 
differences between the CVs appear. At potentials in the range of 0.55 to 0.90 
VRHE, where adsorption of hydroxyl from water dissociation is expected, OH 
adsorption starts at slightly lower potentials in CH3SO3H than in HClO4 and this 
could suggest weak specific adsorption. In contrast, the following sharp peak, the 
spike of the so-called “butterfly” feature, is slightly shifted to higher potentials in 
0.1 M CH3SO3H.  

 

FIGURE D4 
Cyclic voltammogram of PdMLPt(111) electrode recorded in (a) 0.1 M HClO4 (pH = 1) 
and (b) 0.001 M HClO4 (pH = 3), without and with different concentrations of Cl-. Scan 
rate: 50 mV s-1. 
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Figure D4 shows the cyclic voltammograms of the PdMLPt(111) electrode 
recorded in (a) 0.1 M HClO4 (pH = 1) and (b) 0.001 M HClO4 (pH = 3) with small 
concentrations (10-6 and 10-5 M) of Cl-. The change caused by Cl- is the same as 
reported by Markovic et al3: the observed HⅠ and HⅡ  peaks exhibit asymmetry, in 
contrast to the symmetric peaks observed in solutions containing only HClO4. 
Therefore, chloride is in competition with Hupd as well as with OHads . 

 

D2 Computational methods 

All of the calculations were performed using the Vienna Ab initio Simulation 
Package (VASP)4 with the Generalized-Gradient-Approximation (GGA) PBE 
exchange-correlation functional5 and the projector-augmented wave (PAW) 
method.6 The plane-wave energy cut-off was 450 eV. Pt(111) and PdMLPt(111) 
surfaces were modeled using a slab consisting of a (3×3) unit cell. After verifying 
energy convergence with respect to atomic layers we decided to use 6 atomic 
layers for PdMLPt(111) and Pt(111), in this way providing a convergence criterion 
of adsorption energies to £ 0.05 eV. The k-point sampling grids used for both 
surfaces were (6×6×1) generated using the Monkhorst-Pack approach.[4–6][4–6]7 

To account for bulk effects in a finite slab, the first two atomic layers were 
kept fixed at the PBE optimized lattice constant of Pt (3.98 Å) while the remaining 
atomic layers were relaxed. We included empirical van der Waals (vdW) 
corrections through the DFT-D3(BJ)8,9 method on PBE, here denoted as PBED3, to 
the calculations for a comparison of the energetics of the water-water and water-
metal interactions. The relaxations to find the ground-state configurations were 
made using the quasi-Newton algorithm. Site analysis and geometry 
optimizations were performed until the forces were smaller than 0.02 eV Å-1. To 
prevent spurious interactions between the slabs along the z axis, a vacuum of 
~15.0 Å was set for all cases and dipole corrections were also applied by adding 
the tags LDIPOL= .TRUE. and IDIPOL = 3. The slab was positioned at the bottom 
of the cell, in this way assuring convergence when using the dipole moment 
corrections. Several attempts with the cell positioned in the center plus dipole 
corrections failed to converge. 

For the surfaces and adsorbed species, the method of Methfessel-Paxton10 
to the second order was used to set the partial occupancies on each orbital and 
the smearing width was set to 0.2 eV. For the individual molecules, a Gaussian 
smearing with a width of 0.001 eV was used instead. The gas-phase molecules, 
H2O(g), H2(g), ClO2(g), F2(g) and SO2(g) were simulated in an asymmetric box of 
(15.0×15.1×15.3) Å3 at the gamma point (1×1×1). 
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D3 Gibbs Free Energy of Adsorption  

The changes in free energies of adsorption were calculated using the hypothetical 
chemical reaction 1, following Eq. D.2. A(g) is a gas-phase molecule, * is the 
surface and *A is the adsorbed species on the surface.  
 

	 "(") +∗→∗ "	 D.1 
 

	 ∆'$%&
∗( = '∗( −	'(")

( −	'∗	 D.2 
Where, 

	 '∗( = *)*+
∗( + +,*∗( − -.,-.

∗( 	 D.3 
 

	 '(")
( =	*)*+	(")

( + +,*(")
( − -.01$2&,			140,				,-.	(")

(	 	 D.4 
 

	 '∗ = *)*+
∗  	 D.5 

 
where *)*+5  is the relative energy from the optimization extrapolated to 0 K 
(sigma → 0) where x refers to either *A, A(g) or (*), ZPE is the zero-point energy 
and TS is the entropy contribution at 298.15 K. For the gas-phase molecules, the 
entropy includes all contributions, and was obtained from standard 
thermodynamic tables.11 For the adsorbed species, the entropy includes only the 
vibrational contributions and was calculated using statistical mechanics 
equations within the harmonic oscillator approximation.12 These contributions 
were obtained by performing a vibrational analysis within the VASP code using 
several displacements around the ground state. Within this method only the 
adsorbed species are displaced in all directions while the slab is kept fixed. 
To obtain the solution-phase free energy of water from DFT-calculated gas-phase 
water, we corrected the energy by adding -0.087 eV to the TS term.13 This 
represents the difference between the free energy of formation of gas-phase water 
and liquid-phase water at 298.15 K. 

The potential dependence of all the proton-coupled electron transfer 
reactions was calculated using the computational hydrogen electrode (CHE) 
model,13 where at equilibrium and standard conditions (0 V and a pressure of 1 
atm), the protons in solution and the electrons in the electrode (H+(aq), e-) are in 
equilibrium with H2(g), as shown in the following chemical equation:  

	
1

2
26(") 	⇄ 27$8 + 49	 D.6 

 
With this thermodynamic convention we can overcome the computational 
difficulty of calculating the energy of protons and electrons in DFT and instead 
calculate the ground-state free energy of a H2(g) molecule. Half of that energy 
will then represent the free energy of the coupled proton and electron as shown 
in Eq D.6.13,14 
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The solution-phase free energies of perchlorate, sulfate and bisulfate anions were 
calculated via a thermodynamic cycle combining DFT free energies and tabulated 
experimental standard redox chemical potentials at standard conditions (298.15 
K and 1 atm), as a direct calculation of these anion free energies would be difficult 
with DFT due to the long length and time scales of the solvation energetics. Using 
an electrochemical thermodynamic cycle allows us to calculate the solution-
phase free energy of an anion from a neutral, typically gas-phase, species, such 
that its energy can be accurately determined with DFT as G = ZPE – TS + PV. This 
is analogous to the computational hydrogen electrode method, except it requires 
experimentally measured equilibrium potentials, whereas in the computational 
hydrogen electrode method, the equilibrium potential between hydrogen gas 
and aqueous protons at standard conditions is defined to be exactly 0 V, i.e., '4- 
= -5 |4| 6° = 0 
 
As an example, the solution-phase free energy of ClO:9($8)  is discussed below. 
Using the following redox equations at standard conditions, we can use the 
calculated free energy of :;<6(")  to calculate the free energy of aqueous 
perchlorate. 

	 	:;<;
9
($8) + 22

7 + 49 ⇋ :;<6(") +26<($8) *∘ = 1.18 @	 D.7 
	

	 :;<:
9
($8) + 22

7 + 249 ⇋ :;<;
9
($8) +26<($8) *

∘ = 1.2	@	 D.8 
 
From Eq. D.7, :;<;9($8) free energy can be determined which can then be used in 
Eq. D.8 to determine the solution-phase free energy of :;<:9($8). Note that the free 
energy of the electron is, '=! =	−	5|	4|	6°  and the total free energy is, ∆'	 =
	∆'°	 − C.;5(10)	G2, where the second term of the equation is 0 at pH = 0 and at 
equilibrium ∆' = 0. Therefore, the free energy of Eq. D.7 is  

	 ∆' = '(")
?@A" 	+	'($8)

B"A 	−	'($8)
?@A#! − '(")

B" 	−	'=
!
	 D.9 

 
Substituting '=! =	−	5|	4|	6°, I5J	*° = 6°:  
 

 '($8)
?@A#! 	= '(")

?@A" 	+	'($8)
B"A 	−	'(")

B" 	−	 (−5|4|6°) D.10 

 

	 '($8)
?@A#! = '(")

?@A" + '($8)
B"A − '(")

B" 	+ 1.18	4@	 D.11 
 
Similarly,  

	 '($8)
?@A$! 	= '($8)

?@A#! 	+	'($8)
B"A − '(")

B" + 	2.4	4@	 D.12 
Now, the calculated free energy of the proton in solution is obtained following 
the definition that the standard hydrogen electron redox potential is set to 0 V on 
the SHE scale.  



D :  S U P P O R T I N G  I N F O R M A T I O N  F O R  C H A P T E R  5  

 180 

Given the previous definitions: 

	
1

2
26(")  ⇄ 27$8 + 49 *° = 0@	 D.13 

 

	 ∆' = '($8)
	B% − 5|4|6 −

1

2
'(")
B" 	 D.14 

 
Then, 

	 0  =  '($8)
 B% −  1L 4(0@)  −  

1

2
'(")
B" 	 D.15 

 

	
1

2
'(")
B" 	= 	'($8)

	B% 	 D.16 

 
Then, the adsorption energy of perchlorate on the surface is calculated as follows: 
Given the following reaction, where we used an adsorbed water adlayer as the 
reference state *6 H2O then,  

	 ∗ 626< + :;<:
9
($8) ⟶   ∗ :;<: −26<  + 5 26<($8) + 49	 D.17 

 
represents the adsorbed perchlorate co-adsorbed with one water molecule. Then, 
we can determine the change in free energy of adsorption of adsorbed solvated 
perchlorate as shown below in Eq. D18. 
 

	 ∆'$%&
∗?@A$9B"A = '∗?@A$9B"A + 5'($8)

B"A − '∗	DB"A − '($8)
?@A$! − 5|4|6	 D.18 

 
which represents the energy of adsorption of a perchlorate ion on a surface 
covered with 2/3 ML water molecules, perturbing the water adlayer and 
displacing water molecules after its adsorption. In our case, the adsorbed 
perchlorate is solvated with one water molecule. 

D4 Adsorption free energies of *OH, *H and *O 

D4.1 Adsorption of hydroxyl and water adlayer  

The adsorption energy of *OH was calculated within a explicit water bilayer. In 
this study we used a single water bilayer with a total water species coverage of 
2/3 ML, and varied the hydroxyl (*OH + *H2O) coverage by removing hydrogen 
from the adlayer. The water bilayer structure of √3	× √3	S3<° has been found to 
be stable on closed-packed metal surfaces.15–17 Furthermore, the good match 
between the lattice constant of metals and the water layer makes this model 
attractive for computational electrocatalysis as a good aproximation to account 
for solvation effects,13,18–21 especially those coming from the first solvation shell.  
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FIGURE D5 
Hydroxyl (*OH) free energy of adsorption as a function of coverage on PdMLPt(111) 
calculated at the PBE and PBED3 levels of theory. The plotted adsorption energy is 
calculated with two different reference states: from the adsorbed water bilayer (*H2O) 
and from solution-phase water (H2O). 
 
We can calculate the adsorption energy of *OH in two ways: (i) by using the 
adsorbed water bilayer as the reference state18,22 (i.e. using Eq. D.19), and (ii) by 
using solution-phase water as the reference state (i.e. using Eq. D.20). 
 

	 ∗ 	26<	 ⟶	∗ 5	<2 − (L − 5)26< + 		5(	27 + 49	)	 D.19 
 

	 ∗ 	+	L	26<($8) ⟶∗ 5	<2 − (L − 5)26< +	 		5(	27 + 49	)	 D.20 
 

In both cases x = 6. Figure D5 shows the adsorption energy of *OH as a function 
of *OH coverage calculated from either solution phase water (H2O (aq)) or an 
adsorbed water bilayer (*H2O) as reference state and with and without dispersion 
corrections for both cases. We observe that: 

1) When referencing with respect to adsorbed water, for PBE and PBED3 
the adsorption energies are basically the same and do not differ by more 
than 0.05 (± 0.02) eV, see Table D1 OH (b) and Figure D5 cyan (PBED3) 
and blue lines (PBE). 

2) When referencing with respect to solution-phase water with PBE, the 
energies are less favorable (red triangles) than those calculated with 
PBED3 (velvet diamonds). The difference between these two at the 
lowest coverage is ~ 1.32 eV.  

3) As the *OH coverage increases, the energies tend to converge and do not 
differ by more than ~0.2 eV, independent of the reference state.  

Since the water-metal interactions are most affected by vdW interactions,23,24 the 
strong promotion of the adsorption of *OH + *H2O at low *OH coverage, and 
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weaker promotion at high *OH coverage (relative to that calculated without vdW 
corrections) is simply proportional to the amount of water present in the *OH + 
*H2O bilayer. This effect is roughly canceled when using an adsorbed water as 
the reference state. 

Similarly to case 1, the adsorption thermodynamics of the water adlayer 
on Pt(111) relative to that on PdMLPt(111) with vdW corrections does not 
significantly differ from that obtained without the vdW corrections. In fact, the 
difference in binding strength with vs. without vdW corrections between the two 
surfaces is ~0.03 eV, with stronger adsorption on PdMLPt(111). This is because the 
stabilization incorporated by the vdW corrections for both surfaces is of the same 
magnitude, ~0.24 eV. Thus, the effect of including vdW corrections is also 
canceled when using adsorbed water as a reference state in the calculation of our 
adsorption potentials. In this way, the impact of vdW corrections is minimal as 
shown in Figure D5 on PdMLPt(111). In either case, an appropriate representation 
of water adsorption is necessary for obtaining accurate DFT adsorption 
potentials. 

TABLE D1 
Free energies of adsorption in eV for 1/3 ML coverage of *H, *O and 1/3*OH-1/3 *H2O 
(PBE and PBED3). Using (a) solution-phase water and (b) adsorbed water bilayer as the 
reference state. 

PBE PBED3 

 PdMLPt(111) Pt(111) PdMLPt(111) Pt(111) 

*H -0.35 -0.29 -0.45 -0.39 

*OH (a) 0.66 0.71 0.10 0.20 

*OH (b) 0.37 0.43 0.35 0.39 

*O 1.25 1.46 1.11 1.31 
 

D4.2 Adsorption of hydrogen and oxygen 

The free energies of adsorption of *H, *O were calculated at different coverages 
using the same 3×3 unit cell by the following equations: 
 

	 5	(27 + 49	) 	+	∗	⟶	∗ 52	 D.21 
	 	  

	 ∆'$%&
∗B 	= 	

'
(∗2B) −	

5

2
'(")
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D.22 

	 	  
	 5 26<($8) +   ∗⟶   ∗ 5< + 25(27 + 49)	 D.23 
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D.24 
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where (*) is the surface , *H and *O are adsorbed species, n equals the number of 
adsorbed species per unit cell, and G(*) is the free energy of the isolated slab. 
The adsorption of *H and *O were calculated at their most stable sites (fcc) in both 
cases, and without explicit solvation following Eqs. D.22 and D.24. 

D5 Free energies vs. coverage diagrams 

D5.1 PdMLPt(111) Phase Diagrams 

 

 

FIGURE D6 
Calculated free energies of adsorption for PdMLPt(111) as a function of potential vs RHE 
using three different methods. Method 1, shown in (a), where the adsorption potentials 
of hydroxyl are calculated from solution phase water with PBED3, as shown in Eq. D.20, 
while the adsorption potentials of hydrogen and oxygen are calculated with PBE. 
Method 2, shown in (b), the adsorption potentials are calculated with PBE and the 
reference state for *OH adsorption is the adsorbed water adlayer, as shown in Eq. D.19. 
Method 3, shown in (c), the adsorption potentials are calculated with PBED3 and 
solution phase water is used as the refence state, as shown in Eq. D.20. 
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D5.2 Pt(111) Phase Diagrams  

 

 

FIGURE D7  
Calculated free energies of adsorption for Pt(111) as a function of potential vs RHE using 
three different methods. Method 1, shown in (a), where the adsorption potentials of 
hydroxyl are calculated from solution phase water with PBED3, as shown in Eq. D.20, 
while the adsorption potentials of hydrogen and oxygen are calculated with PBE. 
Method 2, shown in (b), the adsorption potentials are calculated with PBE and the 
reference state for *OH adsorption is the adsorbed water adlayer, as shown in Eq. D.19. 
Method 3, shown in (c), the adsorption potentials are calculated with PBED3 and 
solution phase water is used as the refence state, as shown in equation 20. 
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E: Supporting Information for Chapter 6 

E1 Experimental Details 

 

FIGURE E1  
Cyclic voltammograms for (a) Pt(111) and (b) Pt(100) in 0.1 M H2SO4 + 0.1 mM PdSO4, recorded 
in successive stages during Pd deposition experiment. Scan rate: 50 mV s-1. Arrows indicate the 
evolution with time. (c) Stable cyclic voltammograms of Pd/Pt(100) electrode in 0.1 M H2SO4 
before NO adsorption and reductive stripping (black line) and the same Pd/Pt(100) electrode in 
0.1 M H2SO4 after NO adsorption and reductive stripping (red line). 

Figure E1a shows the effect of the progressive accumulation of palladium on the 
voltammetric profile of Pt(111) electrode during the electrochemical deposition of 
palladium monolayer. At the shortest deposition times, the presence of palladium on the 
surface is reflected in the growth of a sharp adsorption state at 0.23 VRHE, simultaneously 
with the progressive decrease of the characteristic adsorption states of Pt(111) in 0.1 M 
H2SO4. In addition, the presence of the characteristic spike of Pt(111) at 0.50 VRHE strongly 
suggests the existence of wide Pt(111) domains. Increasing deposition cycles lead to the 
contributions from the Pt(111) domains around 0.50 VRHE to become blocked 
progressively. A previous study using in situ scanning tunnelling microscopy (STM) 
showed an complete pseudomorphic monolayer of Pd is formed prior to bulk deposition 
during electrochemical deposition of Pd on Pt(111).1 The voltammetric charge of 
(bi)sulfate adsorption at 0.23 VRHE can be related in a quantitative way to the palladium 
coverage and increases to a charge value of 320 μC cm-2 for PdMLPt(111).2,3 
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Figure E1b shows the characteristic adsorption peak of Pt(100) electrode at 0.39 VRHE 
progressively diminishes whereas a new sharp adsorption state appears at 0.17 VRHE. The 
experimental result is interpreted as the progressive blocking of the Pt(100) substrate sites 
by a first monolayer of palladium atoms directly deposited on the Pt(100) substrate. As 
the deposition continues a new feature appears at 0.27 VRHE while the peak at 0.39 VRHE 
corresponding to the remaining Pt(100) unblocked sites has not been completely 
suppressed. The appearance of a second adsorption state at 0.27 VRHE for palladium 
deposited on Pt(100) substrates is associated to the growth of palladium in second, third 
and further layers. The easiest way to obtain a Pt(100) electrode fully covered by a single 
palladium monolayer is to deposit palladium until all the Pt(100) sites are blocked and 
then remove the excess by the NO treatment described above:4 
Pt(100) + Pdfurther layers/Pdfirst layer/Pt(100) + NO � Pdfirst layer/Pt(100)-NO + Pdsol 
in which Pdfirst layer means palladium adatoms in the first monolayer, Pdfurther layers is the 
second and multilayers, and Pdsol represents stable palladium species in solution.  
Figure E1c shows the final voltammogram in 0.1 M H2SO4 (red line): a characteristic peak 
at 0.17 VRHE related to the (bi)sulfate anion adsorption on Pd monolayer is observed, the 
contributions assigned to the second stage of Pd deposition at 0.27 VRHE and uncovered 
Pt(100) electrode domain at 0.39 VRHE have been eliminated. The voltammogram of 
PdMLPt(100) is stable upon successive cycles, suggesting that the monolayer does not 
undergo further modification.  
 

  

 

FIGURE E2 
Voltammograms of (a) Pt(111) and (b) PdMLPt(111) electrode in 0.1 M HClO4 recorded at 
0.05 V s-1 (black line) and 50 V s-1 (red line), resp.  
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FIGURE E3  
Voltammograms of PdMLPt(100) electrode in 0.1 M HClO4 (black line) and 0.1 M HClO4 + 50 mM 
HCOOH, recorded at 50 V s-1.  

Figure E4 shows the oxidation of formic acid on PdMLPt(100) electrode in 0.1 M HClO4 + 
50 mM HCOOH at a high scan rate of 50 V s-1. The current corresponding to the oxidation 
of formic acid process is much larger than the current corresponding to the reversible 
formate adsorption/desorption so that this latter contribution cannot be separated from 
the voltammogram. The results suggest a much faster kinetics of formic acid oxidation 
reaction on PdMLPt(100) than that on PdMLPt(111) electrode. 

 

FIGURE E4 
Voltammograms for the oxidative stripping of CO adlayer produced on (a) PdMLPt(111) and (b) 
Pt(111) electrode after doing CO2 reduction at different vertex potentials in pH=3.0 (0.001M 
HClO4/0.099M KClO4) solution saturated with CO2, recorded at 10 mV s-1. A CO stripping 
experiment result (dashed line) of a saturated CO adlayer is performed under identical condition 
for comparison. 
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Figure E5 shows the voltammograms for the oxidative stripping of CO adlayer produced 
during CO2 reduction on the PdMLPt(111) and Pt(111) electrode, resp. Figure E5a shows 
anodic peaks between 0.650 and 0.900 VRHE are observed when doing CO2 reduction on 
the PdMLPt(111) electrode by increasing the vertex potential in steps of 0.025 V from -0.475 
VRHE. These anodic peaks correspond to the oxidation of adsorbed CO formed during CO2 
reduction. It is reasonable to assume that there is no CO formation from CO2 reduction 
on PdMLPt(111) surface at lower overpotentials than that of -0.475VRHE. In Figure E4a, the 
production of the CO is shown to increase with increasing the overpotential for CO2 
reduction: for the overpotential of -0.475, -0.500, -0.525, -0.550, -0.575, -0.600, -0.650, -0.700 
and -0.750 VRHE, the coverage of CO adlayer is 0.13, 0.19, 0.22, 0.29, 0.31, 0.52, 0.58, 0.71 
and 0.72 ML, resp. As can be seen from Figure E4a, the onset potential and shape of CO 
adlayer oxidation peak on the PdMLPt(111) electrode strongly depends on its coverage. 
The full CO adlayer is stripped off at 0.90 VRHE (dashed line); such a high coverage is noy 
obtained during CO2 reduction. The subsequent scan indicates the entire CO adlayer on 
PdMLPt(111) electrode was stripped in a single positive-going sweep and retains the well-
defined hydrogen adsorption and anion desorption features in the low-potential region. 
In the case of the Pt(111) electrode, reducing CO2 to adsorbed CO starts at -0.25 VRHE and 
the surface is poisoned when the negative vertex potential reaches -0.60 VRHE. Figure E4b 
shows that with increasing overpotential for CO2 reduction on Pt(111), the formation of 
the CO increases: for the overpotential of -0.25, -0.30, -0.35, -0.40, -0.50, -0.60 and -1.0 VRHE, 
the coverage of CO adlayer is 0.23, 0.37, 0.37, 0.47, 0.59, 0.63 and 0.66 ML, resp. The 
subsequent scan shows the recovery of the Pt(111) surface after the CO adlayer oxidation. 

E2 Computational Details 

E2.1 Free energies calculations 

The formation free energies of adsorbed *H, *CO, *OCHO and *COOH were calculated 
from formic acid in solution, (HCOOH (aq)) for the formic acid oxidation reaction, and 
from carbon dioxide in gas-phase, (CO2 (g)), protons and electrons, for the CO2 reduction 
reaction. Below we show how the free energies are calculated in both cases. 
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E2.2 Formic Acid oxidation 

The following chemical equations show how the formation free energies of the different 
adsorbates are calculated for formic acid oxidation. 

 !"##!(%&) +∗→∗ ! + "#!(+) + 	!" + -# E1 

 !"##!(%&) +∗→∗ #"!#	 + 	!" 	+	-#		 E2 

 !"##!(%&) +∗→∗ "##! + 	!" 	+	-#	 E3 

 !"##!(%&) +∗→∗ "# + !!#(.) E4 

where, * represents the adsorption site. The free energies of adsorption are then calculated 
as shown below  

 /∗%&'( =	/∗%	 + /*+!(-) +
1
2
/%!(-) − /%*++%(&/) − /∗ E5 

 
/∗+*%+&'( =	/∗+*%+	 +

1
2
/%!(-) − /%*++%(&/) − /∗	 

E6 

 
/∗*++%&'( =	/∗*++%	 +

1
2
/%!(-) − /%*++%(&/) − /∗	 

E7 

 /∗*+&'( =	/∗*+	 + /%!+(0) − /%*++%(&/) − /∗ E8 

Each free energy is calculated as G = EDFT + ZPE + TS, where EDFT is the energy 
obtained from the DFT calculation at 0K, ZPE is the zero-point energy determined from 
the vibrational frequencies obtained using the harmonic-oscillator approximation. The TS 
is the temperature at T= 298.15 K times the entropy (S) term containing i) all the 
contributions (translational, rotational and vibrational) for the free energies of species in 
the gas phase and is taken from standard thermodynamic tables5 and ii) for the free 
energies of adsorbed species containing vibrational contributions. The free energy of the 
surface, G∗, is the energy from DFT at 0 K. The free energies of CO2(g) and CO(g) are 
corrected by -0.19 and 0.24 eV, these corrections come from the difference between the 
experimental standard free energy of formation ∆G123° and the DFT formation 
energy∆G567° , as PBE does not describe well their formation energies.6–8  
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E2.3 Free energy of solution phase HCOOH (aq) 

The solution phase free energy of HCOOH (aq) was calculated using the SHE equilibrium 
redox potential of CO2 (g) + 2H+ + 2e- à HCOOH (aq), Eº = -0.11 V vs SHE,9 where the 
free energy of CO2 (g) is calculated within DFT. This was used to solve for the standard 
free energy of formic acid in solution phase, ∆G89::8° (%&) and ultimately to solve for the 
aqueous free energy at the experimental conditions, see below. 

 ∆/%*++%° (%&) = /*+!(-)
° + 2/%"

° − 2|-|7 E9 

where U = Eº = -0.11 V,9 and G8"
°  = ;

!
G8!(-) at 0 V in the SHE scale. 

The standard solution phase free energy, ∆G89::8° (%&), was then used to obtained the 
free energy of formic acid,	∆G89::8, at the experimental conditions of 0.1M HClO4 and 50 
mM HCOOH, following the Nernst equation. 

 ∆/%*++% = ∆/%*++%° (%&) + 8<9.:(";) E10 

"; is the actual concentration of HCOOH and is obtained using the pKa of formic acid, 
3.94 and the starting concentrations of HClO4 and HCOOH. 
The free energies of the protons and electrons as expressed in the adsorption reactions, 
equations 1 to 4, were calculated using the computational hydrogen electrode (CHE) 
model.10  

E2.4 Formate coadsorption with *H, *CO and *COOH 

To investigate the effect of formate coverage on the free energy of formation of adsorbed 
of *H, *CO and *COOH we calculated the energies from HCOOH (aq) and n molecules of 
formate *OCHO adsorbed on the surface. For example, the adsorption of *COOH at 
different formate coverages is calculated using the following chemical reaction 

 !"##!(%&) +∗ :#"!# →∗ ["##! − :#"!#] + !" + -# E11 

and its free energy of adsorption 

 /∗[*++%#>+*%+]
&'( = /∗[*++%#>+*%+] +	

1
2
/%!(-) − /%*++%(&/) − /∗>+*%+ E12 

with n = 1-3 using the 3x3 unit cell representing coverages of 0.11ML to 0.33 ML and with 
n = 1 using the 2x2 unit cell to represent coverages of 0.25 ML. *[COOH-nOCHO] means 
both COOH and n OCHO are adsorbed in the same unit cell.  
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E2.5 CO2 Reduction 

Similarly, the adsorption energetics were calculated for the reduction reaction, i.e. the 
production of formic acid from CO2. This time the reference state is based on CO2 (g), 
protons, and electrons. All the gas-phase corrections for CO2(g) and CO (g) are included 
as discussed above, and the CHE model is used for the coupled proton and electron 
transfer. 

 !" 	+	-# 	+	∗→	∗ ! E13 

 "#!(+) + 	!" + -# +∗→∗ #"!# E14 

 "#!(+) + 	!" + -# +∗→∗ "##! E15 

 "#!(+) + 	2!" + 2-# +∗→∗ "# + !!#(.) E16 

The free energies of adsorption are then calculated as shown below.  

 /∗%&'( =  /∗%  −
1
2
/%! (-) − /∗ E17 

 
/∗+*%+&'( =	/∗+*%+	 −	/*+!(-) −

1
2
/%!(-) − /∗	 E18 

 
/∗*++%&'( =	/∗*++%	 −	/*+!(-) −

1
2
/%!(-) − /∗	 E19 

 /∗*+&'( =	/∗*+	 + /%!+(0) −	/*+!(-) − /%!(-) − /∗ E20 

The limiting potentials for the first protonation step during CO2 reduction reaction to 
*COOH are calculated at the potential when the /∗*++%&'( = 0 as show in Eq.E23 

 "#! + (!" + -#) +∗→∗ "##! E21 

 

 /∗*++%&'( = /∗*++%  − /*+!(-) −
1
2
/%!(-) − /∗ + |-|7 E22 

 

 7 =
/("#! +) +

1
2/ ?!!(+)@ + / ∗ "##! + /(∗)

 1 |-|
 E23 
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Table E1 shows the free energies adsorption for *COOH , the precursor of *CO, with H-
up and H-down (see Figure E6), calculated from HCOOH (aq), Eq. E7, and from CO2 (g), 
Eq. E19, at 1/9 ML coverage on PdMLPt(111), Pt(111) and Pd(111). 

FIGURE E5:  
Illustration of *COOH solvated with two explicit water molecules with hydrogen down (H-down) 
and hydrogen up (H-up) configuration on the PdMLPt(111), Pt(111), and Pd(111) surfaces. The 
boundary of the unit cell is delineated by the vertical dashed line, and each Figure Ehows two-
unit cells of 3x3. 

TABLE E1 
Free energies of adsorption for solvated *COOH with H-up and H-down configuration at 1/9 ML 
coverage calculated for formic acid oxidation reaction, and for CO2 reduction reaction, where 
HCOOH (aq) or CO2 (g) are the reference state respectively. Energies are in eV. 

 PdMLPt(111) Pt(111) Pd(111) 
COOHup-sol from HCOOH (aq) -0.15 -0.48 -0.10 
COOHdown-sol from HCOOH (aq) -0.37 -0.63 -0.29 
COOHup-sol from CO2 (g) -0.003 -0.34 0.04 
COOHdown-sol from CO2(g) -0.23 -0.49 -0.15 

 

E2.6 Effect of hydrogen coverage on the free energy of *COOH  

We investigated the influence of the hydrogen coverage on the adsorption energy of 
*COOH-sol, the precursor of *CO formation, on the three different surfaces. The energy 
of *COOH-sol is described further below in the solvation effects section. Basically, the 
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solvation energy is added to the free energies of the systems in vacuum. The free energies 
were calculated following the equations below, *nH represents the surface with n number 
of adsorbed hydrogens per unit cell. The hydrogen coverages investigated were 1/3 ML 
and 1ML.  
From Figure E6 we can see that the effect of hydrogen coverage on the adsorption energy 
of *COOH-sol is a decrease in its binding energy, as expected due to repulsion 
interactions, but comparing between the three surfaces *COOH-sol adsorbs on Pt(111) 
stronger.  

 "#!  +   ∗ :!  +  !" + -#  →   ∗ ["##! − :!] E24 

 
/∗[*++%#>%]
&'( = /∗[*++%#>%] − /*+! − /∗ >% −

1
2
/%!(-) E25 

 

 

FIGURE E6 
Free energy of formation of adsorbed *COOH in the absence (orange) and presence of different 
coverages of coadsorbed hydrogen at 1/3 ML (blue) and 1 ML (grey) on PdMLPt(111), Pt(111) and 
Pd(111) at 0 V vs RHE, the solvation energy is added to *COOH in all cases as explained in the 
solvation effects section. 
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E2.7 Solvation effects 

E2.7.1 Solvation effect on *COOH 

We consider the effect of solvation on the adsorption of *COOH by solvating *COOH with 
2 explicit water molecules, named as *COOH-sol. Adsorbed water bilayer and solution-
phase formic acid were used as the reference states, see Eq. E26 for formic acid oxidation, 
while for the reduction reaction we use adsorbed water, CO2 (g), and protons and 
electrons, Eq. E27 The adsorbed water reference state is the adsorbed water in the ice-like 
structure in a 3x3 unit cell, while in 2x2 unit cell we used a reference state of 4 adsorbed 
hydrogen bonded water molecules. The following equations correspond to n=6 in the 3x3 
unit cell and n=4 in the 2x2 unit cell.  

 !"##!(%&) + 	: ∗ !!# →∗ ["##! − 2!!#] + (: − 2)!!#(.) 	+	!" +	-# E26 

 

 "#!(+) + 	: ∗ !!# +	!" +	-# →	∗ ["##! − 2!!#] + (: − 2)!!#(.) E27 

The solvation energy of adsorbed *COOH, A∗*++% , is the difference between the non-
solvated and solvated free energies of *COOH. That difference gives Eq. E28 and the 
solvation energy is Eq. E29 

 ∗ "##!	 + 	: ∗ !!# →∗ ["##! − 2!!#] + (: − 2)!!#(.) 	+	∗ E28 

 
 Ω*COOH =  /∗[*++%#!%!+] +  (: − 2)/%!+(0) + /∗ − /∗*++% − : /∗%!+ E29 

The solvation energy, 	Ω*COOH , calculated here is an estimate to capture the effect of 
solvation of coabsorbed *COOH with *OCHO, that is *[COOH-nOCHO], and to capture 
the effect of coadsorbed *COOH with hydrogen *[COOH-nH]. To account for such 
solvation effects, the solvation energy is added to the final free energy as, 
/∗[*++%#>+*%+]
&'( +	A∗*++% , and /∗[*++%#>%]&'( +	A∗*++%  and represents an upper bound 

estimate of the solvation effect.  
Table E2 shows the solvation energies determined for *COOH with H-up and H-down 
configuration at both 1/9 ML and 1/4 ML coverages on PdMLPt(111), Pt(111) and Pd(111) 
surfaces. We determine 3 different solvation energies following Eq. E29. For example, H-
down vac to Hup-sol, means that the reference state (*COOH) is adsorbed *COOH with 
hydrogen down configuration in vacuum (H-down vac), and the solvated *COOH is with 
hydrogen in the up configuration (Hup-sol). At high coverages 1/4 ML *COOH, higher 
stabilization (more negative solvation energies) is achieved for the *COOH with H up 
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configuration, while at low coverages higher stabilization is achieved for H down-vac to 
H down-sol. The reason for this might be more predominant repulsive interactions than 
solvation stabilization at higher coverages than at low coverages. 

TABLE E2  
Calculated solvation energies for *COOH adsorbate on PdMLPt(111), Pt(111), Pd(111), at 1/9 ML 
and 1/4 ML coverages following Eq. E29. The solvation energies where calculated following 
different positions of the hydrogen on *COOH, where the H of the OH group could be on the H-
down position or up. 

3x3-111 (1/9 ML) PdMLPt(111) Pt(111) Pd(111) 

H down vac to H up-sol -0.30 -0.47 -0.35 
H up vac to H up-sol -0.38 -0.59 -0.46 
H down vac to H down-sol -0.53 -0.62 -0.54 

2x2-111 (1/4 ML) PdMLPt(111)) Pt(111)  Pd(111) 

H down vac to H up-sol -0.17 -0.20 -0.28 
H up vac to H up-sol -0.33 -0.44 -0.42 
H down vac to H down-sol -0.13 -0.12 -0.29 

 
In summary, *COOH is preferably adsorbed with a H-down type configuration at least 
up to 0.25 ML coverage of formate. Once the coverage of formate is increased to 0.33ML, 
*COOH with H-up configuration is more favorable. Therefore, in the coadsorbed system, 
where *COOH is co-adsorbed with 0.33 ML of *OCHO, we corrected for solvation with 
the solvation energy determined for the *COOH with H-up configuration.  
*COOH coadsorbed with 1ML of hydrogen prefers to adsorb with H down configuration. 
For Pd and PdMLPt(111) it is ~0.2 eV more favorable than H-down, while for Pt (111) is 
more favorable by ~ 0.04 eV. Therefore, we corrected the energy of the coadsorbed system 
with the solvation energy determined for *COOH with H-down configuration.  
Again, these solvation corrections are an upper bound estimation of the solvation effect 
on *COOH. 

E2.7.2 Solvation on *OCHO 

Formate retains partial negative charge upon adsorption; to assess whether or not 
adsorbed formate might benefit from solvation, we determine its solvation energy with 
1, 2, and 3 explicit water molecules following the assessment described in ref 11. Briefly, 
the adsorbate in question can benefit from solvation via hydrogen bonding if the 
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difference between solvation energy with (n) number of water molecules and (n-1) is 
more negative than the water-self solvation energy on that surface, Ωn−Ωn−1≤ Ω H2O, 
(where, Ω, refers to solvation energy). The water-self solvation energy was calculated as 
the difference in free energy between one water molecule at 1/9 ML and a water molecule 
within the water bilayer at 2/3 ML coverage. For Pt(111) that difference is -0.29 eV, for 
PdMLPt(111) it is -0.18 eV and for Pd it is -0.14 eV. From column ∆ 2 w-1w in Table E3, the 
difference in solvation energies of formate with two and one water molecules is higher 
than the water self-solvation, on all surfaces respectively, suggesting that solvation with 
one water molecule is enough. This solvation energy is an upper bound estimation of the 
solvation effect on formate. 

The reference state to calculate the solvation energy is the adsorbed water bilayer in the 
3x3 (111) unit cell, at 2/3 ML coverage, Eq. E30, and the solvation energy is the difference 
between the free energy of the solvated formate and the non-solvated formate, Ω*OCHO, 
Eq. E31. 

 ∗ OCHO  +  6	 ∗ !!O →∗ [OCHO − 1!!#] + 5	!!O	(.)  +∗   E30 

 Ω*OCHO =  /∗[+*%+#;%!+] +  5/%!+(0) + /∗ − /∗+*%+ −  6 /∗%!+ E31 

TABLE E3: 
Calculated solvation energies for adsorbed formate at 1/9 ML with 1, 2, and 3 water molecules. 
Last two columns show the difference between, 2 H2O molecules (2w) and 1 H2O molecules, and 
between 3 H2O (3w) and 2 H2O molecules. 

Surface 1 H2O 2 H2O 3 H2O Δ 2 w-1w Δ 3 w-2w 

PdMLPt (111) -0.50 -0.27 -0.24 0.23 0.03 

Pt (111) -0.39 -0.23 -- 0.16 -- 

Pd (111) -0.51 -0.25 -0.24 0.26 0.01 
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E2.8 Dipole moments and Bader partial charges 

Bader partial charge analysis was performed with the Atoms in Molecules, AIM, Bader 
analysis,12,13 using the Bader program from Henkelman’s group.14 

TABLE E4  
Dipole moments and Bader partial charges for various adsorbates on PdMLPt(111), Pt(111) and 
Pd(111) at 1/9 ML coverage unless specified otherwise. [a] Total partial Bader charge of 
hydrogens adsorbed on the surface on the fcc sites, and [b] partial Bader charge of only *COOH. 

  Δμ / e*Å |q|/ e- 

adsorbate PdMLPt(111) Pt(111) Pd(111) PdMLPt(111) Pt(111) Pd(111) 

H-fcc 0.02 -0.01 0.01 -0.09 -0.03 -0.08 

H-top 0.03 -0.03 0.02 0.00 0.04 0.00 

CO 0.18 -0.03 0.17 -0.23 -0.01 -0.22 

OCHO -0.06 -0.23 -0.07 -0.50 -0.40 -0.48 

COOH- H up -0.24 -0.16 -0.25 -0.22 -0.16 -0.19 

COOH- H down 0.06 0.21 0.06 -0.14 0.01 -0.10 

COOH-Hup sol -0.23 -0.18 -0.29 -0.20 -0.12 -0.17 

COOH-Hdown sol 0.06 -0.35 -0.17 -0.15 -0.08 -0.11 

OCHO-sol  -0.25 -0.41 -0.24 -0.58 -0.39 -0.39 

1/3 ML Hads-fcc 0.06 -0.03 0.04 -0.25 -0.06 -0.21 

1 ML Hads-fcc 0.09 -0.17 0.06 -0.56 -0.07 -0.51 
a1/3 ML *H in *COOH  0.12 0.18 0.15 -0.19 -0.05 -0.19 
a 1 ML *H in *COOH 0.24 0.05 0.20 -0.61 -0.05 -0.48 
b*COOH in 1/3 ML *H -- -- -- -0.08 -0.01 -0.04 
b *COOH in 1 ML *H -- -- -- 0.03 0.02 0.07 
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E2.9 Work functions 

Work functions, H , were determined as, 	H = I − JEFGHI , the difference between the 
Fermi energy and the one electron potential in vacuum. 

TABLE E5  
Calculated work function for the bare surfaces, PdMLPt(111), Pt(111) and Pd(111), and at different 
hydrogen coverages. 

!/ eV 
 

PdMLPt(111) Pt (111) Pd (111) 

Bare 5.14 5.74 5.29 

1/9 ML 5.20 5.71 5.32 

1/3 ML 5.33 5.64 5.37 

1ML 5.45 5.20 5.42 
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This dissertation focused on computational methods based on first principles 
calculations using the Density Functional Theory (DFT) framework. Emphasis 
was laid on affordable methods that can provide a tradeoff between 
computational expense and accuracy. Specifically, we investigated solvation 
effects near the surface of the electrode, used thermodynamic cycles to compute 
solution-phase energies and also proposed a workflow to detect gas-phase errors 
on the free energies of target molecules. We used these simple methods to study 
complex adsorption processes at the PdMLPt(111) electrode surface. DFT and 
experimental studies were crucial to guide the investigation forward 

Summary 
Chapter 2 was dedicated to understanding the role of different DFT functionals 
with and without van der Waals (vdW) interactions, on the solvation energy of 
*OH adsorbed on near-surface alloys (NSAs) of Pt-M-Pt (111), where M = Co, Rh, 
Ir, Ni, Pd, Pt, Cu, Ag, Au. From this study, we obtained a dataset of solvation 
energies per functional, and found that (i) adsorbate stabilization due to water 
solvation is weaker when including vdW interactions, (ii) extrapolating solvation 
energies within functionals that include vdW interactions is safe, and (iii) while 
extrapolating solvation energies obtained with PW91 to PBE and vice versa is OK, 
it is not advisable to extrapolate from RPBE to neither PBE nor PW91. We 
concluded that it is important to assess solvation energy specifically for the 
system under study, and that it is safe to use solvation energies calculated with 
other functional as long as it belongs to the same group.  

Accurate and affordable methods are necessary to describe ions both in the bulk 
solution (far away from the electrode surface) and at the metal-electrode 
interface, to predict catalytic activities, influenced by not only the reaction 
intermediates but also by their interaction with the adsorbed ions from the 
electrolyte. In Chapter 3, we presented a simple-to-use method to determine 
solution-phase free energies of any ion in solution using simple electrochemical 
thermodynamic cycles. This solution-phase reference method does not require 
intensive computational models of solvation to obtain the free energy of the 
solvated ion, avoids periodic calculations of charged species by linking neutral 
gas-phase or solid-state species to the charged ones through experimentally 
measured equilibrium potentials, and offers solution-phase energies of the ions 
that lie at the same potential scale. This allows for comparisons across different 
ions/adsorbates. We examined the adsorption potentials of various ions on 
Pt(111) and Au(111), and were able to reproduce the trend between the ions 
measured experimentally.  
DFT methods based on the generalized gradient approximation (GGA) provide 
accurate energetics and describe well the electronic and geometric structures of 

  SUMMARY & FUTURE PERSPECTIVES 
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bulk metals. However, gas-phase molecules require more sophisticated and 
expensive calculations, often based on hybrid functionals. A clear problem is that 
hybrid functionals are not suitable for metals, and GGA functionals are not 
particularly accurate for molecules. Therefore, Chapter 4 was dedicated to 
providing an inexpensive solution for this dilemma, where we can model 
adsorption processes when a metal surface is in contact with gas-phase species, 
as it is the case in electro(catalysis). We presented a systematic, semiempirical 
method to correct errors in the gas-phase energies of four GGA functionals 
commonly used in catalysis, namely PBE, PW91, RPBE and BEEF-vdW. This 
method was applied to a dataset of 27 gases and we found that it lowers the 
maximum and mean absolute errors by one order of magnitude. We identified 
an intrinsic limitation of DFT for the description of CO and CO2 across all studied 
functionals, as the energy difference between the formation energies of these 
species is constant, and implementation of this method significantly decreased 
the errors of the calculated onset potentials when used to model electrocatalytic 
CO2 reduction on Au, Ag and Cu electrodes. Therefore, with this method we can 
identify and correct errors in gas-phase molecules leading to predictive 
electrocatalysis models.  

The simple and affordable DFT methods proposed in Chapters 2-4 were 
implemented in the remaining chapters of this thesis, where we investigated the 
adsorption processes on the PdMLPt(111) surface, one of the most active catalysts 
for the oxidation of formic acid and the carbon dioxide reduction reaction, in a 
comparative fashion with Pt(111).  

To elucidate the mechanisms of reactions catalyzed by PdMLPt(111) during 
electrochemical conditions, under applied potentials, it is important to study the 
adsorption processes happening at the electrode surface. In Chapter 5 we 
combined experimental measurements with density functional simulations to 
investigate the adsorption processes corresponding to various peaks in the blank 
cyclic voltammogram of PdMLPt(111) in perchloric acid, and compared with 
Pt(111) at the same conditions. We found that the peak named HI is significantly 
influenced by cations while the peak HII is greatly influenced by anions. We 
ascribed the peaks in the region between 0.05 to 0.35 V vs RHE to be first the 
replacement of adsorbed hydrogen with adsorbed hydroxyl, that is the peak at 
0.25 V vs RHE, and second the exchange of the H/OH adlayer to adsorbed 
perchlorate at 0.306 V vs RHE. The peak at later potentials between 0.60 and 0.90 
V vs RHE was ascribed to a perchlorate/ hydroxide adlayer or the replacement 
of perchlorate with a higher coverage of adsorbed hydroxide, and this peak is 
suppressed by strong binding anions. The detailed information gained in this 
chapter is important to understand the catalytic properties of palladium-based 
electrodes. 

There has been some debate on whether adsorbed formate plays a role as an 
active intermediate or spectator species during the formic acid oxidation reaction. 
Although recent works agree on the role of adsorbed formate being that of 
spectator and not an intermediate, its role as spectator remains elusive. 
Furthermore, during carbon dioxide reduction, the PdMLPt(111) catalyst produces 
formate at a low overpotential while Pt(111) is passivated with CO. Chapter 6 
was devoted to gaining knowledge on the particular question of how PdMLPt(111) 
prevents CO poisoning during CO2 reduction and HCOOH oxidation by 
combining experiments on well-defined single-crystal electrodes of PdMLPt(111) 
and Pt(111), and density functional theory calculations. We found that the 
coverage at which formate adsorbs during the oxidation reaction dictates 
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whether or not CO forms, high coverages of 1/3 ML prevent CO formation on 
PdMLPt(111) by blocking the sites necessary for COOH ( CO precursor), while 
coverages of 1/4 ML on Pt(111) allows COOH formation and subsequent 
electrode poisoning. During the reduction reaction the nature of the adsorbed 
hydrogen on the surface plays an important role on the mechanism of formation 
of formic acid from carbon dioxide. We find that this hydrogen on PdMLPt(111) is 
more negatively charged than that on Pt(111), and suggest that the reaction 
proceeds via nucleophilic attack. The knowledge gained in this study can help in 
catalyst design where CO poisoning is to be avoided. 

Future Perspectives 
From the work conducted in this thesis various other questions emerged or were 
left unanswered, and those questions could be the beginning of future projects.  

• Chapter 2: Similar to the investigation conducted in this chapter, we 
were curious to know how solvation energies varied for the *OOH 
adsorbate on the same surface alloys studied and to verify if the trend 
found for *OH is similar or not to *OOH. For example, the 
unanswered question here is whether the solvation energies for the 
*OOH are significantly different when calculated with the different 
DFT functionals with and without van der Waals (vdW) interactions? 
Since *OOH is similar to *OH we could expect similar trends. 

• Chapter 3: The investigation from this chapter can be extended 
through a screening investigation of adsorption energies of various 
anions on various transition metals (TM), but to follow the line of the 
work in this thesis, the investigation would be for palladium 
overlayers on different TM surface ( PdML(hkl)/TM(hkl), and one 
could investigate the effect of adsorbing anions on the electronic-
structure properties, like d-band centers and work functions. 

• Chapter 4: Future work from this chapter is the implementation of a 
machine-learning algorithm that can follow the proposed workflow, 
and be able to run calculations, get the free energies, pinpoint the 
errors in formation energies of gas-phase molecules and produce 
error corrections. This can have great potential in scientific software 
automation and development. 

• Chapters 5 and 6: There are still various questions that emerged from 
this work. One of them was to know whether a clean monolayer of 
palladium is formed on the Pt(111) surface, to know whether defects 
form during the experiments, or whether the surface contained 
segregated Pt atoms. We conducted preliminary DFT investigations 
at very early stages of this project where we calculated the adsorption 
energies of *OH on intermetallic Pt1Pd2(111)/Pt(111), that is 1/3 ML 
of Pt on Pd. Although we found the energetics of the *OH to be 
favorable, we believed that it would be kinetically forbidden to have 
such exchange of atoms. Further research would be of great interest 
to understanding Pd/Pt alloy behavior. From Chapter 6, one 
interesting question that appeared and is left unanswered is to obtain 
an electronic-structure explanation as to why *COOH binds more 
strongly on Pt(111). The hypothesis proposed is that *COOH forms a 
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more covalent interaction with the Pt(111) surface than with Pd(111). 
If that is true, stronger overlap between the orbitals of the metal and 
the adsorbate should be observed on Pt(111) than on Pd(111).  
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Dit proefschrift focust zich op computationele methoden gebaseerd op "first 
principles" berekeningen gebruik makend van een Density Functional Theory 
(DFT) kader. Nadruk is gelegd op betaalbare methodes die kunnen voorzien in 
een compromis tussen computationele kosten en nauwkeurigheid. Wij hebben in 
het bijzonder onderzoek gedaan naar de effecten van solvatatie dichtbij het 
oppervlak van de elektrode, gebruik makend van thermodynamische cycli om de 
solvatatie energieën uit te rekenen. Daarbij hebben we ook een workflow 
voorgesteld om fouten in de vrije energie van de moleculen in gas fase te 
detecteren. We hebben gebruik gemaakt van simpele methodes om complexe 
adsorptie processen op het oppervlak van een PdMLPt(111) elektrode te 
bestuderen. Zowel DFT als experimentele studies waren cruciaal om het 
onderzoek vooruit te brengen. 

Samenvatting 

Hoofdstuk 2 is gewijd aan het begrijpen van de rol van verschillende DFT 
functionalen met en zonder van der Waals (vdW) interacties, op de solvatatie-
energie van *OH geadsorbeerd op oppervlakte legeringen (zogenaamde near-
surface alloys NSAs) van Pt-M-Pt (111), waar M = Co, Rh, Ir, Ni, Pd, Pt, Cu, Ag, 
Au. Uit deze studie hebben we een dataset van solvatatie-energieën per 
functionaal gekregen en gevonden dat (i) adsorbaten een stabiliserende werking 
hebben doordat water solvatatie zwakker is wanneer vdW interacties worden 
meegenomen, (ii) het aanvaardbaar is om solvatatie-energieën binnen een 
functionaal met vDW interacties te extrapoleren, en (iii) hoewel het correct is om 
solvatatie-energieën verkregen met PW91 te extrapoleren naar PBE en vice versa, 
is het niet te adviseren om te extrapoleren van RPBE naar PBE of PW91. We 
concluderen dat het belangrijk is om de solvatatie-energie van het specifiek te 
onderzoeken systeem in te schatten, en dat het veilig is om gebruik te maken van 
solvatatie-energieën berekend met andere functionalen, zolang deze tot dezelfde 
groep behoren. 

Nauwkeurige en betaalbare methoden zijn noodzakelijk om zowel ionen in de 
bulk oplossing (ver van de elektrode) als bij het metaal-elektrode oppervlak te 
beschrijven en katalytische activiteiten te voorspellen die niet alleen worden 
beïnvloed door de reactie intermediairen, maar ook door de interactie met 
geadsorbeerde ionen uit het elektrolyt. In Hoofdstuk 3 presenteren wij een 
simpele methode om de vrije energie van een willekeurig ion in de oplossing te 
bepalen via simpele elektrochemische thermodynamische cycli. Deze 
oplossingsfase-referentiemethode vereist geen intensieve rekenkundige modellen 
van solvatatie om de vrije energie van het gesolvateerde ion te verkrijgen, 
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voorkomt periodieke berekeningen van geladen deeltjes door middel van het 
linken van neutrale deeltjes in de gas of vaste fase met geladen deeltjes via 
experimenteel gemeten evenwichtspotentialen, en verschaft oplossingsfase-
energieën van ionen die in dezelfde potentiaalschaal liggen. Dit staat 
vergelijkingen tussen verschillende ionen/adsorbaten toe. We hebben de 
adsorptie potentiaal van verschillende ionen op Pt(111) en Au(111) onderzocht, 
en zijn in staat om de experimenteel gemeten trend tussen deze ionen te 
reproduceren. 

DFT methodes gebaseerd op gegeneraliseerde gradiënt benadering (GGA) 
bieden accurate energetica en beschrijven de elektronische en geometrische 
structuren van bulk metalen goed. Gasfasemoleculen vereisen echter meer 
geavanceerdere en duurdere berekeningen, vaak gebaseerd op hybride 
functionalen. Een duidelijk probleem is dat hybride functionalen niet geschikt zijn 
voor metalen, en GGA functionalen niet erg accuraat zijn voor moleculen. 
Daarom is Hoofdstuk 4 gewijd aan het leveren van een betaalbare oplossing voor 
dit dilemma, waar we adsorptie processen, waarbij een metaal oppervlak in 
contact is met gasfase deeltjes, net als in (elektro)katalyse, kunnen modeleren. We 
presenteren een systematische, semi-empirische methode om fouten in de 
gasfase-energieën te corrigeren voor vier, vaak in katalyse gebruikte, GGA 
functionalen, namelijk PBE, PW91, RPBE en BEEF-vdW. Deze methode is 
toegepast op een dataset van 27 gassen en we hebben gevonden dat deze de 
maximale en gemiddelde absolute fout verkleint met een orde van grootte. We 
identificeren een intrinsieke limitatie van DFT voor het beschrijven van CO en 
CO2 bij alle bestudeerde functionalen, aangezien de energie verschillen tussen 
formatie-energieën van deze deeltjes constant is, en implementatie van deze 
methode vermindert de fouten van de berekenende evenwichtspotentialen 
significant wanneer deze gebruikt wordt om elektrochemische CO2 reductie op 
Au, Ag en Cu elektrodes te modeleren. Daarom kunnen we met deze methode 
fouten in gasfasemoleculen vaststellen en verbeteren, wat leidt tot voorspellende 
elektrochemische modellen. De simpele en betaalbare DFT methodes voorgesteld 
in Hoofdstuk 2-4 zijn geïmplementeerd in de overige hoofdstukken van deze 
thesis, waar we de adsorptie processen op een PdMLPt(111) oppervlak, één van de 
meest actieve katalysatoren voor oxidatie van mierenzuur en de reductie van 
koolstofdioxide, hebben onderzocht en vergeleken met Pt(111). 

Om de mechanismes van reacties gekatalyseerd door PdMLPt(111) onder 
elektrochemische omstandigheden op te helderen, is het belangrijk om de 
adsorptie processen aan het oppervlak van de elektrode te bestuderen. In 
Hoofdstuk 5 combineren we experimentele resultaten met DFT berekeningen om 
de adsorptie processen die corresponderen met verscheidene pieken in het blanco 
cyclisch voltammogram van PdMLPt(111) in perchloorzuur te bestuderen, en 
vergelijken deze met Pt(111) onder dezelfde condities. We hebben gevonden dat 
de piek genaamd HI significant wordt beïnvloed door kationen terwijl de piek HII 
sterk wordt beïnvloed door anionen. We schrijven de pieken in de regio tussen 
0.05 en 0.35 V vs RHE toe aan de substitutie van geadsorbeerd waterstof met 
geadsorbeerde hydroxide, dat is de piek op 0.25 V vs RHE, en de tweede piek bij 
0.306 V vs RHE aan de uitwisseling van de geadsorbeerde H/OH laag met 
perchloraat. De piek bij latere potentialen tussen 0.60 en 0.90 V vs RHE wordt 
toegeschreven aan een geadsorbeerde perchloraat / hydroxide laag of de 
substitutie van perchloraat met een hogere bedekking van geadsorbeerde 
hydroxide, en deze piek wordt onderdrukt door sterk bindende anionen. De 
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gedetailleerde informatie die wordt verkregen in dit hoofdstuk is belangrijk om 
het katalytisch proces van op palladium gebaseerde elektrodes te begrijpen. 

Er is discussie in de literatuur of geadsorbeerd formiaat een rol speelt als actief 
intermediair of als toeschouwer tijdens de mierenzuur oxidatie reactie. Hoewel 
recent werk het er over eens is dat geadsorbeerd formiaat een toeschouwer is en 
geen intermediair, blijft de exacte rol als toeschouwer onduidelijk. Verder 
produceert de PdMLPt(111) katalysator formiaat bij lage overpotentialen tijdens 
koolstofdioxidereductie, terwijl Pt(111) gepassiveerd wordt met CO. Hoofdstuk 
6 is gewijd aan het verkrijgen van kennis over de specifieke vraag hoe PdMLPt(111) 
CO vergiftiging tijdens CO2 reductie en HCOOH oxidatie voorkomt, door het 
combineren van experimenten op goed gedefinieerde eenkristalelektrodes van 
PdMLPt(111) en Pt(111) en DFT berekeningen. We hebben gevonden dat de 
bedekking bij welke formiaat adsorbeert tijdens de oxidatie reactie bepaalt of CO 
wordt gevormd of niet. Een hoge bedekking van 1/3 ML voorkomt CO vorming 
op PdMLPt(111) door het blokkeren van plaatsen noodzakelijk voor COOH 
(voorloper van CO), terwijl de bedekking van 1/4 ML op Pt(111) COOH vorming 
en de daaropvolgende vergiftiging toelaat. Gedurende de reductiereactie speelt 
de aard van het geadsorbeerde waterstof op het oppervlak een belangrijke rol in 
het mechanisme van de vorming van mierenzuur uit koolstofdioxide. We hebben 
gevonden dat waterstof op PdMLPt(111) negatiever geladen is dan op Pt(111), en 
dit suggereert dat de reactie plaatsvindt via een nucleofiele aanval. De kennis 
verkregen in deze studie kan helpen in het ontwerpen van katalysatoren waarbij 
CO vergiftiging kan worden vermeden.  

Toekomstperspectieven  

Uit het werk gedaan in dit proefschrift zijn verschillende andere vragen 
opgekomen of onbeantwoord gelaten, en deze vragen kunnen het begin zijn van 
toekomstige projecten.  

• Hoofdstuk 2: Vergelijkbaar met de studie gedaan in dit hoofdstuk, zijn 
we geïnteresseerd om te weten hoe solvatatie-energieën variëren voor het 
*OOH adsorbaat op dezelfde legeringsoppervlakken en om te verifiëren 
of de trend gevonden voor *OH gelijk is of niet aan *OOH. Bijvoorbeeld, 
de onbeantwoorde vraag is of de solvatatie-energieën voor *OOH 
significant verschillen wanneer deze berekend worden met DFT 
functionalen met of zonder van der Waals (vdW) interacties.  

• Hoofdstuk 3: Het onderzoek uit dit hoofdstuk kan worden uitgebreid 
door een studie van adsorptie-energieën van verschillende anionen op 
verschillende overgangsmetalen (TM), maar om de lijn te volgen uit het 
proefschrift zou men palladium bovenlagen op verscheidene TM 
oppervlakken ( PdML(hkl)/TM(hkl) ) en het effect van geadsorbeerde 
anionen op de elektronen structuur, zoals de d-band centra en werk 
functies, kunnen onderzoeken. 

• Hoofdstuk 4: Toekomstig werk voortkomend uit dit hoofdstuk is de 
implementatie van machine-learning algoritmes die de voorgestelde 
workflow kunnen volgen, en in staat zijn berekeningen te maken, vrije 
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energieën te verkrijgen, fouten in formatie-energieën van 
gasfasemoleculen vast te stellen, en foutcorrecties te produceren. Dit kan 
een groot potentieel hebben in wetenschappelijke software-
automatisering en -ontwikkeling. 

• Hoofdstuk 5 en 6: Er zijn nog verscheidene vragen die voortkomen uit 
dit werk. Eén daarvan is om te weten of een exacte monolaag van 
palladium wordt gevormd op het Pt(111) oppervlak, om te weten of zich 
defecten vormen tijden de experimenten, of dat het oppervlak 
gesegregeerde Pt atomen bevat. We hebben inleidende DFT studies 
gedaan in de allereerste fases van dit onderzoek waar we de adsorptie-
energieën van *OH op intermetallische Pt1Pd2(111)/Pt(111), dat is 1/3 ML 
van Pt op Pd, hebben berekend. Hoewel we hebben gevonden dat de 
energetica van de *OH gunstig is, geloven we dat het kinetisch ongunstig 
is om zo’n uitwisseling van atomen te hebben. Vervolgonderzoek zou van 
groot belang zijn om het gedrag van de Pd/Pt legering te begrijpen. Eén 
van de interessante vragen die voortkwam uit Hoofdstuk 6 en 
onbeantwoord is gebleven, is om een elektronische-structuur motivering 
te verkrijgen die uitlegt waarom *COOH sterker bindt aan Pt(111) dan 
aan PdML/Pt(111). De voorgestelde hypothese is dat *COOH een meer 
covalente interactie vormt met het Pt(111) oppervlak dan met Pd(111). Als 
dit klopt, dan zou op Pt(111) een sterkere overlap tussen de orbitalen van 
het metaal en het adsorbaat moeten worden waargenomen dan op 
Pd(111).  
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