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Chapter 1 

Introduction to the role of molecular copper 

complexes as catalysts for the oxygen reduction 

reaction 
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1.1. Renewable energy and electrochemistry 

Despite indications that the year-on-year growth of global greenhouse gas emissions 

has slowed down over the last 5 years, the atmospheric CO2 levels keeps rising 

steadily.[1] As a result global temperatures are expected to rise by as much as 2 °C by 

the second half of the 21st century, with lasting effects on the global climate.[2-3] This 

will have dire consequences for a large part of humanity, especially for those living in 

low lying coastal areas due to rising sea levels,[4-5] and in (near-) equatorial regions as a 

result of reduced precipitation in conjunction with an increase of extreme weather 

events.[6] Furthermore, despite efforts to reduce or limit power consumption at a 

regional level, a significant increase (50%) in global energy demand is expected by 

2050.[7-8] This is projected to be largely the result of improvements in living conditions 

in Asia and the accompanied increase in energy demand. This signifies the importance 

of shifting to renewable energy sources to replace current fossil fuel energy sources 

and meet future energy demands in a short timeframe, to prevent future energy 

demand being fulfilled by traditional fossil fuel energy sources. 

Renewable energy sources such as wind and solar energy will play an important part 

in this energy transition. With the use of photovoltaic solar cells, the abundant solar 

energy reaching Earth can be directly converted into electricity. The ease of scalability 

and the great affordability of this form of renewable energy makes it the prime 

candidate for sustainable energy generation. Increased generation of electrical energy 

will require significant electrification of transportation and industry via 

electrochemistry,[9] as chemical feedstocks from fossil fuels will be significantly 

diminished. Additionally, the use of solar energy and, to a lesser degree, wind energy 

results in an increased intermittency of the power generation, influenced by the day-

night cycle and seasonality of solar intensity.[7, 10-11] This requires a way to quickly and 

efficiently store energy for use during periods of reduced electricity generation. 

Although battery technology has taken enormous strides in the last decade, especially 

in the automotive sector,[12-13] large scale energy storage would ideally be done in the 

form of chemical energy. The storage of electricity in batteries is not easily scalable due 

to a linear increase in material cost with increasing capacity, while conversion to 

chemical energy can be done catalytically. Chemical energy can be stored in several 

different forms, such as methane, methanol, and dihydrogen; compounds that can be 

electrochemically converted to generate electricity, or vice versa. While not the most 

energy dense chemical, dihydrogen is one of the primary candidates as a renewable 

energy carrier, as only H2, O2 and H2O are involved as chemicals, resulting in an 

environmentally friendly process without harmful waste. Additionally, hydrogen gas 

can readily be produced from water via the water splitting reaction, a process known 

since the 1839, when the first electrochemical cell was used to electrolyse water.[14] 
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However, several technological challenges remain to be resolved in order to efficiently 

scale up and allow for the widespread adoption of electrolysers and fuel cells.[15-16] The 

most significant challenges are posed by the catalysts, electrode materials and certain 

energy inefficiencies in the involved electrochemical reactions.  

1.2. The electrochemical oxygen reduction reaction 

The oxygen reduction reaction (ORR) is one of the main efficiency-limiting catalytic 

reactions affecting the performance of fuel cells. The ORR is the driving-force behind 

the oxidation of fuels in different types of fuel cells, whether they are proton-exchange 

membrane fuel cells (PEMFC) or solid-oxide fuel cells (SOFC). In these fuel cells, 

dihydrogen (or another fuel, such as methane) is oxidized at the anode, resulting in the 

formation of protons and electrons, with the electrons generating an electrical current 

through an external circuit. These then reach the cathode, where they facilitate the 

reduction of dioxygen to water (Figure 1.1). 

The theoretical maximum potential generated by such a hydrogen fuel cell is 1.23 V, 

as this is the standard reduction potential of O2 (Scheme 1.1). However, limitations in 

the design of the fuel cell and the catalytic reactions themselves result in significant 

potential losses, thus limiting the efficiency of the fuel cell. While the hydrogen 

oxidation reaction (HOR) at the anode can be efficiently catalysed close the H+/H2 

equilibrium by platinum catalysts with minimal overpotential losses, the ORR at the 

cathode is a significantly more complex multi-electron and multi-proton reaction 

involving several different reaction intermediates. Dispersed platinum nanoparticles on 

carbon (Pt/C) are currently used as ORR catalysts for application in fuel cells, but require 

high-catalyst loadings and suffer from poor long-term stability.[17-18] Additionally, the 

 

Figure 1.1. Simplified schematic representation of a PEM hydrogen fuel cell. 
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current state-of-the-art Pt ORR catalysts operate at overpotentials of more than 

0.4 V.[19-20] Thus, in contrast to the HOR, the ORR is one of the major contributing factors 

to the loss of efficiency due to sluggish reaction kinetics and the large overpotential 

required to reduce dioxygen to water. 

 

𝐻2 → 2𝐻+ + 2𝑒− 𝐸0 = 0 𝑉 𝑣𝑠. 𝑅𝐻𝐸 

𝑂2 + 4𝐻+ + 4𝑒− → 2𝐻2𝑂 𝐸0 = 1.23 𝑉 𝑣𝑠. 𝑅𝐻𝐸 

Scheme 1.1. The two half-reactions responsible for generating electricity from hydrogen oxidation in a 

hydrogen fuel cell. 

While there is significant interest in developing efficient Pt-free catalysts for the 

HOR to reduce the cost of fuel cells, the most significant gains in efficiency and price 

can be made through the development of better ORR catalysts, to both reduce the 

overpotential losses or find alternatives to the expensive Pt-based ORR catalysts. 

Several issues have to be overcome when developing new catalysts for the ORR. 

According to the Sabatier principle, the binding of the intermediate to the catalyst 

should be of intermediate strength, not too strong and not too weak, for optimal 

catalysis to occur.[18, 21] However, for the ORR the binding strength of the metal catalyst 

to the intermediate OOH and OH species are very similar. Metals that destabilize the 

O-O bond of the metal-bound OOH intermediate by strengthening the M-OOH bond 

also show strong M-OH binding, which negatively impacts the reaction kinetics. This 

results in a specific optimum binding strength, where the optimal catalysts are guided 

by these scaling relationships. Nørskov et al. showed that Pt has the optimal binding 

strength with oxygen species, and thus has the best ORR activity and lowest 

overpotential of all transition metal catalysts.[19] Many different alloys have been 

investigated as ORR catalysts since, but these still adhere to the scaling relations, 

hindering the development of more efficient heterogenous metal catalysts.[20, 22-23] To 

overcome the scaling relations associated with the ORR, catalysts would have to be 

developed that avoid the formation of the M-OOH intermediate. Alternatively, catalysts 

that are able to stabilize certain intermediates over others may lead to a more efficient 

catalytic reaction. This can be achieved by using three-dimensional catalysts, such as 

molecular catalysts, where a second coordination sphere around the metal centre can 

influence the stabilization of specific reaction intermediates. 

1.3. Oxygen activation and reduction in natural systems 

The active sites of enzymes are the perfect example of a three-dimensional catalyst. In 

these active sites substrates and reaction intermediates are stabilized or destabilized 

by interactions with amino acid moieties in the binding pocket, thereby tuning the 
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activation energies such that a catalytic reaction is optimized for a challenging cellular 

environment. Copper plays an important role in oxidoreductases, a family of redox-

active metalloproteins responsible for catalysing reactions that involve electron 

transfer, where copper is the second most abundant metal after iron for these 

enzymes.[17, 24-25] Examples of these copper-containing enzymes include lytic 

polysaccharide monooxygenases (LPMOs),[26-31] particulate methane monooxygenase 

(pMMO),[32-33] and multi-copper oxidases (MCO) such as tyrosinase, catechol oxidase 

and laccase.[34-36] These enzymes activate and reduce dioxygen in order to oxidize a 

substrate, forming water in the process. The active sites of these copper-containing 

enzymes are classified in several types, based on their geometric and electronic 

structure.[34] Type 1 (“blue copper”) centres contain a single copper ion in a trigonal-

pyramidal or trigonal-bipyramidal geometry. Type 2 copper centres contain a single 

copper centre in a square-planar geometry. Finally, type 3 (dinuclear) copper centres 

contain two antiferromagnetically coupled trigonal-planar or trigonal-bipyramidal Cu 

centres bridged by a hydroxide ion in the resting state. Additionally, cytochrome c 

oxidase contains a mixed-metal dinuclear active site containing both a Cu (CuB) centre 

in a trigonal-pyramidal geometry and an Fe (heme a3) centre. This enzyme catalyses the 

four-electron reduction of O2 to H2O in order to drive its proton pumping activity. In 

recent years a number of molecular models to mimic the cytochrome c oxidase catalytic 

centre have been created.[37-38] 

One MCO that has drawn significant interest in the context of the oxygen reduction 

reaction is Laccase, a multicopper enzyme capable of fully reducing O2 to H2O.[34-35] In 

Laccase, the reduction of O2 acts as the driving force for the oxidation of a wide range 

of phenolic substrates in plants, bacteria and fungi. The ORR in Laccase takes place at a 

trinuclear copper site, consisting of a type 2 (T2) copper centre and a type 3 (T3) copper 

centre, containing two copper ions. A third type (T1) copper site is present closer to the 

outside surface of the enzyme and is responsible for substrate oxidation. Electron 

transfer takes place over a distance of 14 Å between this T1 centre and trinuclear T2/3 

cluster in the active site responsible for the ORR. The square-planar T2 copper centre 

contains two histidine ligands, while the tetrahedral T3 copper centres each have three 

histidine ligands and are bridged by a hydroxide group in the resting state, resulting in 

antiferromagnetic coupling between the two T3 copper ions. During the catalytic cycle 

for the reduction of O2 by Laccase, the oxidized resting state, where all four copper ions 

are in a 2+ oxidation state, is first fully reduced via electrons supplied via the T1 copper 

site (Scheme 1.2).[39-40] Upon reacting with dioxygen, a peroxide intermediate (PI) is 

formed, wherein peroxide is bridged between the three T2/T3 copper ions in the active 

site. After further electron-transfer steps, the O-O bond is cleaved, resulting in the 

native intermediate (NI) structure. Elimination of water from the NI state will regain the 
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resting state, or can preferentially lead straight to the fully reduced state if substrate 

oxidation is taking place, which allows for further electron transfer via the T1 site to the 

trinuclear centre.  

Laccase has been used as a catalyst for the electrochemical ORR by immobilizing the 

enzyme on an electrode.[41-47] These electrochemical studies revealed that Laccase is 

able to catalyse the reduction of dioxygen close to the ORR equilibrium potential, with 

a minimal overpotential of around 0.1 V. While this shows the thermodynamic 

efficiency of Laccase as an ORR catalyst, low current densities are achieved due to the 

large bulk of the enzyme leading to a low number of active sites per electrode surface 

area. While there have been successful attempts at increasing current density by 

incorporating Laccase into hydrogels or carbon aerogels, resulting in enzyme 

multilayers, slow electron transport limits the efficiency of such systems.[42-43, 48] 

Whereas enzymes are important benchmarks for the electrocatalytic ORR, their 

practical application is limited due to the limited stability of the enzymes and the 

aforementioned low current densities, in comparison to heterogenous and molecular 

catalysts. 

 

Scheme 1.2. Simplified schematic representation of the catalytic ORR mechanism of Laccase, showing only 

the main intermediates that have been detected via spectroscopic methods.[39-40] 
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1.4. Molecular copper catalysts 

Molecular complexes offer an opportunity to incorporate a ligand structure similar to 

those found in enzymes, while avoiding some of the efficiency-limiting downsides 

associated with the use of enzymes as electrocatalysts. Additionally, the reactivity of 

molecular complexes can be tuned by straightforward ligand modifications. The design 

of molecular catalysts is not only inspired by the active sites of enzymes, but molecular 

complexes often also serve as synthetic mimics for these active sites. Spectroscopic 

information of these model compounds is used to study the geometry, electronic 

structure, and the reactivity towards the binding of substrates to the metal centres to 

elucidate the reactions taking place in the active sites of enzymes.  

The interaction of dioxygen and copper ions plays an important role in copper-

containing enzymes that are able to reduce O2, and molecular compounds have been 

used to investigate these interactions. To study the formation of copper-dioxygen 

adducts, the reactivity of a wide range of CuI complexes with O2 has been 

investigated.[49-53] Several different binding modes of O2 to copper centres have been 

identified (Scheme 1.3).[54] The pyridylalkylamine copper complex [Cu(tmpa)(L)]+ (Cu-

tmpa; tmpa = tris(2-pyridylmethyl)amine), L = solvent molecule) is one of the earliest 

examples for which the formation of a copper-dioxygen adduct was proven using a 

combination of spectroscopic techniques.[55-56] Using low temperature UV-vis 

absorption measurements and x-ray crystallography, Karlin et al. showed that the 

reaction between [CuI(tmpa)(L)]+ and O2 resulted in the formation of a dinuclear Cu2-

O2 species. Follow-up studies using stopped-flow kinetic studies revealed that the 

formation of a short-lived copper(II)-superoxide complex precedes the formation of a 

trans-µ-1,2-peroxo complex.[57-59] Exceedingly fast kinetics of the reaction between CuI 

and O2 in aprotic solvents were measured.[59] Following this report, a variety of different 

alkylamine and pyridylalkylamine complexes have been studied.[50, 60-66] The 

generalized reaction pathway that was determined for reaction of these copper 

complexes with dioxygen follows the initial formation of a mononuclear CuII-O2
•− 

adduct, followed by a dimerization step resulting in the formation of a bridged O2
2− 

species. 

 

Scheme 1.3. Binding modes of dioxygen to copper.[49] 
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Prior to the use of model copper complexes for the elucidation of reaction 

mechanisms of active sites in enzymes, copper complexes had already been studied as 

novel catalysts for the electrochemical reduction of O2.[67-69] This was driven by the 

discovery by Jasinski of a cobalt phthalocyanine complexes as a molecular catalyst for 

the ORR.[70] Some of the earliest in-depth efforts to study the electrocatalytic reduction 

of O2 by molecular copper complexes were performed by Anson et al.[71-75] They 

showed that (substituted) phenanthroline copper complexes adsorbed on the surface 

of a graphitic electrode were able to catalyse the electrochemical ORR.[71-72] 

Additionally, it was shown that a change in the coordination geometry took place upon 

reduction of the copper complex, from a square-pyramidal CuII to a tetrahedral CuI 

complex, even when absorbed on the electrode surface.[71] Further research was 

performed on the electrocatalytic ORR by substituted phenanthroline copper 

complexes,[76] including on phenanthroline copper complexes covalently bonded to the 

carbon electrode, which revealed a possible Cu2O2 intermediate during the ORR.[77] 

In the last decade the first biomimetic copper complexes have been investigated for 

their ORR activity, both using sacrificial chemical reductants and as electrocatalysts 

(Scheme 1.4).[38, 78-93] Work by Karlin and Fukuzumi showed that Cu-tmpa is able to 

catalyse the ORR in acetone using ferrocene (Fc) as a reductant.[78] It was observed that 

the peroxo dimer [{CuII(tmpa)}2(O2)]2+ is formed once all the perchloric acid is 

consumed by the catalytic reaction. Upon addition of more acid, this peroxo complex 

was also shown to be able to reduce dioxygen. Similar results were obtained for a 

substituted pyridylalkylamine complex [Cu(PV-tmpa)(L)]2+, containing a pivalamido 

moiety on the ortho position of one of the pyridine arms.[83] However, upon addition of 

the acid to the peroxo complex, its corresponding UV-Vis absorption band immediately 

disappeared. This was followed by a slower increase of the Fc+ absorption band, 

showing that catalytic reduction was taking place. This suggests that the monomeric 

CuII-OOH was formed upon addition of the acid, from which further reduction to H2O 

proceeded. It was shown that the catalytic ORR rate constant of [Cu(PV-tmpa)(L)]2+ was 

significantly larger than that of Cu-tmpa. However, differences in the ability of the 

acetate ion to coordinate to the copper centres between these two different complexes 

played an important role, and the use of non-coordinating acids could have a significant 

effect upon the relative rate constants. For the related [Cu(tepa)]2+ (tepa = tris[2-(2-

pyridyl)ethyl]-amine) complex, it was shown that formation of a dinuclear copper 

peroxo intermediate is not a prerequisite to facilitate the 2-electron reduction of O2 to 

H2O2, as this species was not observed.[81] 

The ORR by Cu-tmpa in aqueous buffered solutions was also investigated using 

electrochemical methods by Gewirth et al.[84-85] Cu-tmpa and several other 

pyridylalkylamine complexes were incorporated into a carbon black (Vulcan XC-72) ink 
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and dropcasted on a glassy carbon electrode. Comparison of the different 

pyridylalkylamine copper complexes showed minimal differences between catalysts in 

the onset of the ORR and the limiting currents above pH 4 during hydrodynamic 

voltammetry measurements using rotating ring-disk electrodes.[85] At pH 4 and below, 

more significant differences were observed, with only Cu-tmpa maintaining its 4-

electron ORR performance. However, based on experiments where Cu-tmpa was used 

as a homogenous ORR catalyst in solution, it was shown that Cu-tmpa is not stable in 

electrolyte solutions with a pH below 4, even under non-catalytic conditions.[87] This 

raises questions concerning the nature of the catalysts that is present in heterogenized 

form under acidic conditions.  

It was suggested that Cu-tmpa dimerizes upon reduction in the presence of 

dioxygen, based on an apparent shift in the onset potential of the ORR under rotating 

 

Scheme 1.4. Schematic drawing of mononuclear copper complexes that have been reported to reduce 

dioxygen, either in the presence of chemical reductants or under electrochemical conditions.[67-69, 71-93] 

Counterions and coordinating solvent molecules are omitted for clarity. 
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conditions of the rotating ring disk electrode (RRDE),[84] and the previously discussed 

studies on Cu-tmpa in organic solvents. However, the current at a given fixed potential 

always decreases proportional to the decrease in catalyst concentration under 

conditions where substrate is not limiting. This will result in a shift of the “apparent 

onset” of the catalytic reaction to lower potentials as a function of decreasing catalyst 

concentration, if a fixed current density is used as a reference to determine the onset 

potential. Furthermore, the catalytic onset potential is generally an ill-defined 

property.[94] Indeed, the same data showed that the half-wave potential of the catalytic 

curve did not appear to shift as a function of catalyst loading, which is a more 

appropriate property to observe possible changes in electrocatalytic mechanisms. 

A dinuclear copper complex containing two 3,5-diamino-1,2,4-triazole (dat) ligands 

(Cu-dat) has been considered a benchmark for molecular electrocatalytic ORR 

performance. In molecular form both copper centres are spaced similarly to the T3 

copper centres present in Laccase.[95] Gewirth et al. reported an ORR onset at 0.86 V vs. 

RHE at pH 13 which is the lowest reported overpotential for any copper catalyst.[96] 

However, the species that was used in this study was formed by mixing a 2:1 ratio of 

ligand to CuII salt with carbon black, followed by dropcasting onto a glassy carbon 

electrode. This procedure did not correspond to the ratios used in the studies to 

investigate the structure of Cu-dat species.[95] Our group has recently shown that the 

catalytic activity of the Cu-dat compound is largely the result of the formation of 

amorphous Cu0 and CuI depositions on the electrode surface, and can therefore not be 

ascribed to the molecular structure of the complex.[97] These findings showcase some 

of the issues that arise when analysing molecular (electro)catalyst and the difficulty in 

transferring and applying results obtained under different experimental conditions to 

an electrocatalytic system. 

1.5. Benchmarking the performance of homogeneous 
electrocatalysts using electrochemical methods 

With the increased interest in molecular electrocatalysts for small molecule conversion 

(H2, O2, H2O, CO2) for renewable energy applications, it is necessary to have a robust 

framework to elucidate catalytic mechanisms and quantify the performance of 

molecular catalysts to allow comparisons between different catalysts. This has been an 

important topic in the field and has been highlighted in many publications in the last 

decade.[98-107] Molecular electrocatalysts have been studied under a wide range of 

experimental conditions, utilizing different solvents, solution pH, and supporting 

electrode materials.[108-110] The specific conditions in which molecular homogenous 

electrocatalysts are evaluated using electrochemical techniques are often dictated by 

the solubility or stability of the catalyst under the chosen conditions. Thus, many 
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molecular electrocatalysts are evaluated in organic solvents, such as MeCN or DMF. 

Yet, in the context of renewable energy applications, water solubility is considered an 

important property in the development of new molecular catalysts, as is the catalyst 

performance under aqueous conditions.[111-117] Evaluating the efficiency of a catalyst 

does not only require the determination of the kinetic performance in the form of 

catalytic rate constants or turnover frequencies, but also of the thermodynamic 

performance in the form of the catalytic onset potential or the overpotential relative 

to the equilibrium potential of the catalysed reaction. However, as mentioned in the 

previous section, the definition of the onset potential can be rather arbitrary or even 

not defined at all. These factors can hinder the benchmarking of electrocatalysts and 

makes comparisons between catalysts difficult. 

Efforts have been made to standardize and rationalize the definition of the onset 

and overpotentials for molecular electrocatalysts.[94, 118-120] The determination of the 

overpotential is relatively straightforward under ideal conditions, in which a 

voltammograms shows an S-shaped catalytic curve and the limiting plateau current is 

available. Here, the preferred measure of the catalytic potential for the determination 

of the overpotential is the catalytic half-wave potential (Ecat/2). This is the potential at 

which half the limiting or peak catalytic current is observed. In turn, the overpotential 

is defined as the difference between the equilibrium potential of the given reaction and 

the catalytic half-wave potential. Using the Ecat/2 as the measure for the catalytic 

potential results in smaller deviations when the catalytic systems behave less ideal.[94] 

However, in the case of fast ORR electrocatalysts, mass transport limitations in O2 can 

result in peak shaped catalytic currents that strongly deviate from an ideal S-shape, and 

where the mass transport independent plateau current is never reached. In these 

situations, the catalytic peak current can be reached before the redox potential of the 

catalytic species. Thus, an accurate description of Ecat/2 can only be obtained by using 

very high scan rates or by increasing the ratio of substrate to catalyst.[107] In such cases 

the redox equilibrium potential (E1/2) of the catalytic species or a well-defined onset 

potential at the start of the catalytic wave would be a better descriptor to determine 

the overpotential. 

While the equilibrium potential of the catalysed reaction is well-established in 

aqueous solutions, this can be more challenging in non-aqueous solutions, where the 

H+/H2 reduction potential is not always known, or acid pKa’s have not been determined. 

Several methods have been described to determine the overpotential in non-aqueous 

solutions.[119-120] Recently, Roberts and Bullock reported a method to directly measure 

the equilibrium potentials of the H+/H2 couple in a given solvent without the need for 

the pKa of the acid or the standard reduction potential 𝐸𝐻+
0  in the particular solvent.[121] 

This was followed by the determination of the standard reduction potential of O2 in 



 

18 
 

acetonitrile and DMF using the same method by Mayer et al.[122]
 

Another development is the introduction of the foot-of-the-wave analysis (FOWA) 

pioneered by Savéant and Costentin,[123] which couples kinetic performance to the 

thermodynamic catalytic potential. As previously mentioned, side-phenomena such as 

substrate depletion and catalyst deactivation can result in significant deviation from 

the S shaped catalytic wave under purely kinetic conditions. This would result in 

underestimation of the observed rate constant. However, the FOWA can be used to 

analyse reactions where these side phenomena occur, as the catalytic current at the 

foot of the catalytic wave is considered to be purely kinetic in nature, without 

interference from side phenomena. Thus, the ideal or maximum rate constant can be 

derived from the foot of the catalytic wave. FOWA expressions for more complicated 

multi-electron multistep molecular electrocatalytic systems have also been 

proposed.[98-100, 102, 124-125] It has to be noted that while FOWA is a very powerful tool, it 

is also very sensitive to the choice of the potential window used for the FOWA 

determination.[124] The FOWA will be further discussed in Chapter 2. Maximum 

turnover frequencies (TOFmax) derived from the FOWA can be used to construct a 

log(TOF)–η plot, where the log(TOF) is plotted as a function of the applied overpotential 

(Figure 1.2). While the TOFmax of a catalyst is often never reached under experimental 

conditions, and will therefore be larger than the observed rate constants or TOFs, it can 

be useful in comparisons between catalysts. When multiple catalysts are compared in 

such a graph, overpotential zones can be identified in which particular catalysts show 

superior catalytic performance. It also highlights the trade-off between overpotential 

and the maximum catalytic rates of a catalyst. Therefore, these log(TOF)–η plots, also 

called molecular Tafel Plots, can be a useful tool for comparing the catalytic 

performance of molecular electrocatalysts relative to the applied overpotential.[105-106, 

126-127] 

 

Figure 1.2. Simulated logTOF–η plot, showing the catalytic performance as a function of applied 

overpotential of several catalysts, each with a different TOFmax and catalytic overpotential. 
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1.6. Aim of research 

The focus of the research described in this thesis is placed on the elucidation of 

electrocatalytic mechanisms of the ORR by homogeneous copper complexes. As 

discussed in the previous sections, a large knowledge base exists on the reaction of 

dioxygen with molecular CuI coordination complexes. Cu-tmpa is one of the most-

studied catalysts for the chemical and electrochemical reduction of dioxygen, and is 

used as a reference for many other similar copper complexes. However, significant 

issues remain in translating mechanistic insights observed during chemical reduction to 

electrochemical systems, and vice versa, whereby heterogenized catalytic species have 

erroneously been ascribed a certain molecular character. An important question 

regarding Cu-tmpa is whether a dinuclear intermediate is required for the reduction of 

dioxygen under electrocatalytic conditions or whether this species is only present under 

non-catalytic conditions, something for which conflicting data was reported in previous 

electrochemical and non-electrochemical studies of the ORR. The limited 

understanding of the catalytic mechanism hinders the rational design of improved 

copper catalysts. Thus, we set out to elucidate the mechanism of the electrocatalytic 

ORR by Cu-tmpa under different conditions using a range of electrochemical 

techniques. 

In Chapter 2, the mechanism of the electrochemical ORR by homogeneous Cu-tmpa 

in a neutral aqueous solution is discussed. The product distribution of the catalytic 

reaction as a function of the applied potential was determined using RRDE techniques. 

This revealed the formation of H2O2 as an intermediate product during the overall four 

electron reduction towards H2O. Additionally, the catalytic performance was 

quantified, revealing one of the fastest reported rate constants for the ORR by a 

molecular catalyst. Finally, we show that a mononuclear species is responsible for the 

reduction of dioxygen, both in the FOWA potential window and at higher applied 

overpotentials. These results strengthen the notion that a dinuclear copper species is 

not required for fast oxygen reduction and illustrate the difficulties of transferring 

observations made under non-electrocatalytic conditions to an electrochemical 

system.  

As it was shown that H2O2 plays an important role in the catalytic mechanism of the 

ORR, the research described in Chapter 3 builds upon the results of the previous 

chapter and elaborates on the reduction of hydrogen peroxide by Cu-tmpa in a neutral 

aqueous electrolyte solution. By comparing the catalytic performance between 

deuterated and non-deuterated solutions, a kinetic isotope effect (KIE) was 

determined. This revealed that the catalytic mechanism for the reduction of H2O2 

follows a Fenton-like reaction pathway, wherein the formation of an copper(II) hydroxyl 

species and a free hydroxyl radical are involved in the rate-determining step. This shows 
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similarities with the mechanisms suggested for the active sites of several monocopper 

enzymes that show reactivity towards dioxygen and hydrogen peroxide. 

The results described in Chapter 2 raised the question on whether the choice of 

solvent or proton source could be the main determinant for the catalytic mechanism, 

in relation to previous Cu-O2 reactivity studies reported previously. In Chapter 4, it is 

shown that use of the strongly coordinating acetonitrile as an aprotic solvent slows 

down the electrocatalytic reduction of dioxygen by Cu-tmpa by several orders of 

magnitude. Using the previously discussed method to directly measure the equilibrium 

potential of the H+/H2 couple, a slightly lower overpotential was observed compared to 

neutral aqueous solution. In contrast to previous suggestions, we show that even when 

the catalytic ORR is slowed down to a significant degree in acetonitrile, a mononuclear 

reaction mechanism is involved. This holds true in the presence of both coordinating 

and non-coordinating proton donors. Thus, we confirm that dimerization does not play 

a role in the electrocatalytic ORR by Cu-tmpa in water or acetonitrile under these 

conditions. 

In Chapter 5, the electrocatalytic performance of several pyridylalkylamine copper 

complexes for the ORR and the reduction of hydrogen peroxide is discussed. The effect 

of changes in the ligand structure by varying ligand arm lengths on the redox chemistry 

and catalytic rates were investigated. Scaling relations were observed between the 

redox potentials of the catalysts and the maximum catalytic rate constants determined 

via FOWA, for both the reduction of dioxygen and hydrogen peroxide. This also 

coincides with a positive shift of the onset and Ecat/2 potentials corresponding with an 

increase in redox potential, thus resulting a significant reduction of the ORR 

overpotential compared to Cu-tmpa. 
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