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Biomarker-Guided Individualization of Antibiotic Therapy

Linda B.S. Aulin¹, Dylan W. de Lange², Mohammed A.A. Saleh¹, Piet H. van der Graaf²,³, Swantje Völler¹,⁴ and J.G. Coen van Hasselt¹,*

Treatment failure of antibiotic therapy due to insufficient efficacy or occurrence of toxicity is a major clinical challenge, and is expected to become even more urgent with the global rise of antibiotic resistance. Strategies to optimize treatment in individual patients are therefore of crucial importance. Currently, therapeutic drug monitoring plays an important role in optimizing antibiotic exposure to reduce treatment failure and toxicity. Biomarker-based strategies may be a powerful tool to further quantify and monitor antibiotic treatment response, and reduce variation in treatment response between patients. Host response biomarkers, such as CRP, procalcitonin, IL-6, and presepsin, could potentially carry significant information to be utilized for treatment individualization. The purpose of this tutorial is to discuss the use and evidence of currently available biomarker-based approaches to inform antibiotic treatment. To this end, we also included a discussion on how treatment response biomarker data from preclinical, healthy volunteer, and patient-based studies can be further characterized using pharmacometric and system pharmacology based modeling approaches. As an illustrative example of how such modeling strategies can be used, we describe a case study in which we quantitatively characterize procalcitonin dynamics in relation to antibiotic treatments in patients with sepsis.

Antibiotic treatment of severe infections and sepsis is driven by empirical treatment protocols.¹ Treatment failure of antibiotic therapy due to insufficient efficacy, or occurrence of toxicity is associated with significant morbidity and mortality.² The emergence of antibiotic resistance is increasingly complicating effective antibiotic treatment³ and may be further promoted by suboptimal antibiotic treatment. Strategies to optimize antibiotic treatment for optimal efficacy and minimized risks for toxicity and resistance are therefore needed.

Therapeutic drug monitoring (TDM) represents the best-established strategy toward individualizing antibiotic drug treatment to reach predefined pharmacokinetic (PK) targets associated with efficacy or toxicity. Nonetheless, even after the use of TDM-based dose individualization, substantial unpredictable variation in antibiotic treatment response remains, as can be concluded from suboptimal outcomes for major classes of severe infections and sepsis.² The sources of the variation leading to treatment failure may be related to pharmacodynamic (PD) pathogen characteristics, the patient-specific immune response, sensitivity to develop drug-induced organ damage or other adverse reactions, or effects of inflammation on PKs. Strategies to further predict interindividual variation (IIV) in treatment response are thus warranted.

Biomarker-based strategies that characterize patient-specific response to antibiotic therapy are of interest to further optimize antibiotic treatment with respect to efficacy, toxicity, and antibiotic resistance risk (Figure 1). Biomarkers hold the potential to inform treatment strategies and aid in decisions throughout all phases of an infection. However, the use of biomarkers in patient care remains limited and is primarily based on diagnosis of pathogens.³ In particular, knowledge gaps in quantitative understanding of the relationships among drug exposure, pathogen dynamics, and biomarker dynamics hinder clinical use of treatment response biomarkers.

This tutorial provides an overview of biomarker-based strategies to predict antibiotic treatment response, with a particular focus on PD biomarkers. We will discuss three classes of patient-associated biomarkers: (i) immune response-associated treatment efficacy biomarkers, (ii) antibiotic-induced toxicity biomarkers, and (iii) biomarkers to predict variation in (target site) PKs. We then discuss how quantitative pharmacological modeling approaches can be used to address key data analytical challenges, as further illustrated using a case study focusing on the quantification of antibiotic treatment response based on procalcitonin dynamics in patients with sepsis. Overall, this tutorial will thus provide a comprehensive primer with respect to both the current state-of-the-art as well as concrete directions for the analysis of complex infection-associated and antibiotics-associated biomarker datasets.

TREATMENT EFFICACY BIOMARKERS

Immune response biomarkers are of interest to quantify antibiotic treatment efficacy because direct quantification of bacterial disease load during clinical infection is typically not possible, and
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because the effects of infection-induced inflammation contribute to ultimately observed efficacy. The immune response triggered by pathogen-associated molecular patterns (PAMPs) present on bacteria results in the production of several immune response biomarkers that involve interactions between multiple cell types and tissues (Figure 2). Several host immune response biomarkers have been shown to be associated with clinical outcomes, such as mortality, duration of hospitalization, and antibiotic treatment duration, with the majority of studies focusing on critically ill patients with sepsis and serious respiratory tract infections (RTIs) (Table 1). Importantly, approaches to minimize and/or optimize the use of antibiotics by such biomarkers could also reduce the risk for resistance development. We provide an overview of the biological characteristics and level of evidence to predict clinical outcomes for the most important host immune response biomarkers for severe infections and sepsis. Emerging biomarkers soluble triggering receptor expressed on myeloid cells-1 (sTREM-1), proadrenomedullin (proADM), and pentraxin-3 were not included due to currently insufficient evidence for their clinical relevance.

**Procalcitonin**
Procalcitonin (PCT) is a precursor to the hormone calcitonin, and is, under normal conditions, produced only intracellularly by parafollicular cells in thyroidal tissues. During microbial infections and severe systemic inflammation, PCT production is induced throughout the body where it is thought to be associated with immune modulatory properties. PCT production is inhibited by interferon-γ, which therefore leads to only limited elevation of PCT during viral infections. PCT-guided antibiotic treatment termination can lead to a significant reduction of antibiotic exposure in sepsis and RTIs. Studies in sepsis and RTIs show varying results for the correlation of PCT with mortality. The relative change in PCT has been successfully used to guide antibiotic treatment duration, illustrating the relevance of considering the dynamics of PCT.

**C-reactive protein**
C-reactive protein (CRP) is a hepatic acute phase protein playing a crucial role in the innate host defense by activating the complement system, promoting phagocytosis of pathogens. Admission levels of CRP do not predict outcome in sepsis and RTIs, but CRP levels in patients showing a clinical response to antibiotics decreased faster or lower levels after therapy.

**Interleukin-6**
Interleukin-6 (IL-6) is a cytokine produced by immune cells and stromal cells and is involved in inflammation. IL-6 plays a pivotal role in orchestrating the immune response to infection. This pleiotropic cytokine has both pro-inflammatory and anti-inflammatory effects, and is involved in neutrophil infiltration, activation, and proliferation of T-cells and B-cells, and acute phase response. IL-6 is of potential interest as a biomarker in sepsis to reflect disease severity. Increased IL-6 levels have been associated with increased mortality in patients with sepsis.

**Presepsin**
Presepsin is a cleavage product of the CD14 membrane coreceptor involved in pathogen recognition and initiation of the innate immune response, and is involved in regulation of bacterial phagocytosis. Presepsin is a rapidly responding biomarker for bacterial and fungal infections. Baseline presepsin levels have been shown to predict mortality and correlate with sepsis disease severity. Furthermore, the dynamic time course of presepsin also predicts survival.

**Biomarker dynamics.** The majority of clinically used immune response biomarker studies have considered primarily static threshold concentrations to inform clinical decision making. Less attention has been given to the full dynamics of immune response biomarkers for evaluation of treatment efficacy. To guide and optimize antibiotic treatment in individual patients, immune response biomarkers should ideally reflect underlying
current pathogen load (Figure 3a), which is typically not feasible to measure directly. Consequently, characterization of the onset and decline of biomarkers in response to infectious challenges is an important step toward their interpretation in context of antibiotic treatment response. Biomarkers with a delayed onset or prolonged half-life therefore reflect poorly the current state of infection. Substantial differences exist between the kinetic properties of biomarkers (Table 2), and kinetic properties should be considered when they are investigated as antibiotic treatment response biomarkers to evaluate treatment response (Figure 3b).

**Antibiotic exposure-biomarker response.** The relationship between antibiotic drug exposure and changes in biomarker dynamics to quantify treatment response can be considered as another important, but currently also still poorly characterized step toward treatment response biomarkers to enable dose optimization (Figure 3c). This relationship reflects antibiotic-induced killing of pathogens, which leads to a change in biomarker levels, in particular when such a biomarker has kinetic properties closely associating with the underlying infection.

Currently, only for CRP, such a relationship has been reported for infections treated with teicoplanin and vancomycin in pediatric and adult patients, respectively. Through the use of a PK-PD model, PK models were associated with logistic growth models accounting for pathogen-induced CRP increase. The subsequent reduction of CRP growth kinetics was then captured by antibiotic concentration-effect (Emax) models. For teicoplanin, individual CRP-derived PD area under the curve (AUC):half-maximal effective concentration (EC₅₀) targets could be derived, which aim for CRP normalization. Nonetheless, these studies should be considered as important first steps toward characterization of antibiotic exposure-response relationships for treatment response biomarkers.

**Pharmacological characterization of efficacy biomarkers.** Addressing the current knowledge gaps with respect to the
pharmacological properties of treatment efficacy biomarkers (i.e., their kinetic and exposure-response properties), is an important step to develop actionable biomarkers to optimize antibiotic treatments. Because studies in patients with severe infections and sepsis are often associated with significant IIV, there is a need for complementary strategies, including preclinical in vivo models and healthy volunteer challenge models.

**In vivo infection and challenge models**

Preclinical animal infection models can contribute key insights into host immune response biomarker dynamics that may be challenging to obtain from human studies. For several clinically relevant biomarkers, including PCT, CRP, and IL-6, *in vivo* infection models have been described. Examples of such studies that performed such characterization with a focus on host immune response biomarkers include bacteremia models in pigs, mice studies, and *in vivo* sepsis models in baboons and hamsters.

Preclinical *in vivo* experiments involving immunogenic PAMPs further allow to study biomarker dynamics for biomarkers in a controlled setting. The PAMP lipopolysaccharide (LPS) derived from Gram-negative bacteria is commonly used for such *in vivo* challenge studies, which are relevant to study biomarker dynamic

| Table 1 Biomarker-clinical outcome relationships |
|---------------------------------|------------|------------------|------------------|------------------|------------------|
| Infection type | Study type | Patients | Antibiotic discontinuation | Reduction of antibiotic treatment duration | Reduction of hospital stay | Reduction of short-term mortality* |
| Procalcitonin | **RTIs** | Interventional<sup>15,16</sup> | 6,708 | NA | ✓ | ? | ✓ |
| | | Interventional<sup>17</sup> | 337 | NA | ✓ | ? | ? |
| | | Interventional<sup>18</sup> | 101 | < 0.5 µg/L or < 20% BL | ✓ | X | X |
| | **Sepsis** | Interventional<sup>14</sup> | 3,489 | ≤ 0.5 µg/L or < 10% BL | ✓ | X | ? |
| | | Interventional<sup>85</sup> | 68 | BL PCT ≥ 1 µg/L or < 0.25 µg/L or < 10% BL | ✓ | X | X |
| | | | | BL < 1 µg/L or PCT < 0.1 µg/L | ? |
| | | Interventional<sup>22</sup> | 110 | < 1 µg/L or < 35% BL | ✓ | X | ? |
| | | Interventional<sup>20</sup> | 1,575 | ≤ 0.25 µg/L or 20% BL | ✓ | ? | ✓ |
| | | Interventional<sup>21</sup> | 394 | ≤ 0.25 µg/L or < 10% BL | X | ? | X |
| | | Interventional<sup>86</sup> | 621 | < 0.5 µg/L or < 20% BL | ✓ | X | ? |
| | **Observational**<sup>70</sup> | | 1,089 | NA | ? | ? | ✓ |
| | | **CRP** | **RTIs** | Observational<sup>11</sup> | 37 | NA | ? | ? | ✓ |
| | | **Sepsis** | Observational<sup>23</sup> | 891 | NA | ? | ? | ✓ |
| | | **ProADM** | **RTIs** | Observational<sup>11</sup> | 37 | NA | ? | ? | X |
| | | | Observational<sup>8</sup> | 19 | NA | ? | ? | X |
| | | **Septic shock** | Observational<sup>10</sup> | 1,089 | NA | ? | ? | ✓ |
| | | **sTREM-1** | **Sepsis** | Observational<sup>8</sup> | 50 | NA | ? | ? | ✓ |
| | | | Observational<sup>7</sup> | 90 | NA | ? | ? | ✓ |
| | | **Presepsin** | **Sepsis** | Observational<sup>24</sup> | 109 | NA | ? | ? | ✓ |
| | | **IL-6** | **Sepsis** | Observational<sup>8</sup> | 50 | NA | ? | ? | ✓ |
| | | | Observational<sup>7</sup> | 90 | NA | ? | ? | ✓ |

✓, biomarker is predictive of outcome; ?, biomarker has not been related to the outcome; %BL, percent of baseline biomarker concentration; IL-6, interleukin 6; NA, not available; PCT, procalcitonin; proADM, mid-regional proadrenomedullin; RTI, respiratory tract infection; sTREM-1, soluble triggering receptor expressed on myeloid cells-1; X, biomarker is unpredictive of outcome.

*Short-term mortality refers to both in-hospital and 28-day mortality.
profiles. Particularly in combination with PK-PD modeling, these studies can lead to important insights. Held et al. described a dose ranging study with LPS in rats measuring TNF-α time profiles, which were subsequently modeled using a kinetic-PD modeling approach to characterize the time course and dose-response of this biomarker, identifying a peak-shift in TNF-α response at increasing LPS doses. 40 Another relevant example was the development of a pharmacometric model-based analysis for a porcine LPS challenge model that was recently described in which the LPS exposure was also considered in relation to dynamics of TNF-α and IL-6.41 The explicit consideration of LPS exposure can help to further bridge these findings to patients.

These preclinical infection and related PAMP-challenge models can be of significant value to under controlled settings to characterize key dynamics and pathogen exposure-response of relevant immune response biomarkers to help further interpret such markers in the clinical setting, although it must be acknowledged that interspecies immune system differences exist and must be taken into account.

**Healthy volunteer challenge studies**
The use of healthy volunteer challenge studies based on administration of pathogen-isolates PAMPs, heat-killed, or low-dose bacteria forms a relevant intermediate step to characterize the dynamics of host immune response biomarkers in relation to bacterial pathogen load in humans. In particular, LPS challenge studies form a relevant clinical model to study host biomarker response under controlled conditions, and have already contributed to further quantitatively characterize biomarker dynamic profiles.

Several healthy volunteer LPS challenge studies have been conducted for which the induction of clinically relevant immune response markers, such as PCT, TNF-α, IL-1β, and IL-10.42,43 A current knowledge gap concerns the relationship between LPS concentrations, which often very rapidly decline, and biomarker dynamics. Such explicit consideration would allow to deconvolute the rapid decline of systems LPS concentrations and related biomarker levels.

**Age-dependent between-patient variability in biomarker levels**
Biomarker concentration in the absence of acute inflammation or infection might be dependent on a number of factors, including the age of the patient. For example, plasma levels of IL-6, IL-1, and TNF-α have been observed to be elevated in elderly subjects, which may be associated with frailty and an underlying overactivation of the immune system.44,45 This subinflammatory status has earlier been described as inflamm-aging and may need to be considered for biomarker-guided treatment optimization strategies. Similarly, preterm neonates are still in the midst of the development of their innate immune response, and significantly reduced pro-inflammatory cytokine (e.g., IL-1β, IL-6, and TNF-α) responses to endotoxin stimulation have been observed in this population.18 In addition, higher levels of CRP and PCT have been described in the first 2–3 days after birth in preterm as well as term neonates, most likely associated with the stress related to being born.
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**Figure 3** Key characteristics of treatment response biomarkers. To enable the assessment of treatment response biomarker should (a) be rapidly induced and have a relatively short half-life to satisfactorily follow the course of infection, (b) be able to stratify treatment response, and (c) have a characterized drug exposure-response relationship.

**Table 2 Kinetics characteristics of immune-response biomarkers**

<table>
<thead>
<tr>
<th>Biomarker</th>
<th>$T_{\text{increase}}$, hours</th>
<th>Peak, hours</th>
<th>$T_{50%}$, hours</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procalcitonin</td>
<td>3–4$^b$</td>
<td>6–24$^b$</td>
<td>24$^a$</td>
<td>43,87</td>
</tr>
<tr>
<td>C-reactive protein</td>
<td>6$^b$</td>
<td>24–48$^b$</td>
<td>19$^b$</td>
<td>88,89</td>
</tr>
<tr>
<td>Presepsin</td>
<td>2$^c$</td>
<td>3$^c$</td>
<td>4–5$^c$</td>
<td>90</td>
</tr>
<tr>
<td>Soluble triggering receptor expressed on myeloid cells-1</td>
<td>2$^b$</td>
<td>6$^b$</td>
<td>NA</td>
<td>91</td>
</tr>
<tr>
<td>Proadrenomedullin</td>
<td>2$^b$</td>
<td>4$^b$</td>
<td>2$^d$</td>
<td>92,93</td>
</tr>
</tbody>
</table>

$T_{50\%}$, biomarker (elimination) half-life; $T_{\text{increase}}$, time to detectable biomarker increase (after lipopolysaccharide injection).

$^a$Clinically observed. $^b$Healthy volunteer study. $^c$In vivo. $^d$In vitro.
**ANTIBIOTIC EXPOSURE BIOMARKERS**

Optimization of antibiotic-drug exposure is one key component toward optimizing antibiotic efficacy, minimizing toxicity, and reducing the risk of antibiotic resistance. In this context, population PK models are commonly used to identify patient-specific predictors for IIV in PK parameters, and typically include static covariates, such as body weight, age, and glomerular filtration rate, to predict variation in drug clearance of distribution volume. However, particularly in patients with severe infections and sepsis, substantial unexplained IIV in PK remains after the consideration of such commonly included covariates, likely due to infection-induced inflammation effects on absorption, distribution, metabolism, and elimination. To this end, immune response biomarkers that capture infection-induced inflammation effects, and predict IIV on systematic clearance, systemic distribution, and target site concentrations at the site of infection, are of significant relevance for further individualization of antibiotic treatments.

**Systemic clearance**

Biomarkers to predict inflammation association IIV in systemic clearance are likely associated with inflammation effects on either renal or hepatic clearance. For renal clearance, CRP and IL-6 have been shown to be associated with renal function. Potential explanations could be a reduced clearance of CRP or IL-6 due to reduced kidney function, or vascular inflammation causing reduced kidney function. CRP or IL-6 may therefore be a relevant biomarker to predict the effect of inflammation on kidney function and therefore renal drug clearance. Hepatic drug clearance may be affected by infection-associated inflammation through modulation of drug metabolizing enzyme activity, resulting in decreased drug metabolism. This could be supported by observations in patients with rheumatoid arthritis, known to have elevated levels of IL-6, that often show increased exposure of CYP metabolized drugs, such as simvastatin. Such drug exposure has been shown to reduce in these patients when treated with an IL-6 inhibitor. However, no quantitative data on the extent of reduction of CYP activity for specific CYP enzymes are available so far. Nevertheless, the available evidence has already led to using infection/inflammation biomarkers as a predictor for changes observed in PK. For instance, IL-6 and CRP have been shown to predict hepatic clearance.

**Systemic distribution volume**

Inflammation can influence volume of distribution due to capillary leakage, vasodilatation, edema formation, and administration of intravenous fluids. For example, for β-lactams, the volume of distribution can be increased up to fivefold in patients with sepsis. Potential biomarkers to reflect these changes have not been thoroughly studied to our knowledge. A relevant example includes a reported shift of albumin from plasma to interstitial fluid, as observed in severe infections, was found to increase apparent volume of distribution by up to 150%.

**Target site pharmacokinetics**

Consideration of target site concentrations (i.e., at the site of infection), is well-accepted to be of considerable importance for successful antibiotic treatment. Such target concentrations can deviate substantially from plasma concentrations, and may lead to persisting infections, and potentially and resistant development.

Tissue concentrations can be measured using various approaches, including tissue homogenates, cantharisis-induced skin blister fluid, microdialysis, or bronchoalveolar lavage for RTIs. For routine patient care, the implementation of such techniques are often not feasible as they are invasive and costly. However, tissue concentrations can be predicted using physiologically-based PK (PBPK) models. Such PBPK models integrate drug-specific and system-specific parameters to obtain tissue-specific PK predictions and can be informed with patient-specific characteristics. Due to the physiological basis of PBPK models, they allow for alteration of system parameters to capture disease-specific changes of PK. Such an approach was used to describe the plasma PK of vancomycin in patients with sepsis.

During severe infections and sepsis, inflammation may induce alterations in drug penetration into specific tissue compartments. Larger variation in target site concentrations is often seen in patients with infections compared with healthy volunteer studies that investigate target site PKs. The use of systemically measurable immune response biomarkers to evaluate relationships of the extent of inflammation and the rate and extent of tissue penetration is thus relevant to further optimize antibiotic drug exposure at the target site in individual patients. Currently, to our knowledge, such studies in which extent of inflammation and target site concentrations are studied are lacking.

**TOXICITY BIOMARKERS**

Antibiotic-induced toxicities are a major challenge for multiple classes of antibiotics, several of which have narrow therapeutic windows. Explicitly considering toxicity guided by toxicity biomarkers could lead to safer treatments reducing morbidity and mortality. To date, TDM is still the most important clinical strategy to prevent occurrence of drug-induced toxicities, but these approaches rely on static antibiotic exposure/concentration cutoffs. Such PK-driven strategies may not be sufficient to predict the individual development of antibiotic-induced toxicities, stressing the need for toxicodynamic (or PD) biomarkers to quantify and predict antibiotic-induced toxicity.

Antibiotic-induced toxicities can be either categorized as acute dose-limiting toxicities or long-term toxicological effects. Acute dose-limiting toxicities can impact antibiotic treatment efficacy, thus potentially threaten efficient eradication of pathogens, and subsequently lead to increased risk of emergence of resistance. Examples of such toxicities include acute kidney injury caused by polymyxins, erythromycin-induced hepatotoxicity, and β-lactam-induced mitochondrial toxicity. Acute toxicity is often reversible or alleviated by the termination of antibiotic treatment. Long-term toxicity can have lasting and potentially permanent impact on patients, such as aminoglycoside-associated ototoxicity. A summary of relevant examples of antibiotic-related toxicities can be found in Table 3.

Direct quantification of toxicity, such as drug-induced tissue damage quantified by histology, is generally unfeasible in patients.
For that reason, biomarkers relating to such toxicity can be of great clinical value to assess toxicity levels. The current clinical practice uses standard biomarkers, such as serum creatinine and liver enzymes, to monitor kidney and liver function, respectively. These markers are general indicators of organ function and do not specifically/exclusively reflect antibiotic toxicity. Although many potential toxicity biomarkers have been identified, they have yet to make it into clinical practice.

Biomarkers for toxicity can provide insight on current state of toxicity but also identify patients at high risk of developing toxicity. Identifying patients at high risk of toxicity related to specific antibiotics can aid in selection of appropriate drug therapy on an individual level, which may result in minimized risk of toxicity. The development of toxicity during a treatment can be assessed by measuring biomarkers relating to early toxicity signs, allowing for timely adjustment of treatment to prevent severe toxicities. Biomarkers can also play a role in confirming the occurrence, as well as quantifying the extent of toxicity. Quantitative knowledge about the state of toxicity can inform on appropriate treatment measures. The combination of such biomarkers into multiplex panels have been suggested to provide an even better estimation of the state of toxicity.66

Characterizing exposure-toxicity relationships
Understanding of exposure-toxicity relationships (i.e., toxicodynamics), is a crucial step in order to derive guidelines for treatment individualization. Relating toxicity, such as organ damage, to easily measurable biomarkers is imperative to facilitate such individualization in the clinic. A noncomprehensive summary of the currently most ubiquitously used toxicity biomarkers can be found in Table 3. However, the kinetic properties of several (potential) biomarkers for toxicity remain poorly characterized. Such characterization is challenging due to the complex mechanisms that govern biomarker kinetics, which include interactions with underlying disease and inflammation, but also indirect toxicity-induced organ function effects that influence the kinetics of toxicity biomarkers.

Predclinical models can play an important role in the quantitative characterization of antibiotic toxicity by generating exposure-response data as well as correlating toxicity to biomarkers. Such efforts have been made in several studies, including studies relating antibiotic exposure to histopathological changes of kidney tissue and associated urinary biomarker dynamics.67,68 To enable the clinical use of toxicity-related biomarkers, exposure-toxicity-biomarker dynamics need to be fully characterized. A quantitative characterization of such relationships would aid in the clinical interpretations of biomarker levels.

Hematological toxicity
Severe antibiotic-related hematological toxicities include leukopenia, thrombocytopenia, and coagulation dysfunction, and are caused by several antibiotics from different classes. The severity of such toxicities is directly measurable in the blood of patients through quantification of these blood cell types, and therefore feasible to directly quantify in the clinic. However, prognostic and predictive biomarkers can play an important role to prevent and reduce hematological toxicities. An example is that baseline platelet concentration has been shown to be a predictive biomarker of hematological toxicity induced by linezolid within 7 days of treatment.69 This early emerging toxicity was predictive of 30-day mortality, thus highlighting the possibility to reduce mortality by reducing toxicity. In order to develop biomarker-guided dose adjustment strategies for hematological toxicities, consideration of the specific mode of action of antibiotics is important, and can be complex due to maturation delays of hematopoietic precursor cells and homeostatic feedback mechanisms. The use of pharmacometric models has been shown to address these challenges.70

Nephrotoxicity
Nephrotoxicity is associated with a number of antibiotics (Table 3). Currently, serum creatinine and blood urea nitrogen

### Table 3 Overview of antibiotic related toxicities and potential toxicity biomarkers

<table>
<thead>
<tr>
<th>Antibiotic induced toxicity</th>
<th>Site or organ damage</th>
<th>Biomarkers</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nephrotoxicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antibiotic (classes) involved:</td>
<td>Aminoglycosides</td>
<td>Glomerulus</td>
<td>Total protein, albumin, cystatin C, MCP-1, β2-microglobulin, osteopontin</td>
</tr>
<tr>
<td></td>
<td>β-lactams</td>
<td>Proximal tubule</td>
<td>β2-microglobulin, clusterin, KIM-1, L-FABP, MCP-1, NAG, NGAL, osteopontin</td>
</tr>
<tr>
<td></td>
<td>Sulfonamides</td>
<td>Distal tubule</td>
<td>Clusterin, NGAL, osteopontin</td>
</tr>
<tr>
<td><strong>Hepatotoxicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antibiotic (classes) involved:</td>
<td>Tetracyclines</td>
<td>General</td>
<td>ALT, AST, ALP, bilirubin</td>
</tr>
<tr>
<td></td>
<td>Erythromycin</td>
<td>Liver-specific mitochondrial damage</td>
<td>GLDH, OCT</td>
</tr>
<tr>
<td></td>
<td>Sulfonamides</td>
<td>Necrosis and/or apoptosis</td>
<td>GLDH, HMGB-1, K18</td>
</tr>
<tr>
<td></td>
<td>Rifampicin</td>
<td>Inflammation</td>
<td>HMGB-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Liver-specific damage</td>
<td>miRNA-122, miRNA-192</td>
</tr>
</tbody>
</table>

ALP, alkaline phosphatase; ALT, alanine aminotransferase; AST, aspartate aminotransferase; GLDH, glutamate dehydrogenase; HMGB-1, high-mobility group box 1; K18, Keratin-18; KIM-1, kidney injury molecule-1; L-FABP, liver-type fatty acid-binding protein; MCP-1, monocyte chemotactic protein-1; NAG, N-acetyl-β-glucosaminidase; NGAL, neutrophil gelatinase-associated lipocalin; OCT, ornithine carbamoyltransferase.
are the most commonly used biomarkers for monitoring acute kidney injury, however, they are nonspecific and the serum levels of these markers will rise only after a considerable loss kidney function.\textsuperscript{71}

Preclinical studies have been performed to investigate potential biomarkers of antibiotic-related nephrotoxicity. In antibiotic treated rats, serum cystatin C has been found to outperform the standard serum kidney injury markers in regard to specificity and selectivity, and using a panel of novel urinary biomarkers, including kidney injury molecule-1, the onset of toxicity, as well as the reversion after discontinuation of treatment, could be identified.\textsuperscript{72} It has shown correlation with histopathological and proximal tubule damage in rats treated with several different nephrotoxic antibiotics and can be detected shortly after initiation of antibiotic therapy.\textsuperscript{74} Such biomarkers of early nephrotoxicity could potentially be utilized for treatment monitoring and prevent emergence of severe toxicity.\textsuperscript{66}

Hepatotoxicity
Antibiotic-induced hepatotoxicity can lead to severe, possibly fatal, hepatic damage. Several antibiotics are known to be associated with hepatotoxicity (Table 3). Current treatment monitoring relies on increasing concentrations of the liver enzymes alanine aminotransferase and aspartate aminotransferase, with circulation half-lives of 47 and 17 hours, respectively.\textsuperscript{73} Although these enzymes are markers for liver damage, they are not predictive of overall liver function nor correlate well with observed hepatic pathology.\textsuperscript{74} Alternative biomarkers for hepatotoxicity include glutamate dehydrogenase (clinically observed half-life of 11–18 hours),\textsuperscript{75} outperforming standard enzyme biomarkers to predict acute toxicity,\textsuperscript{76} and also microRNA-based biomarkers have gained acceptance as markers of liver damage.\textsuperscript{74} Mechanistic models can play an important role in increase the understanding of such complex antibiotic exposure-toxicity-biomarker relationships. For instance, for hepatotoxicity, several mechanistic system models have been published, which allows to derive relationships among drug exposure, time-dependent cell death, and associated biomarker dynamics.\textsuperscript{77}

MODEL-BASED ANALYSIS OF BIOMARKERS
The use of mathematical and statistical modeling approaches for analysis of biomarker data for either toxicity or efficacy is of pivotal importance because of (i) extensive variability and covariates that must be considered and corrected for the analysis of clinical datasets, and (ii) the possibility to effectively integrate knowledge about biomarker dynamics in relation to pathogen exposure and outcomes. An overview table of different modeling techniques and their applications can be seen in Table 4.

Pharmacometric models typically utilize a combination of nonlinear mixed effect models and differential equation models. Such models are of relevance to quantify biomarker onset and decline characteristics, relationships with PK or antibiotic exposure, and quantification of specific sources of interindividual variability and patient-associated predictors thereof. Pharmacometric PK-PD models for the glycopeptides teicoplanin and vancomycin establishing antibiotic exposure-response relationships for CRP represent relevant examples.\textsuperscript{35,36} The use of pharmacometric models for biomarkers—clinical outcome relationships—is another important potential use, as demonstrated for other disciplines.\textsuperscript{78} For instance, data on time to negative culture, which may reflect successful antibiotic therapy,\textsuperscript{79} could be readily captured with time-to-event models and associated with dynamic models capturing biomarker dynamics.

Developing quantitative understanding of biomarker and pathogen dynamics, and drug exposure-pathogen-biomarker relationships is complex and likely requires integration of data from preclinical, healthy volunteer, and patient studies. Model-based approaches, and, in particular, quantitative systems pharmacology-based models, can play an important role to reach this aim, as these models readily allow such mechanism-based integration. Important framework models have been already established (i.e., such as for the immune system),\textsuperscript{80} and can be further expanded to include biomarkers of clinical interest.

A clear example how quantitative systems pharmacology-type modeling can provide insight into pathogenesis of bacterial pneumonia in relation to multiple immunological biomarkers was described by Diep et al.,\textsuperscript{81} who integrated bacterial growth dynamics of Acetobacter baumannii in context of a preclinical in vivo infection model. Model components included neutrophils counts, TNF-α, IL-1β, and cytokine-induced neutrophil chemoattractant-1. The model allowed to further characterize the relationship between bacterial burden and immune biomarkers. This example demonstrated how modeling of preclinical infection studies can lead to further insights into the specific role of biomarkers in reflecting underlying bacterial pathogenesis and the potential effect of antibiotic treatments.

CASE STUDY: PROCALCITONIN TO QUANTIFY ANTIBIOTIC TREATMENT RESPONSE IN SEPSIS
Biomarkers that capture pathogen load or infection severity are of significant interest for evaluation of drug-treatment response in patients. PCT is one important host immune response biomarker to support this goal. As discussed, several studies support a quantitative relationship between PCT and pathogen load and/or infection severity. However, extensive variation in observed biomarker dynamics remains a major challenge limiting further use of PCT as treatment response biomarker in patients with severe infections and sepsis. Such variability is associated with differences in underlying microbial etiologies, comorbidities,\textsuperscript{82} and antibiotic treatments. All together, these factors make it more challenging to interpret and evaluate PCT biomarker time course data. To this end, the use of quantitative nonlinear mixed effect modeling of PCT dynamics measured in individual patients is of relevance to extract relevant drug-treatment response information and further understand the onset and decline of PCT levels in relation to disease severity. The aim of the current case study is to demonstrate how nonlinear mixed effect dynamic modeling can be used for analysis of PCT time course data in order to quantitate antibiotic treatment effects in patients with sepsis.
<table>
<thead>
<tr>
<th>Model</th>
<th>General purpose</th>
<th>Antibiotic treatment and biomarker applications</th>
<th>Approach</th>
<th>Input (example)</th>
<th>Output</th>
<th>Model type</th>
<th>NLME</th>
</tr>
</thead>
<tbody>
<tr>
<td>PK</td>
<td>Characterize relationship between dosing regimen and plasma PK profiles, quantify variability and identify covariates predictive of IIV.</td>
<td>Design and evaluation of clinical PK studies. Clinical dose selection, TDM, and treatment optimization.</td>
<td>Data driven</td>
<td>Drug information, longitudinal concentration data</td>
<td>Plasma PK profiles</td>
<td>ODE model</td>
<td>No</td>
</tr>
<tr>
<td>PBPK</td>
<td>Predict plasma and tissue-specific drug concentrations and investigate the impact of patient-specific or disease-specific physiological changes.</td>
<td>Predict infection site PK. Perform between-species or -population PK translation.</td>
<td>Mechanistic</td>
<td>Dose information, drug-specific properties (Mw, LogP)</td>
<td>Plasma and tissue PK profiles</td>
<td>ODE model</td>
<td>No</td>
</tr>
<tr>
<td>PD</td>
<td>Characterize concentration-effect relationships, typically in experimental settings that do not include PK.</td>
<td>Quantify drug effect in static in vitro bacterial time-kill experiments. Characterize ex vivo biomarker dose-response to LPS.</td>
<td>Data driven</td>
<td>Static drug concentration or dose</td>
<td>NA</td>
<td>ODE model</td>
<td>Yes</td>
</tr>
<tr>
<td>Kinetic-PD</td>
<td>Characterize dynamic concentration-effect relationships in patients when dosing information is available but PK data is lacking.</td>
<td>Characterize biomarker response to drug and/or immune trigger (e.g., pathogen, LPS) in vivo, for which quantification is lacking.</td>
<td>Data driven</td>
<td>Dose information</td>
<td>Bacterial density, biomarker concentration</td>
<td>ODE model</td>
<td>Yes</td>
</tr>
<tr>
<td>PK-PD</td>
<td>Characterize relationship between dosing regimen, drug concentration and effect, quantify PK and PD variability, and identify significant covariates.</td>
<td>Design and evaluation of clinician studies based on efficacy and toxicity. Biomarker guided treatment optimization.</td>
<td>Data driven</td>
<td>Dose information, longitudinal concentration data</td>
<td>Bacterial density, biomarker concentration</td>
<td>ODE model</td>
<td>Yes</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Model</th>
<th>General purpose</th>
<th>Antibiotic treatment and biomarker applications</th>
<th>Approach</th>
<th>Input (example)</th>
<th>Output</th>
<th>Model type</th>
<th>NLME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-to-event</td>
<td>Characterize probability of events over time and risk-based population stratification.</td>
<td>Identify high-risk subpopulations. Characterize treatment effect on outcome (e.g., time-to-negative bacterial culture) when linked to PK-PD model.</td>
<td>Data driven</td>
<td>Dose information</td>
<td>Time of event (death or toxicity)</td>
<td>Survival curves</td>
<td>Possible</td>
</tr>
<tr>
<td>Quantitative systems pharmacology</td>
<td>Characterizes or predict system behavior by integration of different level data from multiple sources. Capturing over time behavior of a whole system under perturbation.</td>
<td>Target identification. Quantitatively characterize complex interactions drug-pathogen-host. Relating biomarker dynamics to treatment efficacy and toxicity.</td>
<td>Mechanistic</td>
<td>Dose information, drug specific data (receptor binding)</td>
<td>System level PD response</td>
<td>ODE model</td>
<td>No</td>
</tr>
</tbody>
</table>

IIV, interindividual variation; LPS, lipopolysaccharide; NA, not available; NLME, nonlinear mixed effect; ODE, ordinary differential equation; PBPK, physiologically-based pharmacokinetic; PD, pharmacodynamic; PK, pharmacokinetic; TDM, therapeutic drug monitoring.

<sup>a</sup>Or analytical expression.
In this case study, we utilize a large historical study dataset (Figure 4a) in patients diagnosed with sepsis for which daily PCT measurements were collected in a prospective setting. Based on the previously discussed quantitative relationship between PCT and pathogen load, we make an important and plausible assumption that the rate of PCT change can be used as metric to quantify treatment response in patients. A decline in PCT thus indicates an efficacious treatment response and the rate of decline quantifies the treatment-specific efficacy. Enrolled patients received a diverse range of empirical antibiotic treatments, often in combination to ensure sufficient coverage. Patients could switch between antibiotic treatments as guided by clinical symptoms or microbiological testing, representing a common challenge in the analysis of patient-based biomarker data. For this analysis, we focused on patients who only received antibiotic therapy but no other antimicrobial agents. We furthermore excluded rare antibiotic combination treatments that were present with insufficient frequency, yielding a dataset of 587 patients who received 23 different combination treatments that contained 1 to 3 antibiotics, with a median number of 2 treatments per patient. A total of 3,484 PCT samples were available.

We used a quantitative modeling approach to quantify expected drug treatment response as a surrogate for treatment efficacy from available PCT time course profiles. Due to the extensive variation observed between and within patients, the use of a nonlinear mixed effect modeling framework is essential. A compartment differential equation model was used to model PCT dynamics (Figure 4b) during and after discontinuation of antibiotic treatment. The model included the following parameters: (i) baseline PCT ($PCT_0$) accounting for PCT level at start of treatment; (ii) time delay ($PCT_{\text{delay}}$) factor to quantify delay in drug-induced decline in PCT; and (iii) first-order production or degradation rate of PCT ($k_{\text{PCT}}$) as induced by the infection. Random effects were added to quantify IIV in $PCT_0$ and $PCT_{\text{delay}}$. ITV in $k_{\text{PCT}}$ as induced during and after drug treatment was estimated using two random effect parameters intertreatment variation (ITV) and post-treatment immune response (1M). ITV was related to variation between unique treatments within a patient.

The developed model adequately captured the observed PCT time course profiles, which are illustrated by selected examples.

**Figure 4** Procalcitonin (PCT) biomarker case study workflow. (a) Overview of study data and examples of biomarker time course data in relation to antibiotic therapy. (b) Pharmacodynamic model to capture PCT dynamics and antibiotic drug effects, where $k_{\text{PCT}}$ represents a first-order infection induced production or degradation rate of PCT, delay a time-dependent delay of antibiotic effect, interindividual variation (IIV)$_{\text{IM}}$ post-treatment immune response, and intertreatment variation (ITV). (c) Quantification of individual antibiotic effects using a linear regression analysis. (d) A selection of observed PCT profiles (points) and model predictions (solid lines), illustrating the diversity of dynamics and treatments. Colored points indicate different treatments, consisting up to three antibiotics, whereas triangles indicate observation without any treatment. (e) The mean (dark gray area) and the range (shaded area) of the treatment response related to pairwise combinations and monotherapies per individual antibiotic. A negative treatment response value is associated with decrease of PCT while a positive is associated with an increase.
Figure 5 Strategies to develop biomarker-based strategies to individualize antibiotic therapy. The success of treatment of bacterial infections is affected by several interacting factors. These relationships need to be specifically characterized to enable individualized antibiotic treatments. Such characterization requires data from multiple sources, such as preclinical experiments, healthy volunteer studies, and clinical data, each contributing with unique information. The analysis and integration of such datasets require advanced modeling techniques, including population, pharmacokinetic-pharmacodynamic (PK-PD), and systems modeling. From these models we can obtain valuable insights aiding treatment optimization.

of observed and model-predicted individual PCT time course profiles (Figure 4c) and in the Supplementary Materials Figures S1 and S2. Model parameters were estimated with sufficient precision of estimated parameters (Table S1). The derived parameters and associated individual and treatment-specific parameters shed light on ITV underlying PCT time profiles, such as between-treatment differences in drug-induced changes in PCT, delays in drug-induced PCT changes, and post-treatment changes in PCT.

We then utilized the model-estimated ITV values reflecting treatment effects on PCT to quantify antibiotic treatment response values for each treatment and each individual. A linear regression analysis of ITV values and their corresponding antibiotic (combination) treatments was used to estimate antibiotic-specific treatment effects, under the assumption of additivity. The mean and the range of regression estimates per antibiotic are shown in Figure 4d, with variation being associated with the magnitude of variation observed for each antibiotic.

With this case example we show how model-based analysis of PCT biomarker data can be used to extract pharmacological knowledge from notoriously challenging clinical biomarker data in sepsis. The model files used for this analysis are available as Supplementary Material S1, S2. The described characterization of PCT dynamics in relation to changes in treatment is a first step to better understand how this biomarker can be used to individualize treatment response monitoring and further guide antibiotic therapy. Nonetheless, we can conclude that significant variation in PCT-inferred response to antibiotics occur (Figure 4e), which can be affected by a variety of covariates not included in this case study. The application of similar analysis strategies in patient cohorts suffering from severe infections but not sepsis with potentially greater uniformity underlying pathogens and without the systematic inflammation component in sepsis could potentially yield to more directly actionable drug-biomarker exposure relationships to guide treatment. Another step represents the association of biomarker dynamic profiles with readouts reflecting the underlying infection (e.g., using readouts such as time to negative blood or sputum culture). In summary, this case example demonstrated the under-used utility of pharmacometric model-based analysis to further enable the use of treatment response biomarkers to guide antibiotic treatment.

CONCLUSION

In this tutorial, we have discussed two main applications of biomarker-guided treatment optimization. In drug development, biomarkers can be used to guide dose selection and further treatment optimization, taking into account factors that lead to IIV. Through the use of quantitative (systems) modeling integration of biomarker data from different species and experiments can be effectively integrated.

In patient care, biomarkers can be used to further develop individualized treatment strategies. At this point, data clearly quantifying the added value of host biomarkers in comparison to existing minimum inhibitory concentration (MIC) and TDM-based approaches are lacking. Nonetheless, biomarkers have the potential
to enhance efficacy and reduce toxicity of antibiotic therapy, as they may hold information on both PK and PD treatment response on a patient-specific level. Such biomarker-based treatment individualization should be used in conjunction with current MIC and TDM-based strategies. The combined strategies could lead to improved therapy, as they would simultaneously consider patient-specific immune response, pathogen, and infection site.

In order to be able to fully benefit from the use of biomarkers, we first need to gain a better understanding of the complex relationship underlying host-pathogen-drug interactions. Specifically, developing further understanding in biomarker response dynamics in relation to specific pathogens, the pathogen burden, and the contribution of other noninfectious inflammatory processes contribute to this picture, represents a crucial next step. Data from healthy volunteers, in vitro experiments, and animal studies can help in quantifying different aspects of these relationships under controlled conditions. This allows for disentanglement of the complex system, leading to an opportunity to study specific independent interactions (Figure 5). For example, in vitro time-kill studies can help us to increase our understanding of the relationship between drug concentration and pathogen. In vitro studies performed in immunocompetent animals provide insight in the dynamics of immune biomarkers in response to infection. LPS challenges in healthy volunteers can aid in characterizing human immune biomarker dynamics in response to pathogens. Although studying specific interactions in different systems has many advantages, such approach will generate large quantities of data originating from many different sources that need to be integrated. Modeling and simulation techniques, like systems modeling, PBPK modeling, and population modeling, can be powerful tools to help us bring all of the information together. In the future, these tools can facilitate the effective use of biomarkers to increase treatment efficacy and decrease the risk of toxicity and antibiotic resistance development (Figure 5).
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