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Chapter 2

Methods and Theory

In this chapter, the theoretical framework for the electronic structure calcu-
lations and molecular dynamics (MD) for molecule-metal surface reactions
is introduced. Section 2.1 concerns the electronic structure calculations, for
which density functional theory (DFT) is employed. Section 2.2 discusses how
the MD is performed. In Section 2.3 two different methods for fitting potential
energy surfaces (PESs) are briefly discussed. Finally, Section 2.4 explains how
the initial conditions for MD simulations are generated and Section 2.5 shows
how observables can be computed from the MD simulations.

2.1 Density Functional Theory

In theoretical chemistry, typically the Born-Oppenheimer approximation
(BOA) is used, which separates the motion of nuclei and electrons[1]. From the
BOA follows that the most important and difficult property to be addressed
by MD simulations is the electronic structure. The most popular method
in calculating the electronic structure is DFT. Its success lies in its relatively
low computational cost and favorable scaling with system size, combined
with its accuracy. The basis of DFT relies on the fact that the ground state
wave function is uniquely defined by the electron density, which has been
proposed by Hohenberg and Kohn[2]. Hereafter, Kohn and Sham proposed
a strategy in actually obtaining the ground state electronic density and con-
comitant wave function[3]. Their strategy involved introducing a fictitious
system of non-interacting electrons and solving the one-electron Kohn-Sham
(KS) equations: [

−1
2
∇2 + Vs(r)

]
ψi(r) = εiψi(r), (2.1)

where the first term is the kinetic energy operator, Vs is the effective potential,
ψi(r) is the KS wave function at r = (x, y, z), and εi is the KS orbital energy.
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Note that all equations in this section are given in Hartree atomic units, i.e.,
h̄ = e = me = 1. From the KS orbitals the electron density ρ can be constructed:

ρ(r) = ∑
i
|ψi(r)|2. (2.2)

Furthermore, the effective potential is defined as

Vs(r) =
∫

ρ(r′)
|r− r′| dr′ −∑

N

ZN

|r− RN |
+ VXC(r), (2.3)

where ZN and RN are the charges and positions of the nuclei, respectively. The
first term is the electron-electron repulsion, the second term is the electron-
nuclei attraction, and the final term is the exchange-correlation (XC) potential,
which contains all non-classical interaction energy terms and is the derivative
of the XC-energy with respect to the electron density as follows:

VXC(r) =
δEXC(r)

δρ(r)
. (2.4)

Although DFT is in principle exact, the exact functional form of the exchange-
correlation potential is unknown and is at present still improved upon in order
to increase the accuracy of DFT. Different functional forms and approximations
will be discussed in the next Section.

2.1.1 Exchange-Correlation Functionals

Unfortunately, the exact expression for the exchange-correlation (XC) density
functional (DF) is unknown, requiring approximations to the exact XC-DF.
It is tempting to refer to the so-called Jacob’s ladder[4] when discussing the
many available approximations to the exact XC-DF. This ladder attempts to
systematically rank the approximations and their "ingredients" in terms of
accuracy (and coincidentally of computational cost). For instance, the first
rung only relies on the local electron density, whereas the second and third
rungs add the first and second derivatives of the electron density, respectively.
Regrettably, Jacob’s ladder contains several inconsistencies. For example,
Perdew and Schmidt stated that in the design of Jacob’s ladder ingredients
of lower rungs cannot be removed when climbing the ladder[4]. However,
the fourth rung includes, among others, the hybrid generalized gradient
approximation (GGA), which does not make use of the Laplacian employed
in the meta-GGA (MGGA) belonging to the third rung. Furthermore, neither
the dispersion corrected nor the vdW non-local correlation DFs currently
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have a place on the ladder, and it is unclear where they should be positioned
since they also do not belong to the fifth rung of the non-local exact partial
correlation methods. Some attempts have been made to improve Jacob’s
ladder (e.g., by introducing rungs between the existing rungs), but it remains
rather inconsistent. Therefore, in the discussion of several approximations
to the XC-DF, here, I will refrain from employing a "ranking" such as Jacob’s
ladder and merely try to categorize the approximations.

Local Density Approximation

The most simple approximation is the local density approximation (LDA),
where the electrons are assumed to behave as a homogeneous electron gas (or
jellium). The XC energy ELDA

XC only depends on the local electron density ρ(r)
and can be written as

ELDA
XC (ρ(r)) =

∫
ρ(r) [εX(ρ(r)) + εC(ρ(r))] dr, (2.5)

where εX and εC are the exchange and correlation energies per electron, re-
spectively. The exchange energy in a jellium can be analytically computed
as[5]

εX(ρ(r)) = −
3
4

(
3
π

ρ(r)
) 1

3

. (2.6)

However, for the correlation energy in a jellium, exact analytical expressions
only exist for the low- and high-density limits. Therefore, analytical correlation
DFs are either fitted to accurate quantum Monte Carlo results for a jellium[6–9]
or derived from physical constraints[10].

Generalized Gradient Approximation

The LDA can be extended by including the gradient of the local electron
density as well, being the so-called GGA:

EGGA
XC (ρ(r),∇ρ(r)) =

∫
f [ρ(r),∇ρ(r)] dr, (2.7)

which subsequently can be separated into a separate exchange (EGGA
X ) and

correlation (EGGA
C ) energy (as is done for the LDA). Note that a non-separable

gradient approximation also exists, which is similar to the GGA but where
the exchange and correlation are non-separable[11, 12]. The exchange part is
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defined as
EGGA

X (ρ(r),∇ρ(r)) =
∫

ρ(r)εX(ρ(r))F(s)dr, (2.8)

where F(s) is the enhancement factor and s is the dimensionless reduced
density gradient:

s =
|∇ρ|

2(3π2)1/3ρ(r)4/3 . (2.9)

In the Perdew, Burke and Ernzerhof (PBE) GGA DF[13] the enhancement
factor is defined as

FPBE(s) = 1 + κ

(
1− 1

1 + µs2/κ

)
, (2.10)

where κ = 0.804 and µ = β(π2/3) ' 0.21951, which are constants derived
from physical constraints[13]. Furthermore, for the revised PBE (RPBE) DF[14]
the enhancement factor is defined in a slightly different manner than for the
PBE DF, while keeping the κ and µ constants from the PBE DF, in an effort to
improve chemisorption energies without violating the Lieb-Oxford bound[15–
17]:

FRPBE(s) = 1 + κ
(

1− e−µs2/κ
)

. (2.11)

This change in the functional form of the enhancement factor is also the reason
why the PBE DF is more attractive, i.e., yields lower molecule-metal surface
interaction energies, than the RPBE DF as both DFs use the same correlation
DF[14]. The GGA correlation DF is typically expressed as

EGGA
C (ρ(r),∇ρ(r)) =

∫
ρ(r) [εC(ρ(r)) + H (ρ(r),∇ρ(r))] dr, (2.12)

where H is the gradient contribution, which is specific to the DF used.

Meta-Generalized Gradient Approximation

The next obvious extension to make to the approximation of the exact XC-DF
is to include the second derivative of the electron density (i.e., the Laplacian),
resulting in the MGGA DFs. The inclusion of the Laplacian solves the issue
of GGA DFs not being able to satisfy all the theoretical constraints on the
exact functional, which is also the reason why GGA DFs tend to be good for
either molecules or solids, but never for both[12, 18]. However, for numerical
reasons, typically the kinetic energy density τ(r) for the occupied KS orbitals
(i.e., the Laplacian of the KS orbitals) is used instead of the Laplacian of
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the electron density[12, 19]. Nevertheless, the two are related since the KS
orbitals are non-local functionals of the electron density and can therefore be
interchanged in the design of an MGGA DF[20]. Similar to the LDA and GGA
XC energy, the MGGA XC energy is expressed as

EMGGA
XC (ρ(r),∇ρ(r), τ(r)) =

∫
f [ρ(r),∇ρ(r), τ(r)] dr. (2.13)

The exchange part is slightly modified compared to its GGA counterpart by
making the enhancement factor also dependent on the kinetic energy density:

EMGGA
X (ρ(r),∇ρ(r), τ(r)) =

∫
ρ(r)εX(ρ(r))F(s, τ(r))dr, (2.14)

where the functional form of the enhancement factor again depends on the
specific DF. In the "made simple" (MS) scheme[21], the enhancement factor is
defined as

FMS (s, α) = F1(s) + f (α)(F0(s; c)− F1(s)), (2.15)

where F1(s) and F0(s; c) are the enhancement factors for the jellium and single-
orbital cases, respectively, which are only dependent on the gradient of the
electron density. The interpolation function f (α) depends on τ(r) through the
inhomogeneity parameter

α =
τ(r)− τW(r)

τjellium(r)
, (2.16)

where τjellium is the kinetic energy density for the jellium, and τW is the von
Weizsäcker kinetic energy density for the single-orbital electron density. Cru-
cially, with the α parameter a distinction can be made between a molecular
orbital regime (α ≈ 0), a metalic orbital regime (α ≈ 1), and a weakly bond-
ing regime (α � 1), which allows for the design of a DF that is able to be
accurate for both molecules and solids. This accurate description of the differ-
ent density regimes can be achieved through switching between the F0 and
F1 enhancement factors using a specific form for the interpolation function,
e.g.[21],

f (α) =
1− α2

1 + α3 + bα6 , (2.17)

where b is a constant dependent on the DF design, and, here, is taken to be
equal to one. Again, the form of the enhancement factor is dependent on the
design of the DF, of which the PBE-like (MS-PBEl) and RPBE-like (MS-RPBEl)
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expressions are highlighted here:

F1
PBE (s) = 1 + κ

(
1− 1

1 + µs2/κ

)
, (2.18)

F1
RPBE (s) = 1 + κ

(
1− e−µs2/κ

)
. (2.19)

Note that for the MS-PBEl and MS-RPBEl DFs κ = 0.804 (i.e., the value
for (R)PBE) and µ = 10/81. The µ value is taken from PBEsol[22], as is
appropriate for metallic electron densities[23], and not from (R)PBE. This way,
in metallic bonding regimes, the MS-(R)PBEl DF performs (almost) as well
as the PBEsol DF, which yields excellent results for metals. Furthermore, F0

can be obtained by simply replacing µs2 with (µs2 + c). Subsequently, this c
parameter is optimized to ensure that the DF reproduces the exact exchange
energy for the free hydrogen atom, yielding an approximate correction in
the molecular orbital regime for the self-interaction error (SIE) fundamental
to DFT[24]. Moreover, since the correlation functional for MGGA DFs is a
rather large expression, the reader is referred to, e.g., Refs. [25] (TPSS) and
[26] (revTPSS, which is used in the MS DFs). Nevertheless, EMGGA

C is extended
from EGGA

C in a similar way as has been done for EMGGA
X .

Non-local Exchange

Another potential route to improve DFs is to go from a semi-local to a non-local
functional. This way, the error in the non-local classical self-interaction can be
corrected for since a non-local XC energy is required to do so[27]. One way to
achieve this is by replacing a part of the local DFT exchange with Hartree-Fock
(HF) exact exchange, yielding a so-called hybrid DF. The most commonly used
hybrid DFs (e.g., B3LYP[28] and PBE0[29]) are the global hybrid DFs, where a
fixed ratio αX of HF and DFT exchange is employed, while keeping the full
DFT correlation energy:

EHybrid
XC = αXEHF

X + (1− αX)EDFT
X + EDFT

C . (2.20)

Note that these hybrid DFs are often used with GGA DFs, but can in principle
be combined with any type of (semi-)local DF (e.g., MGGA). However, global
hybrid DFs yield an incorrect description of the long-range Coulomb interac-
tion, which can be especially catastrophic for extended systems such as metals.
Therefore, screened hybrid DFs have been developed that do yield the correct
asymptotic behaviour. This screening is the result of separating the Coulomb
operator in a short-range (SR) and long-range (LR) part, which usually leads
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to the following operator[30–32]:

1
r12

=
erfc(ωr12)

r12︸ ︷︷ ︸
SR

+
erf(ωr12)

r12︸ ︷︷ ︸
LR

, (2.21)

where r12 is the interelectronic distance and ω is the screening length pa-
rameter. ω can then be determined empirically by fitting databases[32, 33],
optimally tuned to reproduce physical constraints for ionization potentials[34–
37], or optimized to ensure the reproduction of the energy of a free hydrogen
atom[38, 39]. The total XC energy can then be expressed as

EScreened hybrid
XC = αXESR

x,HF + (1− αX)ESR
x,DFT + ELR

x,DFT + Ec,DFT. (2.22)

In addition to retrieving the correct asymptotic behaviour for the Coulomb
interaction, a screened hybrid DF also lowers the computational cost consider-
ably for an extended system, making screened hybrid DFs tractable for metal
systems. However, it should also be noted that while including HF exchange
diminishes the SIE, at the same time it introduces a static correlation error as
well, especially for multi-reference systems[40]. Post HF methods employing
multiple Slater determinants might be able to diminish the static correlation
error while simultaneously reducing the SIE, but are at present intractable for
extended systems.

Non-local Correlation

The correlation energy can also be treated non-locally. A very popular way
to include non-local correlation effects is include dispersion corrections in
a a posteriori scheme such as the empirical Grimme[41, 42] or Tkatchenko-
Scheffler[43] dispersion corrections. The benefit of these a posteriori dispersion
corrected DFT calculations is that the increase in the computational cost com-
pared to non-corrected DFT calculations is negligible. Self-consistent non-local
correlation DFs have also been developed, such as the vdW-DF family[44–46]
and (r)VV10 DFs[47, 48]. Due to the integration of a non-local double integral,
the vdW and VV10 type of DFs are considerably more expensive than disper-
sion corrected DFs, even with efforts to improve the efficiency with which
the integral is integrated[49]. The VV10 type of DFs can be combined with
any type of correlation DF as long as that DF does not include any long-range
correlation effects, i.e., the DF is (semi-)local:

EVV10
XC = EX + E(Semi-)Local

C + EVV10
C . (2.23)
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In contrast, the vdW-DF DFs consist of a fully local correlation part (i.e., LDA
correlation) in addition to a non-local correlation part:

EvdW-DF
XC = EX + ELDA

C + ENon-local
C . (2.24)

Another way to include non-local correlation is to derive a correlation DF
in the same way as a hybrid exchange DF by mixing DFT correlation with
non-local exact partial correlation (e.g., second-order Møller-Plesset):

EDouble hybrid
XC = αXEHF

X + (1− αX)EDFT
X + αCENon-local

C (1− αC)EDFT
C , (2.25)

which is also called a double hybrid DF[50]. A single hybrid DF where only
hybrid correlation is employed, and no hybrid exchange, is also possible but
uncommon. Unfortunately, exact partial correlation is even more expensive
than non-local vdW DFs and, so far, has been intractable to apply to molecule-
metal surface reactions. The correlation mixing ratio αC can again be optimized
empirically, or from physical constraints such as the one-parameter double-
hybrid approximation[51].

Specific Reaction Parameter Approach

Finally, a pragmatic semi-empirical approach in the construction of an XC-DF
is the so-called specific reaction parameter (SRP) approach. In the original
approach devised by Truhlar and coworkers, one or a few parameters of an
XC-DF is fitted to a set of experimental data for a specific gas-phase reaction[52,
53]. Subsequently, this optimized XC-DF, or SRP-DF, can be tested against
different experimental data sets for the same reaction. Kroes and coworkers
have extended this approach to molecule-metal surface reactions[54, 55]. A
weighted average of two DFs is used, of which the mixing ratio is again fitted
against a single set of experimental data for a specific molecule-metal surface
reaction. Likewise, this DF is subsequently tested for different experimental
sets, and if successful, a single parameter SRP-DF is obtained. Interestingly, in
some cases, such an SRP-DF is observed to even reproduce experiments for
other chemically related systems, even though these systems have not been
included in the fitting procedure[56].

2.1.2 Plane Wave DFT

DFT calculations require some form of basis set in order to represent the wave
functions. According to Bloch’s theorem[57], plane waves are a convenient
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way to represent the basis set for periodic systems:

ψj(r, k) = N ∑
G

cjGkei(k+G)r, (2.26)

where j runs over the KS orbitals, k is a vector in the first Brillouin zone,
G is a reciprocal lattice vector, cjGk is an expansion coefficient, and N is a
normalization factor. An additional advantage of a plane wave basis set is the
computational ease with which the forces are calculated analytically due to
the Pulay forces being zero if a basis set is employed that is independent of the
ionic positions[58]. In order to have a tractable finite number of plane waves,
the Brillouin zone is discretized with a k-point grid and Eq. 2.26 is truncated
with a kinetic energy cut-off for the plane waves:

1
2
|k + G|2 ≤ Ecut. (2.27)

For the accuracy of the calculations, both the k-point grid and Ecut have to be
checked for convergence. Furthermore, the strong oscillations of the wave
functions of the core electrons close to the nuclei require a very large Ecut.
Therefore, pseudopotentials are employed that replace core electrons with a
smooth potential[59, 60], resulting in a reduction of Ecut. Moreover, since only
valence electrons are treated explicitly, the computational cost is reduced even
further.

2.2 Dynamics Methods

For performing (quasi-)classical trajectory ((Q)CT) calculations, forces are
required to integrate Newton’s equations of motion and to propagate the
ions (Section 2.2.1). These forces can be obtained, e.g., directly from plane
wave DFT or from a fitted PES at negligible or minimal costs, respectively (see
Section 2.3).

2.2.1 Integration Algorithm

In this thesis, Newton’s equations of motion are integrated with the leapfrog al-
gorithm when employing ab initio molecular dynamics (AIMD) and VASP[60–
64] (Chapters 6, 7, 9 and 10), the Bulirsch-Stoer algorithm[65, 66] when employ-
ing the corrugation reducing procedure (CRP)[67] and the inhouse-built pro-
gram QCTraj (Chapter 5), or the velocity Verlet algorithm[68] when employing
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a high-dimensional neural network potential (HDNNP)[69] and LAMMPS[70,
71] (Chapters 3, 4 and 8).

Velocity Verlet

In the velocity Verlet algorithm[68], first the velocity v is advanced with half a
timestep ∆t:

v(t + ∆t/2) = v(t) + a(t)∆t/2. (2.28)

Subsequently, the position x is advanced with a full time step

x(t + ∆t) = x(t) + v(t + ∆t/2)∆t, (2.29)

from which the new acceleration a(t + ∆t) is computed. Finally, the velocity
is advanced with another half a timestep:

v(t + ∆t) = v(t + ∆t/2) + a(t + ∆t)∆t/2. (2.30)

Leapfrog

The leapfrog algorithm is similar to the velocity Verlet algorithm, but the
velocity and position are advanced at staggered time points, i.e., the velocity
and position updates "leapfrog" each other. The advantage of the leapfrog
over the velocity Verlet algorithm is that the velocity is only updated once per
timestep instead of twice. However, one needs to be careful with the initial
conditions (see Section 2.4) since the initial velocity is at half a time step earlier
than the initial position. First, the acceleration is determined at time t, with
which v(t− ∆t/2) can be advanced a full time step:

v(t + ∆t/2) = v(t− ∆t/2) + a(t)∆t. (2.31)

Then, the position can be propagated:

x(t + ∆t) = x(t) + v(t + ∆t/2)∆t. (2.32)

Bulirsch-Stoer

The Bulirsch-Stoer algorithm[65, 66] is more involved and is therefore only
briefly discussed. Initially, a large timestep H is chosen. Then, H is subdi-
vided in n pieces, or smaller timesteps, after which the position at t + H is
determined through polynomial extrapolation towards an infinite number of
timesteps within H, i.e., ∆t→ 0 and n→ ∞. This subdivision is repeated with
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an increasing number of timesteps using the sequence[72, 73]

nj = 2, 4, 6, . . . , 2j, . . . , 2jmax, (2.33)

where j indicates the iteration. If the estimated error associated with the
extrapolation is sufficiently low, the integration is considered to be accurate
and the position is updated. If the desired accuracy is not achieved within
jmax iterations, H is halved and the procedure is repeated. The advantage
of the Bulirsch-Stoer integrator is that it allows for adaptive timesteps and
concomitant reduction in computational time while maintaining the desired
accuracy.

2.2.2 (Quasi-)Classical and Quantum Dynamics

Nowadays, QCT is preferred over CT for molecule-metal surface reactions
since QCT generally yields results in good agreement with quantum dynamics
(QD)[74–77]. The good performance of QCT is achieved by including the quan-
tum mechanical vibrational zero-point energy (ZPE) in the initial conditions
(see also Section 2.4.2), opposed to CT where ZPE is not included. Note that
occasionally CT outperforms QCT, but this is caused by artificial ZPE leakage
in the QCT approach[78, 79]. However, when quantum effects such as tunnel-
ing play an important role, the QCT approach often fails, especially for (light)
molecules with a total kinetic energy below the barrier height. Full dimen-
sional QD simulations would include all quantum effects, but are intractable
due to the large number of degrees of freedom (DOFs) and concomitant com-
putational cost. Therefore, surface atom motion is not included in QD and
QD simulations are limited to small molecules or reduced dimensionality
Hamiltonians. One way to include quantum effects in simulations with a large
number of DOFs is to employ ring polymer molecular dynamics (RPMD)[75,
80, 81]. However, RPMD is computationally still demanding due to its linear
scaling with the number of beads, especially at low temperatures (the number
of beads required to approximate QD scales inversely with the temperature),
and remains largely untested for molecule-metal surface reactions[75]. Fortu-
nately, precomputed PESs and the generally high temperatures involved in
molecule-metal surface reactions allow for tractable RPMD calculations.

2.3 Fitting Potential Energy Surfaces

Evaluation of the forces required for MD can be performed ab initio (i.e.,
on-the-fly) with DFT, which is commonly referred to as ab initio molecu-
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lar dynamics (AIMD), density functional molecular dynamics (DFMD), or
Born-Oppenheimer molecular dynamics (BOMD). The large advantages of
performing AIMD are that no prior knowledge of the dynamics is required
and that many degrees of freedom can be modeled explicitly, which tends to be
complicated or unfeasible in procedures that fit or interpolate the PES. How-
ever, due to the associated computational costs, AIMD calculations are limited
in both the system size and amount of trajectories. This is especially prob-
lematic for molecule-metal surface reactions with low reactivity (i.e., < 1%)
in that it limits the statistical accuracy with which these probabilities can be
calculated. Therefore, many different approaches have been developed where
the PES is precomputed and subsequently fitted, leading to a considerable
reduction in computational cost. Two different approaches are discussed here,
namely the CRP[67] and Behler-Parrinello approach to neural network poten-
tials[69]. Both approaches are capable of fitting or interpolating a PES with
chemical accuracy, i.e., with an RMSE lower than 4.2 kJ/mol.

2.3.1 Corrugation Reducing Procedure (CRP)

A 6D PES for a diatomic molecule interacting with a metal surface can be
easily constructed with the CRP[67]. The accuracy of this method comes from
a procedure that reduces the energetic corrugation of the 6D function that is
interpolated. This reduction is achieved by subtracting the single atom-surface
PESs (i.e., the 3D PES V3D

i ) from the molecular PES (i.e., the full 6D PES V6D),
yielding the smoother 6D interpolation function I6D:

I6D (R, q) = V6D (R, q)−
2

∑
i=1

V3D
i (ri) , (2.34)

where R is the vector of the cartesian coordinates of the center of mass (i.e.,
X, Y and Z) and q is the vector of the spherical internal coordinates of the
molecule (i.e., r, θ and φ) Subsequently, I6D can be interpolated. Similarly, the
atom-surface PES can also be made smoother prior to the interpolation by
subtracting a sum of potentials for each atom in the molecule interacting with
the surface atoms:

I3D
A (R) = V3D

A (R)−
N

∑
j=1

V1D (RA,j
)

. (2.35)

Here, V1D (RA,j
)

is taken to be directly above the top site, RA,j is the distance
between the surface atom j and atom A, and N is the number of surface atoms
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in the reference cluster. For the evaluation of the energy from the full 6D PES,
the atom-surface PESs are added back to the interpolated PES:

V6D (R, q) = I6D (R, q) +
2

∑
i=1

V3D
i (ri) . (2.36)

Likewise, the same procedure is employed for the atom-surface interaction
energy. In the construction of the DFT data set employed in the interpolation,
the symmetry of both the surface and the molecule are taken into account
in order to reduce the size of the data set and concomitant computational
effort. Another benefit of this approach is that it is general, i.e., it can be
employed for any diatomic molecule and surface. In principle the CRP can
also be extended to polyatomic molecules, however, the increase in degrees of
freedom would severely complicate the applied symmetry, increase the data
set size, and no guarantee exists that the PES would be sufficiently smooth for
the interpolation.

2.3.2 Behler-Parrinello Approach to High-Dimensional Neural Net-
work Potentials (HD-NNPs)

A procedure for obtaining a fit of the potential for a high-dimensional system
that is relatively cheap from a computational point of view is the HD-NNP
approach proposed by Behler and Parrinello[69]. The benefit of this approach
is that it is system-size independent and allows for tractable simulations while
explicitly modeling surface atom motion. In the HD-NNP, the total energy
is evaluated as a sum of atomic contributions that are dependent on their
energetically relevant local environment, which is described by many-body
atom-centered symmetry functions[82]. Considering that the used symmetry
functions and fitting procedure have been described in earlier studies[69, 82–
85], only a short summary is given here for the symmetry functions[82]. The
local environment of an atom is defined by the following cut-off function

fc(R) =

{
1
2

[
cos

(
π R

Rc

)
+ 1
]

R < Rc

0 R ≥ Rc,
(2.37)

where only atomic contributions within the cut-off radius are taken into ac-
count. This cut-off radius needs to be large enough to ensure that long-range
interactions are included as well, but not too large in order to avoid inter-
actions with periodic images. The radial symmetry functions (effectively
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two-body interactions) are[69, 82]

G2
i = ∑

j 6=i
e−η(Ri,j−Rs)2

fc(Ri,j), (2.38)

where Ri,j is the internuclear distance between atoms i and j, and η and Rs
are parameters characterizing the function form, for which Rs = 0 in this
thesis. Furthermore, the angular symmetry functions (effectively three-body
interactions) are taken as[69, 82]

G4
i = 21−ζ ∑

j,k 6=i
(1 + λ cos θi,j,k)

ζe−η(Ri,j+Ri,k+Rj,k) fc(Ri,j) fc(Ri,k) fc(Rj,k), (2.39)

where θi,j,k =
Ri,j·Ri,k
Ri,jRi,k

, and η, ζ and λ are parameters characterizing the function
form. Note that since a summation over all two- and three-body interactions
inside the cut-off radius is performed, a many-body description is achieved.

2.4 Initial Condition Sampling

Accurate simulations of experiments require one to faithfully represent the
experiment, and thus special consideration of the initial conditions in MD
simulations is required. Here, the initial conditions of both the metal surface
and molecular beam are discussed in order to accurately simulate reactive
scattering of molecules on metal surfaces.

2.4.1 Metal Surface

In order to simulate the effect of surface temperature (Ts), a procedure can be
employed as described in Refs. [55] and [86]. An independent 1D harmonic
oscillator model is used to mimic the local distortion of the ideal surface and
the thermal motion of the surface atoms, by assigning initial displacements
and velocities to the atoms of the mobile layers. Using K = 1/2mv2 and
U = 1/2kx2, where K and U are the kinetic and potential energies, respectively,
the following Boltzmann distributions for the velocities and positions are
obtained:

f (v) =
(

m
2πkBT

) 1
2

e
−mv2
2kBT (2.40)

f (q) =
(

mω2

2πkBT

) 1
2

e
−mω2q2

2kBT (2.41)
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The frequency ω is obtained by performing normal mode calculations for a
single atom in an ideal metal slab, which are performed for each of the mobile
layers. This yields the frequencies that are employed in the aforementioned
Boltzmann distributions. Furthermore, the theoretically computed lattice con-
stant is expanded by an experimentally obtained lattice expansion coefficient
in order to account for the thermal expansion from Ts = 0 K to the simulated
surface temperature[87]. Several differently-initialized slabs are generated
using the aforementioned procedure, which are then equilibrated for 2 ps
by doing NVE (constant number of particles, volume and total energy) MD
runs with an 1 fs time step and allowing the atoms in the mobile layers to
move in all directions. The configurations (positions and velocities) in the
last picosecond of these simulations are then used to form a pool of initial
conditions. Typically, the atoms in the bottom layer(s) of the metal slab are
kept fixed in their ideal positions during the calculations.

2.4.2 Molecular Beam

Molecular beam experiments are typically simulated by reproducing both the
rovibrational state and the velocity distributions present in the experiment.
The rovibrational state population Fνi ,j of a molecule in the molecular beam is
given by

Fν,j (Tn) =
2j + 1
Z (Tn)

exp
(
− (Eνi ,0 − E0,0)

kBTvib

)
exp

(
− (Eνi ,j − Eνi ,0)

kBTrot

)
, (2.42)

where Z (Tn) is the partition function and Tn, Tvib, and Trot are the nozzle,
vibrational, and rotational temperatures, respectively.

Throughout this thesis, molecules are treated as either a linear rigid rotor
(in this thesis HCl and O2) or an oblate symmetric top rigid rotor (in this thesis
NH3, CHD3, and, after application of an appropriate approximation, CH3OH)
for the sampling of the rotational state[88]. Here, the two quantum numbers J
and M define the orientation of the angular momentum vector in a space fixed
reference frame, where the Z axis (i.e., the vector normal to the surface plane)
is fixed in space. J corresponds to the total rotational angular momentum L
and M to its projection on the Z axis:

|L| = h̄
√

J (J + 1), (2.43)

LZ = h̄M. (2.44)
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FIGURE 2.1: (a) The initial orientation of an oblate symmetric
top molecule (black arrow), here an ammonia molecule, and its
angular momentum vector (red arrow) are fixed with respect
to the space fixed reference frame (XYZ). (b-f) Same as panel
a, but indicating the rotations (green arrows) of the molecular
orientation and the angular momentum vectors required ac-
cording to the quantum numbers J, M, and K. See the text for

the meaning of the rotations.
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Additionally, the quantum number K fixes the orientation of the figure axis
(here, taken to be the principle axis C) with respect to the angular momentum
vector:

Lfigure = h̄K, (2.45)

Furthermore, M and K are integers in the range [−J,+J]. Note that K is only
relevant for the symmetric top rotor as the linear rotor obviously does not
rotate about its intramolecular (figure) axis. The orientation of the molecule
and the angular momentum vector can then be obtained as follows. First, both
the figure axis C of the molecule and the angular momentum vector L are
oriented parallel to the surface normal Z (Figure 2.1a). Then, the figure axis
is rotated by the α, β, and γ Euler angles using the ZYZ convention (Figures
2.1b-d, respectively). The rotations by the α and γ angles are both in the
interval [0, 2π]. The angle β is computed from J and K as follows:

cos (β) =
K√

J (J + 1)
. (2.46)

Finally, both the figure axis and the angular momentum vector are rotated by
the spherical θ and φ angles (Figures 2.1e,f, respectively) about the Z axis. The
polar angle θ is computed from J and M as follows:

cos (θ) =
M√

J (J + 1)
. (2.47)

The azimuthal angle is in the interval φ ∈ [0, 2π] (or φ ∈ [0, 2π/2n] when
taking into account the Cnv symmetry of the molecule). If J = 0, one can
simply obtain the molecular orientation by randomly sampling β from a
sin (β) distribution, and α and γ from the [0, 2π] interval, where the angular
momentum is zero (i.e., |L| = 0).

The vibrational state of a molecule is obtained by performing a micro-
canonical sampling for each of its vibrational modes. An 1D QCT simulation
is performed along each mode, from which the initial displacement (compared
to the equilibrium geometry) and concomitant velocity is selected by randomly
sampling the phase of the vibration. Subsequently, the sum of displacements
and velocities are added to the atomic positions and velocities, while also
taking into account the orientation of the molecule given by its rotational state.

The center of mass (COM) velocity v of the molecule in the molecular beam
is given by the flux weighted probability distribution[89, 90]

f (v; Tn) dv = Av3e−(v−v0)
2/α2

dv, (2.48)
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where A is a normalization constant, v0 is the stream velocity, and α is the
width of the distribution.

In order to keep DFT calculations tractable, often a smaller vacuum dis-
tance is employed than what would be considered to be converged. This is
typically the case when a Van der Waals correlation DF is employed since the
Van der Waals interactions cause long-range interaction between the molecule
and metal surface. The interaction energy, defined as ER = Esmall vacuum

b −
Elarge vacuum

b , at a large distance between the molecule and the metal surface
is only dependent on the molecular coordinate Z, i.e., the distance between
the molecule and the metal surface. To correct for the artificial increase in
barrier height due to the interaction energy, this energy is added to the initial
velocity (v =

√
2E/Mmolecule) of the molecule, similar to what has been done

and justified in previous work[55].
Finally, the molecule’s center of mass is placed halfway between the two

periodic slabs (i.e., the value of Z is half of the vacuum distance) and samples
randomly the entire unit cell in X and Y.

2.5 Calculation of Observables

Here, the computation of several observables in MD simulations is discussed.
First, three different possible outcomes have been defined for MD simulations,
i.e., scattering, reaction and trapping. A molecule is considered to be scattered
when the value of Z for the center of mass is larger than half of the vacuum
distance (i.e., larger than as in the initial conditions) and its momentum is
pointing away from the surface. Furthermore, throughout this thesis, the
molecule is considered to be reacted if one of the intramolecular bonds is either
longer than 3 Å, or longer than 2 Å for 100 fs, unless noted otherwise. Finally,
if none of the aforementioned results are obtained within the simulation time,
the molecule is considered to be trapped.

The reaction probability p is defined as p = Nr/Ni, where Nr and Ni are the
amount of reacted and initial trajectories, respectively. Similarly, the sticking
probability S0, which includes contributions of both reacted and trapped tra-
jectories, is defined as S0 = (Nr + Nt)/Ni, where Nt is the amount of trapped
trajectories. The standard deviation of probabilities is σ =

√
p(1− p)/N,

where N is the sample size. However, for probabilities that are 0 or 100% the
one-sided interval α1/N is used[91], where α is the confidence interval.

Vibrational (χν) and rotational (χJ) efficacies indicate how effective it is
to promote the reaction by increasing the vibrational and rotational energy
compared to increasing the translational energy. This efficacy is computed as
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follows:

χν(J, 〈Ei〉) =
〈Ei(ν = 0, J; S0)〉 − 〈Ei(ν, J; S0)〉

Evib(ν, J)− Evib(ν = 0, J)
, (2.49)

χJ(ν, 〈Ei〉) =
〈Ei(ν, J = 0; S0)〉 − 〈Ei(ν, J; S0)〉

Erot(ν, J)− Erot(ν, J = 0)
, (2.50)

where it is assumed that S0 is a bijective or invertible function, i.e., only one
value of Ei corresponds to a particular value of S0. This will usually be true as
S0 tends to be a monotonically increasing function of Ei.

The energy transfer ET from the molecule to the metal surface is defined as

ET = (Vi + Ki)− (Vf + Kf), (2.51)

where V and K are the potential electronic and kinetic energy of the molecule,
respectively, at the initial (i) and final (f) time steps of the scattered trajectories.
The hard sphere Baule model[92] is often used to provide a rough prediction
of the energy transfer, where the mass ratio between the molecule and the
surface atom plays a large role in the energy transfer. This energy transfer is
described by

ET =
4µ cos2 γ

(1 + µ)2 〈Ei〉 , (2.52)

where µ = m/M (m is the mass of the projectile and M is the mass of a surface
atom), γ is the angle between the velocity vector of the molecule and the line
connecting the centers of the hard spheres of the molecule and surface atom
at impact, and 〈Ei〉 is the average incidence energy. In general, it is observed
that the lower the surface atom mass is, the higher the energy transfer is from
the molecule to the surface atoms due to the masses of the molecule and the
surface atom being more similar. Typically, the Baule model is actually taken
as an upper limit by treating the collision as a head-on collision (γ = 0), from
which one obtains the well-known Baule limit

ET =
4µ

(1 + µ)2 〈Ei〉 . (2.53)

However, when an empirical average for the γ angle distribution is used, in
what here is called the refined Baule model, the following equation for the
average energy transfer is obtained[93]:

〈ET〉 =
2.4µ

(1 + µ)2 〈Ei〉 . (2.54)
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