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8 1 Introduction

1.1 Catalysis

Some of the most urgent challenges of our time, as defined by the United Nations [1],
are the supply of clean and affordable energy, the reduction of pollution and waste on
land, in air, and in water, counteracting climate change, and producing enough food for
the growing world population. In all of these areas catalysis can and is playing a role:
Refining fossil fuels and increasing the cleanliness of the products, which are used for
transportation as well as the chemical industry, relies heavily on catalysts [2]. This has
not changed with the search for more sustainable energy sources [3]. The use of solar
and wind energy relies on more efficient energy-storage methods like chemical storage,
which gives the need for catalytic conversion of chemicals. A hydrogen economy would
not only need catalysts for the hydrogen production [4], but they are also an integral
part of retrieving the energy in fuel cells. Additionally, catalysis for COs conversion
is being researched extensively [5]. In the effort to reduce pollution, catalysts can
convert harmful substances into less harmful ones after or before they are released into
the environment [6], with the most well-known example being the 3-way catalyst in
combustion engine vehicles [7]. The use of catalysts for the production of fine chemicals,
including pharmaceuticals [8], reduces the amount of energy needed and can prevent
unwanted side products. Last, food production has increased significantly due to the
catalytic production of fertilizer [9] and depends on enzymes for food processing [10].
Given this vast range of applications, it is not surprising that catalysts come in various
forms. One distinguishes the fields of homogeneous catalysis, heterogeneous catalysis
including electrochemistry, and biocatalysis [11,12]. Catalysts can be organic like the
enzymes in your body, molecules and complexes, or surfaces; they can contain metals
or oxides, and can even be made from waste [13] or consist of single atoms [14]. The
activity of some catalysts is induced by photons [15] or plasma [16]. The general
definition of catalysis is the same in all these fields: Without being a reactant or
product itself, the catalyst reduces the barrier for the reaction and thus increases the
reaction rate, makes the reaction less energy-consuming, and/or more selective to a

specific reactant or product [12].

1.2 Surface Science: Atomic-Level Understanding

This thesis focuses on heterogeneous catalysts, in particular solid surfaces catalyzing
gas-phase reactions. In this case the reactant(s) usually adsorb on the surface, possibly
dissociate, and react, followed by the desorption of the product(s). In contrast to this
Langmuir-Hinschelwood mechanism, one of the reactants can also react directly from
the gas phase without prior adsorption in an Eley-Rideal mechanism [17] or atoms
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from the catalyst can be removed and replaced again during the reaction via a Mars-
van Krevelen mechanism [18]. In any of the three cases the so-called catalytic cycle is
closed when the reaction has taken place and the catalyst has returned to its initial
state [11].

Generally, it is clear that research of catalysts can improve their performance and there-
fore make their application more cost-effective and energy-efficient. Surface science in
particular aims at fundamentally understanding the origin of the catalytic activity by
studying the interaction of molecules with surfaces on the atomic level. This includes
adsorption, diffusion, and dissociation behavior, as well as the reaction with other (ad-
sorbed) molecules. Atomic-level studies are facilitated on simplified model systems
under well-controlled conditions as well as in computational chemistry [19]. Certain
techniques such as temperature-programmed desorption [20], molecular beam stud-
ies [17], and electron diffraction (see Section 2.5) inherently require ultra-high vacuum
environments, whereas other techniques like X-ray photoelectron spectroscopy (see Sec-
tion 2.4) simply take significantly less technical effort when performed in vacuum and
on conductive samples. Atomic-scale imaging with scanning tunneling microscopy (see
Section 2.3) is easiest applied on atomically flat and conductive surfaces such as metal
single crystals. The results that such conventional surface science achieves are vast and
a necessary piece of the puzzle that is understanding the catalytic process in its whole.
Therefore, I wish to emphasize the importance of such research, before moving on to

motivating an additional direction within surface science in the following sections.

1.3 Complex Model Catalysts:
Bridging the Materials Gap

The difference between flat, single-crystalline surfaces studied in conventional surface
science and industrially used powder catalysts, often consisting of metal particles and
oxide supports, including many different possible structures, is what we call the ma-
terials gap [21]. Ideally the most stable face of a single crystal consists of large, flat
terraces. However, often low-coordinated surface sites like steps, kinks, and defects can
be significantly more active for interactions with gas-phase molecules than the terrace
sites [22]. Chapter 5 of this thesis exemplifies the use of the most closed-packed face
of a metal single crystal, Co(0001), which is, however, expected to have a significant
number of steps and defects due to limitations in the preparation method. The effects
of low-coordinated sites can be studied more systematically on stepped single-crystal
faces, especially by comparing their behavior to the closed-packed ones [22], which
is also possible by computational methods [23]. Recent progress has also been made

in continuously varying the step density over a large range by studying curved single
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crystals [24].

Oxide materials relevant for catalysis can be investigated in the form of thin oxide films
deposited onto metal single crystals [25]. These are additionally relevant for certain
other applications [26]. Due to the conductivity of the metal substrate underneath, thin
films can still be studied with the same techniques as metal single crystals. However,
the structure of deposited films depends on the lattice mismatch and the interaction
with the substrate, such that it can differ significantly from the bulk structure [27-29].
Additionally, an influence of the substrate on the electronic structure of the oxide and
thus its interaction with gases cannot be excluded [25,29]. This can be avoided by
directly using bulk oxide single crystals [30]. We do this in Chapter 3 of this thesis
with ZnO(1010), where we also mention certain challenges associated with its use.
The world of single-crystal-based model catalysts can be vastly expanded by the de-
position of various metal [31], oxide [29], and/or sulfide [32] nanoparticles onto the
single-crystal surface. By thus combining the different components that are contained
in industrial catalysts, the interface region between them can be studied. Often the
oxide ’support’ is not merely a template keeping the active metal nanoparticles in
place but rather an active component of the catalyst influencing its activity, selectiv-
ity, and/or poisoning behavior [31]. So-called strong metal-support interactions can
lead to substantially different geometrical and electronic structures in the interface
region [33]. In Chapter 4 of this thesis we investigate a complex model catalyst con-
sisting of a metal single crystal with oxide nanoparticles on top, TiO3/Au(111). Such
a so-called inverse model catalyst can more easily be studied with methods requiring
conductivity. Directly comparing an inverse model catalyst to its non-inverse counter-
part, nanoparticles of the metal on a single crystal of the oxide, can shed light on the
influence of nanoparticle morphology, different crystal faces, and electronic structure
on the activity [34,35].

1.4 In Situ Studies: Bridging the Pressure Gap

Another disparity between conventional surface science and realistic applications is the
so-called pressure gap [21], which refers to the pressure difference between vacuum
studies (in 107! mbar to 1072 mbar) and industrial catalysis at at least atmospheric
pressures up to even hundreds of bar [36]. As the interaction of molecules with cat-
alyst surfaces but also the structure of the surfaces itself can strongly depend on the
absolute pressure, efforts have been made to expand surface-science techniques to also
be applicable at near-ambient to ambient gas pressures, the so-called in situ approach
[37]. When, additionally, the products of the catalytic reaction are detected in the gas

phase, one can speak of an operando technique [21].
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Ambient-pressure imaging of surfaces has been achieved using optical microscopy [38],
transmission electron microscopy [39], X-ray microscopy [40], scanning tunneling mi-
croscopy [41-44], and atomic force microscopy [45], which is more suited for the study
of oxide samples. The so-called ReactorSTM [44], which is used in Chapters 3 and 4
of this thesis, incorporates a small-volume flow-reactor cell into a vacuum chamber.
In this way the gas flow and pressure can be regulated precisely and a swift change
between vacuum and ambient conditions of up to 6 bar gas pressure and 600 K surface
temperature is possible. As such the reactor microscope can show the structure of the
active surface and shed light on reaction mechanisms for a variety of catalysts and
reactions [46—48].

X-ray absorption techniques can give spectroscopic information and unravel local elec-
tronic structure in situ [49], whereas in situ surface X-ray diffraction can determine
the structure of the surface during the reaction [50]. The latter can be combined with
laser-induced fluorescence probing the gas distribution above the catalytically active
surface [51]. Reaction intermediates and products can be identified with infrared and
UV-VIS absorption techniques, like vibrational and Raman spectroscopy, which are
applied in situ as well [52,53].

A particularly challenging but also particularly useful technique to apply at elevated
pressures is X-ray photoelectron spectroscopy. Particularly useful because adsorption
behavior of molecules as well as chemical states of the catalyst material can strongly
depend on the gas pressure. Particularly challenging because the technique relies on
the detection of electrons, which can only travel short distances in situ. Nonetheless,
near-ambient pressure X-ray photoelectron spectroscopy has been made available to a
large number of catalysis researchers [54], especially through user facilities. Chapter
5 of this thesis presents an example of a near-ambient pressure X-ray photoelectron
spectroscopy study conducted using synchrotron X-rays.

Apart from those techniques which are widely used now, new techniques are being
adapted to in situ use as shown in proof-of-principle studies. For example synchrotron
X-ray assisted scanning tunneling microscopy combines local structural with local spec-
troscopic information [55]. Simultaneous non-contact atomic force microscopy and
scanning tunneling microscopy images corrugation at the same time as electronic struc-
ture [56]. Additionally, there is considerable effort made in expanding the use of X-ray
photoelectron spectroscopy from near-ambient to fully ambient pressures [57,58]. The
list of in situ techniques mentioned here is most likely not complete.

As we will see in all three systems investigated in this thesis, in situ studies on complex
model catalysts do not only allow for the observation of new structures and behaviors,
but also bring along with them a new set of challenges caused by low concentrations of

impurities in materials and gases. Before diving into the experimental results in Chap-
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ters 3 to 5, the interested reader can find a detailed explanation of the surface-science

techniques used, in vacuum as well as in situ, in the following chapter.
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Figure 2.1: Photo of the ReactorSTM setup showing (from left to right) various electronics,

the vacuum chamber including the X-ray photoelectron spectroscopy part, the preparation
part, and the scanning tunneling microscopy part, the gas delivery system for the flow reactor

cell, and the control electronics for the microscope. Photo credit Klaus Wenzel.

2.1 Setups

2.1.1 The ReactorSTM

The measurements presented in Chapters 3 and 4 were conducted on the so-called
ReactorSTM at Leiden University, The Netherlands, which is shown in Figure 2.1.
This setup is an ultra-high vacuum chamber, in which single-crystal-based samples
are prepared and investigated. Hereby, the main component is a scanning tunneling
microscope within a flow reactor cell, such that it can image surfaces at ultra-high
vacuum pressures as well as in up to 6 bar of gases. This is complemented by vacuum
techniques within the same setup: low-energy electron diffraction (LEED), and Auger
electron spectroscopy (AES) as well as X-ray photoelectron spectroscopy (XPS). This
chapter provides theoretical and technical background necessary for the techniques
used.
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Figure 2.2: Photo of the NAP-XPS endstation of the HIPPIE beamline at MaxIV showing

the preparation chamber on the left, a transport chamber in the middle, and the electron

analyzer for X-ray photoelectron spectroscopy on the right.

2.1.2 Synchrotron NAP-XPS

The measurements presented in Chapter 5 were mainly conducted at the HIPPIE beam-
line of MaxIV, Lund, Sweden (see Figure 2.2) and some were conducted at beamline
9.3.2 of the Advanced Light Source, Berkeley, USA. In both cases the endstation con-
sists of a vacuum chamber for sample preparation and synchrotron X-ray photoelectron
spectroscopy can be conducted in vacuum as well as in the mbar range of gases. This
technique is explained in Section 2.4.

2.2 Ultra-high Vacuum and Gas Handling

Vacuum as well as the use of gas require specialized techniques for creating, maintain-
ing, and monitoring a vacuum, measuring pressures in all ranges, and creating flows
of gas. Information on the basic techniques described in this section can be found in
fundamental surface-science literature [20,59] and vacuum technology books [60], as

well as on manufacturer websites.

2.2.1 Materials

In order to reach ultra-high vacuum the materials inside the chamber cannot have a
high vapor pressure, be porous, or contaminated with organic molecules. Additionally,
all materials need to be temperature resistant to at least 150 °C as the whole chamber
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is heated in order to reduce the water background (see following section). Parts which
are close to a sample at elevated temperatures might have to be made of materials re-
sistant to significantly higher temperatures. The main chamber is usually constructed
of stainless steel and copper seals for connecting different parts. Filaments and other
high-temperature parts can for example be made from tungsten, molybdenum, or tan-
talum. Ceramics as alumina or sapphire are used for electrically isolating parts.

Parts that come in contact with gases, such as gas lines, valves, and reactor parts can
be made from stainless steel for a number of standard gases. However, if gases are cor-
rosive, specialized materials such as gold-coated steel or Hastelloy C have to be used.
Additionally, the construction materials should be inert for the reactions to be studied.

2.2.2 Vacuum Pumps

Depending on the pressure range, different types of pumps are used. So-called rough
pumps like rotary vane pumps, dry scroll pumps, or membrane pumps can reach a
rough vacuum down to a range of 1072 mbar. These are used as pre-pumps for high-
vacuum pumps as well as for pumping gases when emptying a reactor or using a reactor
through which the gas is constantly flowing.

Turbo molecular pumps, which produce a pressure gradient by rotating blades, can
reach the ultra-high vacuum range of down to 107'° mbar and require a rough pump
downstream. For applications that require low mechanical noise so-called ionization
pumps are useful as they do not have any moving parts or exhaust connections. Ion-
ization pumps ionize and trap the molecules and atoms they pump and can only be
used once the 10~7 mbar range has been reached with a turbo molecular pump. Inde-
pendent of the pump that is used, vacuum chambers can only reach ultra-high vacuum
in a reasonable time frame when they are heated to at least 100 °C after evacuating
the air. During this so-called baking, water adsorbed on the inside of the chamber can
desorb and be pumped.

2.2.3 Pressure Gauges

Vacuum pressures in the range from 10~% to 10~'! mbar can be measured by ionization
gauges. In general these create free electrons which ionize the gas molecules. These
are in turn collected creating a current that is a measure for the pressure. If the free
electrons are produced using a hot filament (hot filament or Bayard-Alpert gauge) this
can cause for example oxygen dissociation as well as the deposition of contaminants
from the filament material onto samples. Therefore, so-called cold cathode or Pen-
ning gauges can be a more suitable choice. Here the free electrons are produced in
a self-supporting discharge which starts from a cathode at room temperature and is
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sustained by secondary free electrons created when the ionized gas molecules impinge
on the cathode.

Rough vacuum is mostly monitored with so-called Pirani gauges, which make use of
the fact that the electrical resistance of a filament is dependent on the amount of heat
loss to the surrounding gas environment.

Whereas all pressure gauges described so far measure gas-type dependently, mechanical
pressure gauges can measure the pressure independent of the type of gas and directly
as force per area. An example is the baratron gauge, which can be used in the inter-
mediate range from 10~* mbar to atmospheric pressures. Here the pressure-dependent
position of a membrane is measured as a change in capacitance. Standard mechanical
manometers measure pressure with respect to the surrounding atmosphere by detecting
the movement or deformation of a solid piece or liquid and displaying it in an analog
way. These are used at atmospheric pressures and above like in gas supply lines and
bottles.

Precise digital read-out of pressures over a large range can be achieved using piezoresis-
tive pressure sensors, in which the pressure-dependent deformation of a piezoresistive
material is measured as a change in its electrical resistance. These are combined with
an automatic valve and feedback system in so-called back pressure controllers, which
can stabilize the pressure in flow reactors to a chosen set-point.

2.2.4 Gas Supplies

For the use of gas at low pressures inside a vacuum chamber so-called leak valves can
be used. These separate the chamber from the atmospheric pressure gas line by a soft
material seal pressed against a sealing surface. By decreasing the force against the seal
the amount of gas that leaks into the chamber can be increased. The desired pressure
and the type of gas determine which vacuum pumps can be used on the chamber while
filled with gas.

For a controlled supply of larger amounts of gas to reactors so-called mass flow con-
trollers can be used. These determine the flow by measuring the transport of heat
by the gas and are thus gas-type dependent. A feedback controls a valve inside the
controller to allow for the desired flow.

2.2.5 Gas Analysis

The residual gas in a vacuum chamber can be monitored with a quadrupole mass
spectrometer (QMS). Gas molecules are ionized by free electrons and then accelerated
by a fixed voltage. This results in an ion velocity dependent on the charge-to-mass
ratio. The quadrupole itself consists of four parallel rods. The same oscillating voltage
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is applied to opposite rods with different sign for the two pairs of rods. This leads the
ions onto an oscillating path and depending on the voltage only one specific charge-
to-mass ratio reaches the detector at the end of the rods whereas all other ions hit
the center or the outside wall of the quadrupole. By varying the voltage all desired
charge-to-mass ratios can be measured.

A QMS can also be used to measure the reaction mixture or products from a reactor
if a small amount of the gas is let into a vacuum chamber with a QMS installed. It
can only be operated at pressures up to 10~% mbar. However, the background of the
vacuum chamber itself can disturb such gas measurements. A more suitable method
for directly analyzing a gas mixture is gas chromatography, which will not be explained
here.

2.2.6 Sample Preparation

Controlled surface-science studies in ultra-high vacuum are often done on bulk single-
crystal samples. A specific surface face can for example be prepared by cleaving the
material in a vacuum chamber or by cutting and polishing in air. Subsequent elec-
trochemical etching and/or ion sputtering in ultra-high vacuum removes contaminants
from the material. The cleanliness of the surface can be monitored with different meth-
ods in UHV. The indicators used in this work, in the order of increasing sensitivity, are
sharpness of the low-energy electron diffraction pattern (see Section 2.5), detection of
other materials using spectroscopy (see Section 2.4), and the visibility of foreign atoms

in scanning tunneling microscopy images (see Section 2.3).

Sputtering and Annealing

The samples used in this thesis are prepared by sputtering and annealing. The sput-
tering gun produces free electrons in a filament, which are then trapped in a cylindrical
grid. When the vacuum chamber is filled with an inert gas such as argon on the order
of 1076 mbar, the free electrons ionize argon atoms. The argon ions are in turn ac-
celerated and focused onto the sample by electrostatic lenses. When impinging on the
sample, the positively charged argon ions remove the uppermost layers of atoms of the
sample material together with contaminants. As this process roughens the surface it
has to be annealed to a temperature of about two thirds of the melting temperature,
which flattens the surface again. Heating in ultra-high vacuum can easily be achieved
radiatively with a filament behind the sample. The heating power can be increased
with so-called e-beam heating where free electrons are accelerated from the filament to
the sample. This can either be realized by applying a positive voltage to the sample
or by applying a negative voltage to the filament while the sample is grounded. From
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the 10~* mbar range of gases on, especially in atmospheric and higher pressures, other
heating methods have to be applied. Examples are resistive heaters from ceramic ma-
terials in direct contact with the sample and heating by exposure to laser light. The
temperature of the sample is monitored using so-called thermocouples, two materials
whose electrical behavior depends differently on the temperature. When both are in
contact with the sample, a voltage difference can be detected at their other end (at
room temperature) as a measure for the temperature of the sample. During annealing,
contaminants from the bulk of the sample segregate to the surface. With repeated
cycles of sputtering and annealing the density of contaminants on the surface and up
to a certain depth into the bulk is reduced over time.

Physical Vapor Deposition

Other metals, oxides, and sulfides can be deposited onto a single-crystal substrate via
physical vapor deposition using for example a so-called e-beam evaporator. A rod of
the desired material is heated using a filament and a positive high voltage on the rod.
Once the material starts to sublime, it can be deposited onto the sample in vacuum or
gas background.

7
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Figure 2.3: Schematic of a typical scanning tunneling microscopy setup. Figure reprinted
from Ref. [61].



20 2 Experimental Techniques

2.3 Scanning Tunneling Microscopy

Scanning tunneling microscopy, as invented by Binning and Rohrer in 1982 [62,63],
allows for atomically resolved imaging of surfaces in vacuum as well as in gases and
liquids. The following sections introduce the basic principle and components of a
scanning tunneling microscope (STM) based on standard literature [20,61]. Figure 2.3

gives an overview of these components.

2.3.1 General Physical Principle

The scanning tunneling microscope makes use of the principle of electron tunneling. In
the quantum mechanical description, the position of an electron is not known exactly
but described by a wave function that can be understood as the probability for the
electron to be in certain positions. These wave functions partially reach into classically
forbidden areas where the potential is higher than the energy of the electron. It follows
that there is a non-zero probability for an electron to cross such a potential barrier.
This probability decreases exponentially with the width of the potential barrier. This
is used in a scanning tunneling microscope where an atomically sharp tip is brought
as close to the sample as a few A. While applying a so-called bias voltage between tip
and sample, electrons can tunnel through the vacuum (gas or liquid) in between them,
which can be measured as a so-called tunneling current. As this current is dependent on
the distance between tip and sample, it can be used as a measure for height changes on
the surface while the tip moves across the surface. However, one has to keep in mind
that the tunneling current is determined by the local density of electron states and
thus not only dependent on the distance between tip and sample but also on the local
electronic structure. This can have significant influence on the interpretation of STM
data, especially when (partially) isolating compounds are present on the sample surface.
When the bias voltage on the sample is negative, the STM image shows the occupied
electronic states in the surface (filled-state scanning). A positive bias voltage on the
other hand is used to image the unoccupied electronic states (empty-state scanning).

2.3.2 Positioning system

A crucial part of every scanning tunneling microscope is the positioning system as
shown in Figure 2.3. First, the tip and sample need to be brought into tunneling
distance with a coarse positioning system. Then the tip needs to be able to move in
all three directions in small increments on the A scale. This can be achieved with
three independent piezoelectric motors. These are made from materials which expand
and contract depending on the voltage that is applied across them. The piezoelectric

motors which move parallel to the surface can be used to move to a certain position on
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Figure 2.4: Photo of the STM part of the ReactorSTM setup showing the eddy current

damping system with the sample holder in the center. The sample (not visible) is facing

down.
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the surface. During scanning, one direction (z in this thesis) oscillates quickly while
the other (y in this thesis) is changed gradually. This constitutes a scanning motion
over the surface allowing the recording of two-dimensional images. Finally, the piezo
that moves the tip normal to the sample surface (2 in this thesis) is needed to move
into a suited tunneling distance. In constant-current mode (see Section 2.3.3) the z

motor additionally moves while scanning over the surface.

2.3.3 Scanning Modes and Feedback Circuit

On sufficiently flat samples, scanning tunneling microscopes can be used in the constant-
height mode. In this case the tip is scanning across the surface at a constant height
while the tunneling current is recorded and used as a measure for the corrugation of the
surface. While this allows for fast scanning it is not suited for more corrugated surfaces,
on which the risk of contact between tip and sample is too high in the constant-height
mode. Instead the constant-current mode is used. In this case a feedback circuit is
used that moves the z-position of the tip in such a way that the tunneling current
stays at a fixed set-point value. The error between the measured tunneling current
and the set-point functions as the input for the feedback circuit. The feedback circuit
then calculates the necessary change to the z-position as a function of the error itself
(proportional) as well as the integrated error over a specific time (integral). Choosing
the right parameters for the proportional and integral gain, the response time and ac-
curacy of the feedback circuit are optimized. This is necessary in order to limit the
possible scanning speed as little as possible.

2.3.4 Vibration Damping and Electrical Interference

As the positioning of the tip and the distance between tip and sample need to be precise
and stable on the A scale, scanning tunneling microscopes need to be isolated from
mechanical movements. In the microscope used in this thesis this is done in multiple
stages. First, the floor underneath the setup is disconnected from the floor around it.
Second, the setup is mounted on pressurized air legs. And last, the microscope itself is
suspended from soft springs within the setup (see Figure 2.4). Fixed magnets next to
the suspended part slow down any movements of the copper base of the microscope via
eddy current damping. As tunneling currents on the order of pA have to be measured
by the STM electronics, they have to be properly shielded from electronic interference
as well. A separate physical ground connection is crucial. It can be necessary to
decouple the STM electronics from other electronics on the same experimental setup,
turn other electronics off, and use differential cables for the tunneling current signal.
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Figure 2.5: Illustration of the energy levels involved in emission and detection of X-ray-induced

photoelectrons.

2.3.5 In Situ Scanning Tunneling Microscopy

Scanning tunneling microscopy can in general be used in situ without significant techni-
cal effort. However, the gas or liquid does interact with the tunneling electrons as well
as the tip and influences the scanning behavior and resolution. The unique feature of
the in situ microscope used in this thesis [44], is that the in situ reactor is incorporated
into an ultra-high vacuum chamber. This does not only allow for controlled sample
preparation in UHV but also for imaging in UHV before and after in situ measurements

without exposing the sample to air in between.

2.4 X-ray Photoelectron Spectroscopy

X-ray photoelectron spectroscopy (XPS) identifies the elemental composition of sur-
faces as well as chemical states. The technique is introduced in general surface-science
literature such as Ref. [20] and detailed information can for example be found in Ref.
[64]. Originally a UHV technique, XPS is currently also applied in the mbar range of

gases and bar range of liquids.
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Figure 2.6: Survey X-ray photoelectron spectrum of a Co(0001) surface taken in UHV at
220 °C with a photon energy of 1130 €V. The different peaks are identified using Ref. [65].

Details see text.

2.4.1 General Physical Principle

X-ray photoelectron spectroscopy makes use of the photoelectric effect, which is the
ejection of electrons from materials when irradiated with photons. As illustrated in
Figure 2.5, the initial energy of the photon FE}, is hereby split up into the binding energy
of the electron in the material F},, the work function of the sample material @5, and
the remaining kinetic energy of the electron Eyiy, ¢ according to E, = Ey, + ®5 + Fkin s-
Depending on the work function ®, of the analyzer, the vacuum level close to the
analyzer differs from the vacuum level close to the sample by ®, — ®;. The analyzer
thus measures a kinetic energy Fiina = Fiins — (Pa — ®5) = Ep, — By, — $a. As
the photon energy E, is known, a material with a peak of known binding energy E,
or the Fermi edge of a material can be used to determine ®, and thus calibrate the
binding energy axis. In this way the measured kinetic energy spectrum can directly be

converted into a measured binding energy spectrum.

2.4.2 Components of XPS Spectra

An X-ray photoelectron spectrum consists of multiple structures. First, the core level
peaks of each element which is sufficiently abundant in the sample are visible. The

binding energy of a core electron depends on the shell n = 1, 2, 3, ..., the angular
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momentum [ = 0, 1, 2, 3,..., referred to as s, p, d, f, ..., and the total angular mo-
mentum (which includes the electron spin) j = 1/2, 3/2, 5/2, ... . The energy levels
with the same angular momentum [ but different spin (s = + 1/2 or — 1/2) have
a fixed occupancy ratio and energy difference. Therefore, the XPS peaks of such a
so-called doublet, for example 2p3/, and 2p;/, have a fixed separation in energy as
well as peak-area ratio. An example of such a doublet with an energy spacing of 15 eV
can be seen in the survey spectrum of cobalt displayed in Figure 2.6. Apart from the
Co 2p doublet the Co 2s, Co 3s, and Co 3p core level peaks are visible. Additionally,
some adsorbed oxygen on the cobalt surface causes an O 1s contribution. In general,
the exact position of a core level peak depends on the chemical environment the atom
is in.

If an X-ray gun without monochromator is used, additional satellite X-ray energies are
emitted, which lead to satellite peaks in the XPS spectrum. Similarly, synchrotron
X-rays are accompanied by higher harmonics, photon energies which are multiples of
the main photon energy, and cause additional (significantly less intense) XPS peaks.
Additionally, the shape of XPS spectra is determined by different loss processes, through
which the emitted photoelectrons can lose a part of their energy before leaving the sam-
ple material and being detected: First, due to inelastic scattering of photoelectrons
the background on the high binding-energy side of a peak is higher than on the low
binding-energy side, which can be seen in the survey spectrum in Figure 2.6. This can
be taken into account by using the so-called Shirley background subtraction. Second,
photoelectrons can also excite so-called bulk as well as surface plasmons, oscillations of
the conduction band electrons in metals. This leads to distinct plasmon loss peaks on
the order of 10 €V above the main photoelectron peak with possible higher harmonics.
Third, the atom can remain in an excited state when the photoelectron is emitted leav-
ing it with a few eV lower energy forming a so-called shake-up peak. Shake-off features
appear when the photoelectron loses energy through interaction with valence electrons.
In metals with a high electron density close to the Fermi edge such interactions can
excite electrons into empty states above the Fermi edge. This causes a tail on the
high binding-energy side of the photoelectric peak instead of discrete shake-off losses.
The resulting asymmetric peak shape can be described using specific asymmetric line
shapes and asymmetry parameters from literature. The Co 2p doublet in Figure 2.6
contains both an asymmetric main peak caused by shake-off losses as well as discrete
plasmon losses as can be seen in a detailed fit in Figure 5.1 in Section 5.2.2. Last, if
an atom has unpaired electrons in the outer shell, an unpaired core electron produced
by photoelectron emission can couple with the unpaired outer shell electron in a num-
ber of different ways resulting in different photoelectron energies. These are visible as
so-called multiplets in the XPS spectrum.
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In XPS spectra (broader) Auger peaks are visible as well. When the core hole left in
an energy level n, after photoelectron emission is filled with an electron from a higher
energy level n, energy is released. This energy can cause another electron from an
energy level n. to be emitted from the material. This so-called Auger electron causes
a peak in the spectrum denoted as ng,nyn.. Here the nomenclature n = 1, 2, 3, ...
is replaced by n = K, L, M, ..., V with V for valence electrons. In the cobalt survey
(see Figure 2.6) the Auger peaks Co LMM, LMV and LVV, each consisting of multiple
peaks caused by the sublevels in each shell, are visible. The kinetic energy of Auger
electrons is element specific and independent of the initial photon energy. Depending
on the X-ray source Auger peaks thus appear at different binding energies in the XPS

spectrum.

2.4.3 X-ray Sources

In conventional lab X-ray guns, electrons from a filament are accelerated into an an-
ode material. Depending on the material one specific wavelength of photons is emit-
ted. Common are the aluminum K, line at 1486.6 eV and the magnesium K, line
at 1253.6 eV. Additionally, satellite peaks as well as bremsstrahlung are produced. A
monochromator can be used to select only a narrow width from the spectrum around
the primary line and thus improve the energy resolution of the instrument.

In synchrotron X-ray sources, photons are emitted from electrons which are kept on
a circular path by a magnetic field. Undulators are used to select a specific photon
energy. By tuning the photon energy, different probing depths into the material can be
achieved. Compared to X-ray guns, synchrotrons produce a significantly larger amount
of photons per time and area as described by the so-called brilliance. This allows for a
lower detection limit.

2.4.4 Electron Analyzer

The most common type of electron analyzer used in X-ray photoelectron spectroscopy
is the concentric hemispherical analyzer. First, an electrostatic lens focuses photo-
electrons emitted from the sample into the analyzer. Additionally, it decelerates all
electrons by the same amount such that those with the kinetic energy Eyina. to be
detected are left with the so-called pass energy. Second, two concentric hemispheres
with voltages V7 and V5 act as a hemispherical capacitor and bring the electrons onto
a circular path. As the radius of the motion depends on the kinetic energy of the elec-
trons they are separated spatially. The voltage difference V5 — V; is chosen such that
those electrons with the pass energy hit the detector area and their count is a measure
for the amount of photoelectrons with Fiiy, .. While increasing the deceleration by the
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input lens over time, the spectrum is measured from low to high kinetic energy, thus
high to low binding energy. The lower the pass energy is chosen, the better the energy
resolution of the analyzer. However, a lower pass energy results in a lower overall signal

as well.

2.4.5 NAP-XPS

In recent years XPS systems for use in the mbar range of gases have been developed, see
for example Ref. [66], which allow for in situ spectroscopy studies of model catalysts.
The main challenges are that the electron analyzer can only be operated in vacuum
below 10~ mbar as well as the short mean free path of electrons in the gas. There-
fore, the most popular design is a differentially pumped system with multiple turbo
molecular pumps where the pressure is decreased in stages between the near-ambient
pressure region and the electron analyzer. By placing the nozzle between the near-
ambient pressure area and the first pumped stage as close as possible to the sample,
as many electrons as possible are collected. However, this is limited by the ability of
the X-rays to still reach the probed sample area as well as the pressure drop close to
the nozzle. Overall, this results in an optimal sample-nozzle distance of roughly 1 to
1.5 times the nozzle diameter. The nozzle diameter can be optimized depending on the
requirements for signal strength and gas pressure. In sufficiently large gas pressure,
electron attenuation by the gas is pressure dependent and might have to be taken into
account during data analysis. Additionally, near-ambient pressure XPS allows for the
detection of so-called gas-phase peaks which stem from photoelectrons emitted directly
from the gas molecules. As opposed to peaks stemming from the sample, gas-phase
peaks shift with the work function ®g of the sample. This shift can be used for direct
work function measurements [67,68] and thus indicate changes in the overall oxidation

state of the sample.

2.5 Low-Energy Electron Diffraction

Low-energy electron diffraction (LEED) is a standard surface-science technique used in
ultra-high vacuum in order to determine the structure of crystalline surfaces as well as
ordered adsorption structures. Detailed information can be found in general literature
such as Ref. [20].

2.5.1 General Physical Principle

The principle of low-energy electron diffraction can conveniently be described in the
wave description of quantum mechanics. Electrons with an energy between 30 eV and
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Figure 2.7: (a) Schematic of a LEED setup and (b) typical LEED measurement showing the
Si(111) 2x1 reconstruction. Figure reprinted from Ref. [20] and adjusted.

200 eV are waves with a de Broglie wavelength of one to two A. As this is slightly
shorter than the atom-to-atom distance in typical crystalline surfaces, the electrons
diffract as on a regular grid and constructively interfere in diffraction spots at a certain
distance from the sample. The pattern of diffraction spots is then an image of the
crystalline surface structure in reciprocal space. Thus, the inverse of unit cell lengths
can be measured in the LEED pattern relative to the inverse of a known unit cell length.
In this way the unit cell of an adsorbed super-structure relative to the unit cell of the
substrate can be determined more accurately than using microscopy. An example is
shown in Figure 2.7(b) where a unit cell seven times as large as the substrate unit cell
is observed.

2.5.2 Components

The general components for LEED), as shown in Figure 2.7(a), are an electron gun, four
hemispherical electrostatic grids with the sample at their center, and a hemispherical
fluorescent screen outside of the grids. In detail, the cathode filament in the electron
gun produces free electrons. These are collimated by a Wehnelt cylinder and accelerated
to the desired energy by an electrostatic lens. This is achieved by holding the cathode
filament on a negative potential with respect to the lens, the sample, and the first grid,
which are grounded. When impinging on the sample, not all electrons are scattered
elastically as described above but can be scattered inelastically as well. The second

and third grid are held on a negative potential in order to prevent the inelastically
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scattered electrons from reaching the screen and causing a background. The fourth
grid is again grounded in order to shield the other grids from the high voltage on the
fluorescent screen. This is needed to accelerate the electrons into the screen with enough
energy to cause fluorescence at the position of impingement. The LEED pattern on
the fluorescent screen can be observed through a viewport of the UHV chamber using

any conventional camera.
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3.1 Introduction

Global warming and the depletion of natural resources are among the greatest and
most urgent challenges humankind is currently facing. There is an obvious need for al-
ternative methods of transportation and energy production. Renewable energy sources
like wind and solar power however are time and weather dependent and thus require
simultaneous advances in energy-storage techniques. Methanol is interesting as an
energy-storage material. It can be produced from renewable sources [69], is biodegrad-
able [70], and, being liquid at room temperature [71], it can be stored more easily and
safely than hydrogen. In order to harvest the energy, methanol can be converted to
hydrogen via the methanol steam reforming reaction:

CH30H + HyO — 3 Hy + COs (31)

Advantages of methanol with respect to other reforming feedstocks are the high H-to-C
ratio and a reaction temperature as low as 250 °C [72]. Carbon monoxide forms as
a side product to the methanol steam reforming reaction [73]. This is the main chal-
lenge in converting the hydrogen further to electricity using a fuel cell. The platinum
anode of fuel cells is poisoned by a few parts per million of CO [74]. The requirement
for a viable methanol steam reforming catalyst is thus a high selectivity towards COs
instead of CO. The industrially used catalyst for methanol synthesis Cu-ZnO/Al,O3
shows significant activity for methanol steam reforming and has been researched ex-
tensively [72,75,76]. Although there is ample evidence regarding the nature of strong
metal-support interactions between copper and zinc oxide [72,77,78], the exact mech-
anism of the methanol steam reforming remains under debate.

Zinc oxide alone is active itself and relevant for the COq selectivity of the methanol
steam reforming catalyst [79,80]. Studies on zinc oxide single crystals of different faces
are aiming at understanding its role at the atomic level. The interaction of ZnO(1010)
with methanol [81-83], water [84,85], atomic hydrogen [86], CO [87,88], and CO4 [89,90]
has been studied extensively under ultra-high vacuum conditions. Among these studies
are microscopy measurements as well as diffraction, desorption spectroscopy, and the-
oretical studies. Spectroscopy measurements on the interaction with water have been
conducted under near-ambient pressure conditions [91]. However, to our knowledge,
there is no microscopy study showing the surface under these conditions. The Reac-
torSTM setup [44] allows for combining controlled ultra-high vacuum preparation with
nanometer-scale imaging in the mbar range of water. In the following we character-
ize the ZnO(1010) surface in ultra-high vacuum (Section 3.3.1) and present ex situ as
well as in situ imaging of ZnO(1010) in moderate pressures of water (Sections 3.3.2 and
3.3.4), investigate the role of surface hydroxylation (Section 3.3.3) and give preliminary

results on the influence of a hydrogen environment (Section 3.3.5).
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3.2 Materials and Methods

3.2.1 The ReactorSTM

The experimental setup has been described in detail by Herbschleb et al. [44]. In short,
the scanning tunneling microscope (STM) can be used in ultra-high vacuum (base pres-
sure < 107? mbar) as well as in up to 6 bar of gases. This is possible in a flow reactor
cell of about 0.05 ml volume, which is closed off from the rest of the vacuum chamber
by the sample, the STM body, and a Kalrez seal. The video-rate control electronics
were described by Rost et al. [92] and the control software is Camera 6.1. [93]. A cut
platinum iridium wire (Pt90/Ir10, 0.25 mm) is used for the STM tip. During a scan
on a cleaned Au(111) single crystal the tip can be prepared by tip pulsing and the
distance and height are calibrated. The STM images are processed in WSxM [94].
Complementary techniques available in the same setup are a low-energy electron diffrac-
tion (LEED) and Auger electron spectroscopy (AES) system with 4-grid analyzer (Omi-
cron SpectalLEED with NG LEED S control unit and DATAuger software) and X-ray
photoelectron spectroscopy (XPS) with a VG Microtech dual anode X-ray source and
a Clam 2 analyzer. For the use of these techniques the ReactorSTM setup consists
of multiple chambers with different measurement stations and the sample is fixed to
a holder which can be moved between them while staying in UHV. The holder allows
for heating with a filament behind the sample as well as e-beam heating induced by
a positive voltage directly on the sample. To enable this e-beam heating for oxide
samples and to protect them from uneven heating from the filament a metal plate is
placed underneath the sample. It is electrically connected to a ring-shaped plate hold-
ing the crystal from the top. Tungsten was chosen for sufficient heat conductivity of
these plates [95]. They are directly connected to the high voltage connection. Addi-
tionally, this connection functions as the ground connection during argon sputtering,
LEED/Auger, and X-ray photoelectron spectroscopy, as well as the bias voltage con-
nection for scanning tunneling microscopy. A K-type thermocouple consisting of two
0.125 mm thick wires is spot-welded to the top plate. The temperature read-out for
oxide samples is made as accurate as possible by heating up and cooling down slowly
(at maximum 1 K/s). Additionally, this ensures that the crystal is not damaged due
to uneven heating. In general it has to be noted that the temperature read-out in
the ReactorSTM setup has an off-set due to junctions of other materials within the
thermocouple connections, which are needed for technical reasons. The off-set of the
temperature read-out was thoroughly investigated in [96] and leads to an underestima-
tion of the annealing temperature used for zinc oxide in this thesis by about 120 K.
The ZnO(1010) single crystal was purchased from SPL.
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3.2.2 Water Content of Gases in the ReactorSTM

The reactor volume inside the ReactorSTM can be filled with up to 6 bar of gases
via capillaries originating from a dedicated gas mixing system, which is built in-house.
Downstream of the reactor the gases can be analyzed using a quadrupole mass spec-
trometer (Stanford Research Systems RGA100). For this purpose a Vacgen LVM series
leak valve is adjusted in-house in order to leak a part of the line content into a sep-
arate UHV chamber (base pressure 5 x 10~ mbar) where the mass spectrometer is
located. The gases used here are argon 5.0 from Westfalen [97] and hydrogen 5.0 from
Air Liquide [98], both with a water content below 3 volume parts per million. In or-
der to determine the amount of water that reaches the sample, the gas line was filled
with 1 bar of argon or hydrogen, respectively, with a leak of 10~% mbar into the mass
spectrometer chamber in order to measure the argon, hydrogen, and water signals.
The measured backgrounds in the spectrometer chamber (with the leak valve closed)
are subtracted from the measurements. Relative sensitivity factors for ionization and
fractioning are approximated using Ref. [99]. This results in a measured ratio of water-
to-argon partial pressure of (5.0 & 0.3) x 1072 in 1 bar argon and water-to-hydrogen
partial pressure of (2.7 £0.3) x 1072 in 1 bar hydrogen. The error of + 0.3 x 1073 was
estimated by repeating the same argon measurement multiple times and with different
argon flows. A source of systematic overestimation of the amount of water could be
that the leak rate through the leak valve increases with increasing mass [100]. However,
this difference is likely not larger than one order of magnitude. Thus, we estimate the
amount of water in 1 bar of argon or hydrogen to be on the order of 1 mbar. As this is
orders of magnitude above the amount that is contained in the gas bottles, the majority
of the water must originate from other parts of the gas line and the amount will be
roughly the same for all gases used in this experimental setup. Although the majority
of the gas lines are flushed with inert gas and heated to at least 90 °C before every
use of the gas supply system, some parts cannot be cleaned in this manner. First, the
temperature in areas with sensitive electronic equipment such as mass flow controllers
cannot surpass 65 °C. Second, the high-pressure parts of the gas lines right after the
gas bottles (up to 200 bar) cannot be heated and flushed properly as the gas flow is
limited to the 10 ml/min range by the mass flow controllers. This could be improved
in the future by installing additional connections between these high-pressure parts
and the pump such that they can be flushed repeatedly with a high flow. Due to the
requirements for mechanical stability and pressure stability for the in situ STM setup
a cold trap to reduce the water content reaching the reactor is not suited. The instal-
lation of catalytic water traps into the existing gas system has not been successful so
far.
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3.2.3 XPS Fitting

The X-ray photoelectron O 1s peaks were fitted using CasaXP$S 2.3.19. A zinc Auger
peak with a tail towards high binding energies partly overlaps with the oxygen peak
such that the background on its low binding-energy side appears too high and higher
than on the high binding-energy side. The widely used Shirley background subtrac-
tion models the influence of inelastically scattered photoelectrons, which leads to a
background that is higher on the high binding-energy side instead. Thus, a Shirley
background is not appropriate here and a linear background was chosen. As the back-
ground on the low binding-energy side is overestimated, the O 1s peak stemming from
the ZnO itself, which we will refer to as the bulk oxygen peak, is likely underestimated
in comparison to any other O 1s peaks which are shifted to higher binding energies.
We identify a peak at + 1.5 eV with respect to the bulk peak as adsorbed OH and a
peak with a shift of + 3.5 eV as molecularly adsorbed water on top of the hydroxylated
surface [101]. The shifts of these peaks were fixed during fitting and the full width half
maximum of all peaks was constrained. As the bulk O 1s peak shows a larger full width
half maximum than the Zn 2p3,, peak, the width is not determined by instrumental
parameters, but mainly by the chemical states. Therefore, the constraint for the OH
and H50 peaks was chosen larger (maximally 3.5 €V) than the constraint for the bulk
peak (maximally 3 eV). Gaussian-Lorentzian product functions with a ratio of 1:1 gave
the most satisfactory fit.

Following the procedure described in Ref. [86] the bulk oxygen peak was fixed to
530.4 eV in order to compensate for overall shifts of the measured binding energy. The
result is in agreement with calibration of the energy using the Zn 2p3/, peak or the
Au 4f peak of a Au(111) single crystal to within 0.5 eV. Significant charging of the ZnO
can thus be excluded.

The relative peak areas of the OH and the HoO peaks, Aom/Atotal and A, o/Asotal
respectively, with Aiota) = Abuik + Aon + An,0, are used as a measure for the amount
of hydroxylation and adsorbed molecular water. Additionally, they can be compared to
an estimation of the relative peak area for one monolayer according to the Lambert-Beer
absorption law approximation [101,102]. We are using (Aon/Atotal)liMr =
1 — exp(—t/\) with the thickness of one monolayer of t = 0.26 nm [91] and the in-
elastic mean free path of A = 1.9 nm estimated using the TPP-2M formula in the
NIST database [103] for an electron kinetic energy of 957 eV, which corresponds to the
O 1s binding energy of 530 eV probed using an X-ray energy of 1487 ¢V (aluminum
K,)-
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Figure 3.1: (a) 80 nm x 80 nm STM image of the as-prepared ZnO(1010) surface taken at
400 K with + 3 V and 50 pA. The plane filter image was merged with its derivative. Black
arrows mark double steps parallel to the [1210] direction. (b) 17 nm x 17 nm STM image of

the same surface taken at 400 K with + 2.5 V and 50 pA. The plane filter image was merged
with its derivative in a ratio of 2:1.

3.3 Results and Discussion

3.3.1 As-prepared Zn0O(1010) in UHV

The ZnO(1010) surface was prepared by cycles of 20 min sputtering in 1-10~% mbar of
argon with an acceleration voltage of 1.4 kV resulting in a sample current of 4 A on a
surface area of 0.5 cm? followed by 20 min of annealing to 795 K in ultra-high vacuum.
More details about the preparation and imaging in UHV can be found in the supple-
mental information (Section 3.5.1). Figure 3.1 shows the ZnO(1010) surface at 400 K
after about 100 of these cleaning cycles. 10-nm to 40-nm-wide flat terraces are visible
in the large-scale image in (a) with two types of step edges orthogonal to each other.
The step heights in this image measure as (0.30 + 0.04) nm which is in agreement with
the value of 0.281 nm expected from the crystal structure [104]. In the smaller-scale
image in Figure 3.1(b) regular parallel lines are visible. Their distance, averaged over
measurements on multiple images, is (0.59 £+ 0.09) nm, which can be identified as the
size of the unit cell in the [0001] direction by comparison to the value of 0.521 nm based
on the crystal structure. A schematic of the ZnO(1010) surface can be found in the
supplemental information (Figure 3.15). The higher lines can be attributed to the Zn

surface atoms [105] whereas the oxygen atoms in between appear lower in STM. On
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Figure 3.2: 40 nm x 40 nm STM image of the as-prepared ZnO(1010) surface taken at room
temperature with + 4 V and 50 pA. The plane filter image was merged with its derivative for
better visibility of the Zn lines.
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Figure 3.3: O 1s spectra of the as-prepared ZnO(1010) taken at (a) 300 K and (b) 400 K.
A linear background was subtracted and the fitted peaks are Gaussian-Lorentzian product
functions with a ratio of 1:1. The details of the fitting procedure are described in the Materials
and Methods Section 3.2.3.
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the basis of the lines of Zn atoms, the orientation of the sample can be identified as
indicated by the arrows overlaid on the image in Figure 3.1(a). The Zn lines in Figure
3.1(b) are interrupted in five positions, which can be identified as surface vacancies.
These are investigated in more detail in the supplemental information (Section 3.5.2).
The larger-scale color variations in this image are likely due to the incorporation of
argon, see the supplemental information (Section 3.5.3).

At room temperature the resolution on ZnO(1010) is generally lower than at 400 K
in our scanning tunneling microscope. However, the Zn lines can still be visible as
shown in Figure 3.2. Figure 3.3 is a comparison between the O 1s X-ray photoelectron
peaks at room temperature and 400 K. The fitting procedure is explained in Section
3.2.3. Apart from the O 1s peak of bulk ZnO at 530.4 eV [106], two additional peaks,
adsorbed OH and H5O, are necessary for a satisfactory fit. In the following we use
the ratio of the areas underneath the OH and H5O peaks with the total O 1s peak as
a measure for the amount of hydroxylation and molecularly adsorbed water, respec-
tively. For the OH peak these relative areas are 0.29 at room temperature and 0.07
at 400 K, whereas the relative area of the HoO peak is 0.05 at room temperature and
0.04 at 400 K. The amount of hydroxylation at 400 K is thus only 24 % of the amount
of hydroxylation at 300 K. Heinhold et al. measure the relative OH area to decrease
to roughly 70 % when increasing the temperature from 300 K to 400 K (estimated
from Figure 4.(a) in Ref. [101]). Their coverage only falls below a monolayer above
roughly 670 K. Using the same Lambert-Beer law approximation (see Section 3.2.3)
a monolayer of OH would correspond to a relative OH peak area of 0.13 here. This
estimates the coverage at 400 K to be about 50 % of a monolayer. The discrepancies
between the measurements done here and the results of Heinhold et al. could stem
from the difference in preparation method of the ZnO(1010) surface. A more compara-
ble preparation method was used by Newberg et al. [91]. Near-ambient pressure XPS
allowed for their measurements in a significantly higher pressure regime on the order
of 10~ mbar of water. Although the surface is saturated with OH below 550 K under
these conditions, no molecularly adsorbed water was observed in their measurements.
In general, discrepancies between the measurement done here and other literature could
stem from a partly overlapping Zn Auger peak with the O 1s peak, which, as described
in Section 3.2.3, leads to an underestimation of the bulk ZnO oxygen peak and thus
an overestimation of the OH and H5O relative peak areas. This could explain why a
relative OH peak area significantly above the value estimated for one full monolayer
was measured for 300 K, although one monolayer is identified as the saturation cover-
age in Ref. [91]. Thus, no accurate coverage values can be given here. However, the
photoelectron spectroscopy measurements have shown that more (partly dissociated)

water is present on the surface at 300 K in comparison to 400 K.
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(a) (b)

Figure 3.4: Low-energy electron diffraction pattern of ZnO(1010) at (a) 400 K compared to
(b) room temperature taken at 52.1 €V electron energy.

The first water layer on ZnO(1010) can be mobile and locally switch between a molec-
ular and a half-dissociated layer as observed with scanning tunneling microscopy by
Dulub et al. [84]. This can account for the more challenging scanning observed here at
room temperature in comparison to 400 K despite the ability of water to increase the
conductivity of ZnO [107]. However, the areas of the H,O and OH peaks in XPS at
room temperature do not show the same amount of molecularly adsorbed water and
dissociated water but merely 18 % as much H,O as OH. Following Ref. [101] it can
be argued that the water molecules in the first adsorption layer, which adsorb with
their oxygen atom on the zinc surface atoms, do have strong hydrogen bonds with the
neighboring surface oxygen atom, also in the case that this does not lead to dissoci-
ation. Therefore, the non-dissociated water in the first layer might rather contribute
to the OH peak than the HyO peak and it is not possible to distinguish between the
molecularly adsorbed and the half-dissociated first layer using XPS. However, the half-
dissociated layer can be seen in low-energy electron diffraction. Figure 3.4 shows the
comparison of low-energy electron diffraction patterns on the ZnO(1010) surface at
room temperature and 400 K, respectively. Whereas the same rectangular unit cell of
the substrate is visible in both patters, the room temperature LEED shows an addi-
tional 2x1 overlayer. This confirms the presence of the half-dissociated layer, which
has been calculated to be the most stable structure in ultra-high vacuum [108,109].
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Figure 3.5: 35 nm x 35 nm STM image of ZnO(1010) after 10 min in roughly 1 mbar of water
at room temperature with the corresponding height profile. The image is taken in UHV at
room temperature with + 3 V and 50 pA. Including the initial filling of the reactor up to 1 bar
of argon carrier gas the total exposure to the water flow is roughly 19 min (see experiment II
in Figure 3.9).

3.3.2 Rough Phase of ZnO(1010)

Figure 3.5 and the larger-scale overview in Figure 3.6 show the ZnO(1010) surface after
exposure to roughly 1 mbar of water for 10 min. The corresponding height profile on
the right side of Figure 3.5 shows a height difference between the terrace and the newly
formed structure of between 0.23 nm and 0.33 nm. Although the accuracy of this value
is limited by the ability of the tip to follow the rapid height changes, the measured
height difference is in agreement with the step height of ZnO(1010) suggesting that the
surface has roughened. This is confirmed by the stability of this phase in ultra-high
vacuum for several days as well as the ability of the surface to flatten out again when
annealing, as shown in Figure 3.7. After 10 min annealing at 795 K there is some
local roughness left, which does however not cover the whole terrace anymore. At the
same time medium-sized holes, one step height lower than the original terraces, appear,
which are evidence of the rearrangement taking place during annealing. These holes
are still present after a total of 20 min annealing and even larger ones exist as they
merge during the rearrangement. The local roughness is gone completely after 20 min
of annealing. In order to remove all medium-sized holes and restore the flatness of the
as-prepared sample (see Figure 3.1(a)) annealing for a total of 2 hours is necessary.

The overview image of the rough surface in Figure 3.6 allows for an estimation of the
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Figure 3.6: 150 nm x 150 nm STM image of ZnO(1010) after 10 min in 1 mbar of water at
room temperature. The image is taken in UHV at room temperature with + 3 V and 50 pA.
For better visibility of the steps as well as the structure on the terraces the plane filter image
was merged with its derivative at a ratio of 2:1. Examples of areas with the same height are
marked with a blue line parallel to the [1210] direction and a yellow line parallel to the [0001]
direction. A black arrow marks a (0001)-type double step. Grey arrows mark (1210)-type

steps accompanied by a 2-nm-wide area without height differences.
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Figure 3.7: 150 nm x 150 nm STM images of ZnO(1010) after 10 min in 1 mbar of water at
room temperature and subsequent annealing at 795 K for (a) 10 min and (b) 20 min. The
images were taken at 400 K with + 3 V and 50 pA. Although step edges are clearly visible by
eye in (a), the different terraces could not be properly identified using the local plane filter in
WSxM. This could be due to the inhomogeneity on the terraces. For better visibility of the
remaining small-scale roughness the image was merged with its derivative at a ratio of 2:1.
Black arrows in (b) mark double steps parallel to the [1210] direction.

typical size of areas with the same height. In the [0001] direction the size is between 2
and 4 nm with some longer areas up to 7 nm mostly near the step edges. An example
is marked with a yellow line. In the [1210] direction, however, the areas with the same
height are up to 26 nm long. An example is marked with a blue line. This suggests
that there is a clear favor for the formation of (0001)- or (0001)-type steps, which are
parallel to the [1210] direction, in comparison to the formation of (1210)-type steps,
which are orthogonal to the [1210] direction. The original (1210)-type step edges in
Figure 3.6 show a roughly 2-nm-wide area without height difference as indicated by
the grey arrows. This suggests that, although a large part of the terraces is elevated
by one step height, double steps of this type are unfavored. On as-prepared surfaces
with a large step density double steps of both types are present (see for example Figure
1(a) in Ref. [110] and Figure 1(a) in Ref. [105]). However, on surfaces with lower step
density we have observed more double steps in the parallel direction than the (1210)
type. Examples of these double steps are marked with black arrows in Figures 3.1(a),
3.6, and 3.7(b). The (1210)-type steps and double steps being unfavored suggests
a lower stability of the (1210) face compared to the (0001) or (0001) faces of ZnO.
Although theory [111] suggests the opposite, (1210) is the least stable of the low-index
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faces according to experimental data [112]. This is confirmed by STM measurements
showing that the (1210)-type step edge is the most active site for nucleation during the
deposition of Cu on ZnO(1010) [110].

Although the probability of formation of the two different types of steps and double
steps during the roughening process in water can be motivated by the stability of the
corresponding face, the total ratio of the two different types of single steps on the as-
prepared surface does not agree with this difference in stability. The ratio of step types
varies significantly with scanning position and in comparison to different publications
as it additionally depends on other factors like the preparation procedure and initial
miscut of the single crystal.

3.3.3 Hydroxylation and Adsorbed Water

Table 3.1: Relative OH peak areas for different exposure times, flows of water, and exposure
temperatures in comparison to the as-prepared sample (in the first column) including XPS
measurements taken at 400 K as well as at 300 K.

Exposure Time [min] - 10 10 10 | 240
Flow [ml/min] - 1 2 1 1
Exposure Temperature [K] - 300 | 300 | 400 | 400

Relative OH peak area at 400 K | 0.07 | 0.04 | 0.12 | 0.08 | 0.06
Relative OH peak area at 300 K | 0.29 | 0.12 | 0.18 | 0.12 | 0.15

Table 3.2: Relative H2O peak areas for different exposure times, flows of water, and exposure
temperatures in comparison to the as-prepared sample (in the first column) including XPS
measurements taken at 400 K as well as at 300 K.

Exposure Time [min] - 10 10 10 | 240
Flow [ml/min)] - 1 2 1 1
Exposure Temperature [K] - 300 | 300 | 400 | 400

Relative HyO peak area at 400 K | 0.04 | 0.1 | 0.12 | 0.16 | 0.14
Relative HoO peak area at 300 K | 0.05 | 0.08 | 0.09 | 0.13 | 0.09

X-ray photoelectron spectroscopy measurements of the O 1s peak have been taken
after exposure to argon. As explained in the supplemental information (Section 3.5.4),
the Zn0(1010) surface has to be heated to 400 K in order to remove it from the
reactor. Therefore, every XPS measurement was first done at this temperature and
once more after cooling down to 300 K. The relative areas of the OH as well as HoO
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peaks, calculated as described in Section 3.2.3, are used as a measure for the amount
of hydroxylation and molecularly adsorbed water, respectively. By comparing multiple
measurements taken after the same exposure (data not shown) the accuracy of the
relative peak areas can be roughly estimated as 4+ 0.05. This value is taken into account
in the following when interpreting the relative peak areas presented in Tables 3.1 and 3.2
for different exposures. Comparing all values taken at 400 K to the as-prepared surface
at 400 K, the exposure does not increase the hydroxylation to a detectable amount.
Letting the surface cool down to 300 K, the amount of hydroxylation increases for
every measurement, however it does not reach the level measured on the clean sample
at 300 K. This could be due to a longer waiting time before taking the XPS spectra on
the clean sample, which indicates that the hydroxylation increases over time in UHV.
An increase in the HyO relative peak area is detected right after the exposure in the
measurements taken at 400 K compared to the clean sample at the same temperature.
A part of this molecularly adsorbed water has desorbed when the XPS is measured at
300 K as can be seen in a decrease in the relative peak areas for all measurements. As
the desorption of water cannot be caused by the decrease in temperature, this effect
can only be attributed to the longer time passed since the end of the exposure. Given
the accuracy of the relative peak areas of 4+ 0.05 the values measured at 300 K after
exposure are comparable with the as-prepared surface. Thus, the desorption of the
molecularly adsorbed water after the exposure proceeds faster than the increase of
hydroxylation in UHV.

As the rough phase is stable in UHV at 300 K as well as 400 K, it can be concluded
that, although the formation is induced by water, the presence of the rough phase is
not directly correlated to the amount of hydroxylation and molecularly adsorbed water
left on the surface after the end of the water exposure. This is additional evidence that

the rough phase consists of zinc and oxygen atoms from the surface itself.

3.3.4 Roughening Process

Figure 3.8 shows the structural change of ZnO(1010) in 1 bar of argon containing
roughly 1 mbar of water. (A quantification of the water content is presented in Section
3.2.2.) The roughening process starts at multiple positions on the terrace and the
surface is completely roughened 7.4 min afterwards. In comparison to the ex situ
image in Figure 3.5, the in situ images presented here show horizontal streaks and
the shapes can be distorted. In general, the presence of gas can disturb the tunneling
electrons. Sample drift under the high pressure as well as the clear mobility of surface
atoms during the structural change further disturb the imaging in this case.

Figure 3.9 compares two different measurements of the formation of the rough phase

where different flows of carrier gas were used. Colored areas indicate the time from the
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Figure 3.8: 35 nm x 35 nm STM images of ZnO(1010) in roughly 1 mbar of water at room
temperature taken with + 2 V and 50 pA. The images were taken (a) 13.0 min, (b) 14.2 min,
(c) 16.7 min, and (d) 20.4 min after starting the flow of gas.
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Figure 3.9: Flow and pressure curves of two different exposures to up to 1 bar of wet argon.
The colored areas indicate the roughening of the ZnO(1010) as observed in STM. Experiment I
corresponds to the STM images shown in Figure 3.8. The higher peaks seen at the beginning
of the flow are caused by a pressure build-up that is released when opening the mass flow
controller. Another peak in the flow of experiment II after 2 min is likely due to a necessary

adjustment of the argon pressure in the gas line leading to the mass flow controller.

moment where the roughening can first be seen, like in Figure 3.8(a), until the point
where the terraces are fully roughened, like in Figure 3.8(d). With an argon flow of up
to 1 ml/min (experiment I) the roughening only starts when 1 bar has been reached
after 13 min of flow and a total of 11 ml of gas passing by the sample. In contrast, when
an argon flow of 2 ml/min is used (experiment II), the roughening starts significantly
earlier, at 0.075 bar after 3 min of flow and a total of 6 ml of gas passing by the sample.
This total amount of gas is likely underestimated in experiment II due to the initial
high flow peaks before stabilizing to the desired flow as seen in Figure 3.9. Additionally,
the scanning velocity in these measurements was chosen such that each STM image
takes slightly more than one minute. This limits the accuracy in determining when
the roughening starts and when it fills the whole terrace, respectively, and thus for the
total amounts of flown gas calculated here. Still the clearly faster onset of formation
with larger flow even at a significantly lower pressure suggests that the water pressure
is not the main factor that allows for the roughening of the surface to begin and a
pressure of less than 1 mbar of water would be sufficient. The time from the onset of

roughening until the terrace is fully roughened is shorter as well using the larger flow.
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Figure 3.10: 35 nm x 35 nm STM image of ZnO(1010) after 4 h in 1 mbar of water at 400 K
with the corresponding height profile indicated in blue. The image is taken in UHV at room
temperature with + 4 V and 50 pA.

In experiment II it takes 5.8 min and a total amount of 11 ml of gas and with the lower
flow 7.4 min, but only a total amount of 7.5 ml of gas. Thus, the speed of formation
increases less than linearly with the flow. It is possible that, once a sufficient amount
of water for the onset of the roughening has been supplied to the surface, the higher
pressure in experiment I does lead to a more efficient use of the flown gas.

Under prolonged exposure the ZnO(1010) roughens more severely. Figure 3.10 shows an
STM image after 4 h in roughly 1 mbar of water. (For technical reasons this exposure
was done at 400 K surface temperature.) As can be seen in the corresponding height
profile, the height difference on one terrace can be twice the step height of ZnO(1010).
Areas with a height difference of about 1.5 times the step height with respect to the
lowest point on the terrace are observed as well. As explained in Section 3.5.2, one step
consists of two layers of ZnO dimers allowing for the observation of steps with about
half the height when the topmost layer is missing. Apart from height differences that
correspond to full or half steps, smaller height variations on the small terraces can be
seen in Figure 3.10. This suggests that the density of smaller vacancies increases as
well. If they for example consist of only one missing dimer, they might not be resolved
completely and therefore appear less deep than half the step height. Additionally, the
surface could become increasingly amorphous with longer exposure and more severe
restructuring. As vacancies can interact more strongly with water [113], the speed of
the roughening process could increase over time.

Overall, we thus observe a restructuring of the ZnO(1010) surface which must stem from
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an interaction with water that is significantly different from the interaction that leads
to the ordered adsorption structures observed in UHV [84]. Theoretical studies on the
interaction of Zn0(1010) with water confirm that the 2x1 half-dissociated monolayer
(with one dissociated and one molecular water molecule per two ZnO(1010) unit cells)
is the most stable structure in UHV [109,113,114]. However, the structure changes
significantly when adding more water as investigated in detail by Kenmoe et al. [109].
When exactly two monolayers of water are present, they observe a double layer to be the
most stable, which does not leave any dangling bonds for adsorption of additional water
molecules. Thus, from three monolayers on the structure is significantly different again:
One layer, the so-called contact layer, is adsorbed on the surface in an ordered fashion
while all additional water molecules are adsorbed in a "liquid-like film", which is more
amorphous and can move between a number of different configurations. This picture
of the water adsorption suggests that from three monolayers on the structure of the
contact layer on the ZnO(1010) surface does not change significantly when adding more
water. This could account for our observation that the roughening does not primarily
depend on the exact pressure in the 0.1 to 1 mbar regime investigated here. The
dependence on the gas flow, however, could stem from the amount of water molecules
that need to pass through the reactor before at least three monolayers are adsorbed
and the contact layer is present. The contact layer differs from the 2x1 monolayer in
structure and can contain more water molecules, whereas the ratio of dissociated and
non-dissociated molecules is comparable [109,114]. Tocci et al. [114] show that the
properties of the contact layer lead to a significant increase in proton exchange to and
from the surface in comparison to the 2x1 monolayer. Additionally, proton exchange
between the dissociated and non-dissociated water molecules in the first layer, which is
not possible in the 2x1 monolayer, occurs frequently in the contact layer. This proton
mobility could be responsible for allowing a restructuring of the ZnO(1010) surface. A
restructuring of the polar (0001) face of ZnO under the influence of water has been
observed previously by Onsten et al. [115], showing that water and/or proton mobility
can induce mobility of zinc and oxygen atoms or the ZnO dimer. They observe a
severe roughening of ZnO(0001) after a deposition of 20 L of water, which is explained
as an interaction with hydrogen atoms from dissociated water as hydrogen is known
to be able to reconstruct this face of ZnO. However, on the Zn0(1010) face, although
some vacancies are formed, no severe restructuring due to atomic hydrogen has been
reported so far. An ordered 1x1 H overlayer is observed in UHV [105]. Interestingly,
before the (0001) surface roughens, the observations of Onsten et al. first show an
increase in the size of the (0001) terraces under exposure to smaller amounts of water
(up to 5 L). Thus, water itself, without a significant amount of leftover H atoms, might
in turn stabilize the (0001) face. This could explain the formation of (0001)-type steps
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Figure 3.11: 35 nm x 35 nm STM images of ZnO(1010) in flow of wet hydrogen at room

temperature taken after (a) 6.4 min of flow (reactor filled to 0.2 bar), (b) 7.5 min of flow
(reactor filled to 0.3 bar), (c) 10.8 min of flow (reactor filled to 0.7 bar), (d) 12 min of flow
(reactor filled to 0.8 bar), (e) 20 min of flow (reactor filled to 1 bar), and (f) after the end
of the exposure in UHV. The total exposure, consisting of the filling of the reactor as well as
10 min at 1 bar, is 23 min. The images are taken with (a)-(e) + 2.5 V and (f) + 3 V, and
50 pA.

observed here on ZnO(1010) during the restructuring under the influence of water. As
shown in Section 3.3.2, the formation of the (0001)- and (0001)-type steps is favored
over the formation of (1210)-type steps. The difference in stability of the different faces
and step types, as observed in UHV [110,112], might thus be more severe in moderate
pressures of water.

3.3.5 Roughening in Hydrogen Environment

Figure 3.11 shows the structural change of ZnO(1010) under a flow of hydrogen which
contains a comparable amount of water as the argon used in the sections above. (A
quantification of the water content is presented in Section 3.2.2.) The same roughening
process as in argon is observed in Figure 3.11(a) to (c). As can be seen in the flow

and pressure curves in Figure 3.12, the roughening begins after 6.4 min of flow when
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Figure 3.12: Flow and pressure curves of the exposure to up to 1 bar of wet hydrogen. The
colored area indicates the roughening of the ZnO as observed in the STM images of which
examples are shown in Figure 3.11. The higher peak seen at the beginning of the flow is
caused by a pressure build-up that is released when opening the mass flow controller.

the reactor is filled to 0.2 bar of hydrogen. The total amount of gas flown is likely
larger than 6.4 ml due to the larger peak of flow during the initial stabilization of the
flow. Taking this into account the moment of onset of roughening is in agreement with
those observed for water in argon in Section 3.3.4, especially with experiment II. The
duration of the roughening process is 4.4 min with a total amount of 7.1 ml of gas.
This is comparable to the amount of gas needed in argon in experiment I, although the
reactor was filled to a lower pressure when using hydrogen. For this measurement the
same sources of inaccuracies as mentioned above (see Section 3.3.4) hold. Overall, the
initial roughening in hydrogen environment proceeds in a comparable way as without
hydrogen such that we can suggest that the interaction with water proceeds via the
same underlying mechanism. It can thus be assumed that ZnO(1010) is not covered
with hydrogen atoms. The known 1x1 overlayer of H atoms [105] has been calculated to
passivate the ZnO(1010) surface for adsorption and dissociation of water molecules [113]
and would thus prevent the strong interaction with water we see here. This suggests
that the nonpolar face does not dissociate hydrogen (to a significant extent) in the
1 bar regime at room temperature. The same has been calculated for UHV conditions
where only the polar faces dissociate hydrogen [116]. This could, however, allow for Ho
dissociation at the (0001)- and (0001)-type step edges of ZnO(1010). We do observe
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additional structural changes on the ZnO(1010) surface after the whole terrace has
roughened. The size of areas which are not interrupted by steps increases again over
time as is visible when comparing Figure 3.11(e) to Figure 3.11(d). As the density of
step edges increases during the initial roughening from Figure 3.11(a) to Figure 3.11(c),
the dissociation at the polar-type steps could lead to more dissociated hydrogen, which
in turn destabilizes the (0001) face [115]. This could lead to the ZnO(1010) partially
flattening out again. However, after more time has passed a larger step density can
be observed again as shown in Figure 3.11(f). Overall, this describes a competition of
two effects, the formation of steps due to water and the destabilization of these steps
due to Ho, which would account for the continued changes in shape. Which of the two
processes dominates likely depends on the exact ratio of Ho and HoO partial pressures.
For technical reasons the surface is exposed to a rough vacuum on the order of 0.1 mbar
for a couple of minutes before the flow of hydrogen gas can be initiated. It can thus
be assumed that it is saturated with the first monolayer of water at the beginning of
the hydrogen exposure, which could explain why the initial roughening is similar to

the case without hydrogen.

3.4 Conclusions and Outlook

The use of a ZnO(1010) single crystal in the ReactorSTM setup is technically feasible
but practically challenging for a number of reasons. A preparation procedure using
sputtering and annealing which leads to a sufficient cleanliness and flatness has been
found. However, extended use in ultra-high vacuum and repeated preparation leads to
a loss of conductivity of the crystal and to the incorporation of argon. These limitations
are especially challenging for use in high-pressure experiments as intense re-preparation
of the sample is usually necessary after exposure to gases in the reactor. The loss of
conductivity does not only technically impede STM measurements, but also allows for
the formation of large vacancy densities, which can be highly active and strongly influ-
ence results. In order to allow for future measurements where repeated preparation is
necessary, we recommend a systematic study of hydrogen exposure at elevated temper-
atures, such that a preparation step which counteracts the loss of conductivity can be
incorporated into the preparation procedure. This would allow for more comparable
and less time-consuming studies of Zn0(1010) in the ReactorSTM setup.

We have presented evidence for a significant roughening of the ZnO(1010) surface in
the mbar range of water, which proceeds within the first 10 min and is dependent on
the total amount of water supplied to the surface. The formation of different step
types during the roughening has been discussed on the basis of their stability in UHV
as well as in water background. Preliminary measurements of this roughening in hydro-
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gen background suggest that a second process is taking place. Distinguishing the two
processes, for example by imaging the surface in dried hydrogen, and understanding
their exact balance would be interesting from a fundamental point of view. However,
for practical applications the water content in air as well as in industrially used gases
is likely higher than in the mbar range, especially during reactions where water is a
reactant or product. Thus, it can be assumed that the water content would be high
enough for ZnO(1010) to be present only in the rough phase at room temperature inde-
pendent of the hydrogen partial pressure. This limits the applicability of UHV studies
on Zn0O(1010) at room temperature as a model for methanol steam reforming catalysts
as well as other ZnO devices. Additionally, the roughening could have influence on
the interpretation of data taken at room temperature under elevated water pressures,
such as near-ambient pressure XPS, where the surface is not imaged and assumed to
be flat ZnO(1010). However, in order to evaluate the significance of our findings it is
crucial to investigate the influence of temperature on the roughening process. Such
an influence is likely, since the interaction of ZnO(1010) with the water background
in UHV changes when heating up from room temperature to only 400 K (see Section
3.3.1). A study in the range of 500 K surface temperature would be most relevant for

catalytic applications.

3.5 Supplemental Information

3.5.1 Preparation and STM of ZnO(1010)

A commonly used technique for the preparation of single-crystal surfaces is cycles of
argon ion sputtering and annealing in ultra-high vacuum. Additionally, metal samples
are frequently annealed in oxygen background in order to react away surface carbon
as well as bring other metal impurities to the surface and oxidize them. While there is
no concrete evidence as to whether this would be possible or not for oxide samples in
general, ZnO(1010) is prepared without oxygen annealing in the literature. We have
observed a significant increase in the roughness of the sample after oxygen annealing
(data not shown), which prevents an estimation of the effect on the cleanliness and re-
quires long annealing in ultra-high vacuum afterwards, thus resulting in an inefficient
cleaning process. After increasing the annealing temperature until the crystal became
sufficiently flat, the final cleaning recipe was chosen as 20 min sputtering in 1-10~¢ mbar
of argon with an acceleration voltage of 1.4 kV resulting in a sample current of 4 A
on a surface area of 0.5 cm? followed by 20 min of annealing to 795 K in ultra-high
vacuum. In the last cycle before imaging the surface the annealing temperature was
decreased to 794 K in order to prevent contaminants which are present in the bulk

from reaching the surface.
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Most STM images shown in this chapter are taken at voltages significantly lower than
the bandgap of ZnO at 3.4 €V [117]. Atomic-resolution images of ZnO(1010) are gener-
ally taken at bias voltages of around 2 V or less [105,112,118]. An increase in resolution
with decreasing voltage can easily be understood for conductive samples as a lower volt-
age at constant tunneling current results in the tip moving over the surface at closer
proximity. However, the fact that ZnO is sufficiently conductive for scanning tunneling
microscopy at all is not entirely understood. For the more commonly used TiO» single
crystals the conductivity is increased by slightly reducing the material through anneal-
ing in ultra-high vacuum, which leads to oxygen vacancies in the surface [119,120].
This method has been proven ineffective for ZnO. A probable cause is that, as den-
sity functional theory has shown [121], oxygen vacancies on ZnO(1010) are unlikely.
They might be observed in small coverages only at temperatures above 1000 K and
in the absence of Oy [122]. In comparison, ZnO dimer vacancies show a significantly
lower formation energy [121], suggesting that the zinc atom leaves the surface together
with the oxygen atom in most cases. Additionally, it has been calculated that, even if
present, oxygen vacancies would not contribute to n-type conductivity [123]. There is
evidence, however, that hydrogen impurities are donors that contribute to the conduc-
tivity of ZnO. These can easily be incorporated during the production of single crystals
[123,124].

Although the ZnO(1010) single crystal was sufficiently conductive for high-resolution
imaging in the beginning, we have observed a decrease in scanning resolution with
prolonged use of the crystal and repeated preparation in UHV. It was not suitable
for high-pressure scanning tunneling microscopy anymore after a total of about 300
cleaning cycles. In order to evaluate the stability of the H impurities contributing to
the conductivity it is necessary to distinguish between two different types of impurities,
which have been observed and described in detail by Janotti et al. [123] and Shi et al.
[124]. The first type of hydrogen impurity, a hydrogen atom bound to a bulk oxygen
atom, referred to as OH-type, is only stable up to around 420 K. The second type of
hydrogen impurity is a hydrogen atom that replaces an oxygen atom. This so-called
substitutional hydrogen is believed to be the main one present in samples which have
been cooled down slowly during preparation or stored at room temperature for a long
time. It is stable up to higher temperatures of about 770 K. This suggests that repeated
preparation of ZnO(1010) according to the recipe used throughout this work could de-
plete the sample of the substitutional as well as the OH-type hydrogen, thus decreasing
the conductivity. Annealing zinc oxide in ambient pressures of molecular hydrogen to
1000 K can reintroduce hydrogen impurities of both types depending on the cooling
process. It is unlikely that this could be done with a single crystal while preserving

its structure and flatness. We have observed an improved scanning resolution after ex-
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Figure 3.13: Consecutive 80 nm x 80 nm STM images of the as-prepared ZnO(1010) surface
after roughly 160 cleaning cycles taken at 400 K with + 2.5 V and 50 pA. A derivative of the
images is shown here in order to make the pits on all the terraces in the image visible at once.
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posure to 1-107% mbar of Hy in the UHV chamber at a surface temperature of 400 K.
As the increase in resolution was short-lived, however, it is possible that an adsorption
structure of hydrogen or a functionalized tip resulted in sharper images rather than
the conductivity of the sample itself recovering. It has been shown that adsorption
of atomic hydrogen metallizes the surface [105,107,125]. However, the dissociation of
molecular hydrogen has only been observed on the polar faces and not on the (1010)
face of ZnO [116]. The effect of low pressures of hydrogen on the resolution has not
been investigated systematically here and it is generally difficult to identify one factor
alone as the reason for a sudden increase in resolution as there are a large number of
factors that play a role in the resolution of an STM. It has been observed previously
that prolonged storage in air can recover the conductivity of zinc oxide samples [126].
This is currently the only reliable method we are aware of, although it has not been
investigated how and how fast hydrogen can incorporate into zinc oxide in air at room

temperature.

3.5.2 Tip-induced Vacancy Formation

Figure 3.13 shows multiple STM images taken in UHV at 400 K on the as-prepared
Zn0(1010) surface. The images are taken consecutively at roughly the same position
such that the same roughly 30-nm-wide terrace can be identified in all of them. During
scanning the density of pits on the terrace increases until it becomes more homoge-
neously covered with them. The sample drifts to the upper left corner which brings
not previously scanned areas with a small vacancy density into the frame from the
lower right corner. In additional images (not shown here) the scan size at the same
position was increased resulting in the observation of areas of low pit density around
the previously scanned area with high density. This is clear evidence that the scanning
itself is the cause for the formation of these pits.

A zoom-in of the fourth scan as well as a corresponding height profile can be seen in
Figure 3.14. Again a step height of around 0.3 nm is measured (as in Section 3.3.1)
while the pits seen on the lower terrace have a depth between 0.1 and 0.15 nm. This is
in agreement with one layer of ZnO missing. As the ZnO(1010) step is a double layer
of these ZnO dimers, the vacancies are not a step height deep but can have less than
half that depth, as has been observed in Ref. [84]. This is illustrated in Figure 3.15.
The larger-resolution image in Figure 3.16 shows that the Zn lines stay intact in between
the vacancies. The smallest vacancies, marked with a blue circle, can be identified as
a vacancy of one dimer when comparing to simulated STM images based on density
functional theory from Ref. [121]. However, most vacancies in this image have already
become larger and must consist of several missing dimers. At this stage they can ap-
pear longer in parallel or orthogonal direction with respect to the Zn lines. However,



56 3 Zn0O(1010) in Water

0.6

B

Height [nm]
o
i

EE——

o
w

0 5 10 15 20
Distance [nm]

Figure 3.14: 40 nm x 40 nm zoom of the last image in Figure 3.13 with the corresponding
height profile indicated in blue. For better visibility of the pits the image is a plane filter
merged with its derivative, whereas the height profile is taken at a most common normal

plane filter.

during longer scanning, where the vacancies connect to a network as seen in Figures
3.13 and 3.14, they are more often connected in the direction perpendicular to the Zn
lines. This suggests that the vacancy growth is favored in the [0001] direction at this
stage. As the resolved Zn lines in Figure 3.16 run diagonally from the upper left to the
lower right corner of the image, the fast scanning direction of the STM tip (horizontally
in all images shown) is at an angle of about 45° with respect to the [0001] as well as
the [1210] direction. It is thus unlikely that the movement of the tip is the main reason
for the preferred direction of the vacancy lines along one direction.

When scanning at bias voltages between 2 V and 3 V, a terrace is covered with va-
cancies within five to eight scans on the same position. However, when scanning with
the same tip speed but bias voltages of 4 V or higher a terrace is already covered with
vacancies in the first image taken (data not shown). Although the tip is farther away
from the surface, a higher bias voltage also leads to a higher charge on the ZnO surface.
The apparent difference between the behavior at 3 V and 4 V could be related to the
bandgap of ZnO at 3.4 V [117]. It is thus likely that electronic effects play a role in the
removal of the ZnO dimers. However, although the bias voltage is applied to the whole
surface, areas without vacancies can be found when moving to an area that was not
scanned previously. Thus, the charge alone is not sufficient to create the vacancies. It
is rather the (local) tunneling current or a combination of charge effect and mechanical
interaction with the tip that is responsible for removing ZnO dimers from the surface.
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[0001]

Figure 3.15: Top view (top) and side view (bottom) of a schematic representation of the
Zn0O(1010) surface with one dimer vacancy. Zinc atoms are grey and oxygen atoms red.
Atoms in transparent colors are further away from the viewer. The blue line indicates one
step height of ZnO(1010).
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Figure 3.16: 20 nm x 20 nm STM image of ZnO(1010) after roughly 160 cleaning cycles taken
at 400 K with + 2.5 V and 50 pA. The image has been merged with its derivative for better
visibility of the Zn lines.

The same tunneling current and voltages up to 4 V were used in the images in Figures
3.1 and 3.2. Nevertheless, a significantly smaller amount of vacancies is visible in these
images, which were taken after less cleaning cycles. In light of the loss of conductivity
with repeated preparation described in Section 3.5.1 it is possible that the conductivity
was already lower to some extent in the images taken in Figures 3.13 to 3.16, allowing
the tip to move closer at all voltages. This suggests that the proximity of the tip is
relevant for the vacancy formation and the tunneling current alone is not sufficient. As
the mechanism responsible for the conductivity of zinc oxide is not completely under-
stood however, it cannot be excluded that the loss of conductivity is directly related to
the underlying electronic effect which enables the vacancy formation. In images taken
after even more cleaning cycles, like shown in Sections 3.3.2 and 3.3.4, the formation
of vacancies is not observed anymore. These high-pressure scans cannot be directly
compared to the scans shown here however, as a number of other processes could be
taking place under the influence of gases. Adsorbates can increase the conductivity and
thus the tip-sample distance. Additionally, the resolution on the terraces, for example
in Figure 3.8(a), is significantly lower, such that a small vacancy density might be
present but not visible in the images. Additionally, the roughening observed at these
pressures starts as soon as the gas is introduced, diminishing the resolution on the
small ZnO(1010) patches which are left between the steps.
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Figure 3.17: 20 nm x 20 nm STM image of the as-prepared ZnO(1010) surface after more than
300 cleaning cycles taken at 400 K with + 3 V and 50 pA including the corresponding height
profile indicated in blue. For better visibility of the Zn lines the image is a plane filter merged
with its derivative in a ratio of 2:1, whereas the height profile is taken at a most common

normal plane filter.

3.5.3 Incorporation of Argon

In the high-resolution image obtained after about 100 cleaning cycles shown in Figure
3.1(b), brighter and darker areas of about 6 nm diameter can be seen overlaid on the
Zn lines. This larger-scale corrugation increases with repeated preparation. It is seen
again in Figure 3.16 after about 160 cleaning cycles and more clearly in an image taken
after more than 300 cleaning cycles as shown in Figure 3.17. As the Zn lines are not
interrupted, the height variances must stem from a subsurface structure. The height
profile in Figure 3.17 shows that after more than 300 cleaning cycles the height vari-
ation has different levels and is on the order of 0.1 nm. Areas with the same height
level can extend up to tens of nanometers. The onset of such a structure is visible in
an STM image of ZnO(1010) in Figure 4(a) in Ref. [118], where it was not investigated
further. Shi et al. observe comparable structures on ZnO(1010) that they identify as
subsurface defects [87,89].

It is likely that the height variations observed here are due to the incorporation of
argon ions while sputtering during the surface preparation (see Section 3.5.1). Such
subsurface ions or so-called argon bubbles have been observed previously with STM on
a number of single-crystalline surfaces. Among these are O-ZnO(0001) [118], Co(0001)
[127], Ru(0001) [128], Al(111) [129], and PtSi on Si(100) [130]. The last example shows
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that argon bubbles can reach diameters of up to the order of a hundred nanometers.
This suggests that the dimensions observed here are not unrealistic, although the sig-
nificantly higher argon acceleration voltage of 20 to 160 kV used in Ref. [130] could
facilitate the incorporation and growth of the bubbles. The shape difference between
the round argon bubbles observed in the literature on other materials and the net-
work of more irregular height variations in Figure 3.17 could stem from argon bubbles
merging over time with increasing incorporation. In comparison to ZnO(1010) imaged
in Ref. [118], the images presented here are taken after significantly more sputtering
and annealing (hundreds instead of tens of cycles), which can explain the more severe
height variations observed. Additionally, the higher argon acceleration voltage chosen
here (1.4 kV instead of 1 kV in Ref. [118]) could influence the severity and speed of
the argon incorporation.

Although the surface layer of the material is not interrupted by argon bubbles, they
are known to change the properties of the surface to an extent that can influence its
interaction with gases [128,129]. This suggests that argon bubbles have to be taken

into account when interpreting measurements on single-crystal model catalysts.
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Figure 3.18: (a) F 1s peak and (b) C 1s peak of ZnO(1010) taken at room temperature. The
as-prepared surface is compared to the same surface after exposure to the reactor seal as well

as after an additional annealing step.
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3.5.4 Influence of the Reactor Seal

As explained in Section 3.2.1, the reactor is sealed off from the UHV chamber with a
Kalrez seal directly on the sample. Although the area of the sample probed by STM
is sufficiently far away from the area touched by the seal (on the order of millimeters),
residues from the seal need to be removed in order to prevent migration to the probed
area. The X-ray photoelectron spectroscope used here probes a lager area of the sur-
face and can thus detect fluorine and carbon residues from the seal. As can be seen in
Figure 3.18, no carbon or fluorine is detectable on the as-prepared ZnO(1010). After
exposure to the seal for 3 hours at RT, while keeping the sample in ultra-high vacuum,
carbon as well as fluorine are visible in XPS. Annealing the surface to 794 K for one
hour removes these residues.

The behavior of the Kalrez seal is temperature-dependent. With increasing tempera-
ture the seal between the high-pressure side and the vacuum side generally improves
as can be observed in terms of the leak rate into the ultra-high vacuum chamber. Ad-
ditionally, an elevated temperature facilitates removing the seal from the sample after
a high-pressure STM measurement. In order to keep the forces on the sample as small
as possible and prevent damage to the specialized oxide sample holder, the seal needs
to be removed from the ZnO(1010) crystal at 400 K surface temperature. This needs
to be taken into account when interpreting measurements taken in UHV after removal

of the seal including UHV STM, spectroscopy, and diffraction data.
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4.1 Introduction

Whereas conventional power plants can be turned on and off as needed, the energy
output of wind and solar plants varies with the weather and the time of day. Therefore,
the transition to sustainable energy sources requires the development of efficient energy-
storage methods. A viable option is to store the energy in the form of chemicals such
as methanol. As a liquid at room temperature [71], methanol is simple to store and it
is biodegradable [70]. In comparison to other hydrocarbons, methanol has the highest
hydrogen-to-carbon ratio. The energy stored in the form of methanol can be harvested
by converting it to hydrogen via methanol steam reforming [72,76]. However, for the
use in fuel cells this hydrogen needs to be free from carbon monoxide, a byproduct of
methanol steam reforming, to prevent poisoning of the fuel-cell anode [74]. In Section
3.1 of this thesis we mention the strong research effort to improve the selectivity of
methanol steam reforming catalysts towards COz instead of CO. An alternative solution
is removing the traces of CO over a second catalyst via preferential CO oxidation, which
takes place in the hydrogen environment without oxidation of the Hs:

2 CO + 02 — 2 COQ (41)
2 Hy + Oy /4 2 HyO (4.2)

Compared to conventional CO oxidation catalysts such as platinum and palladium,
gold-based catalysts are more suited for this application, since they are more selective
for the oxidation of CO instead of Hy at low temperatures [131-133]. Gold-based cat-
alysts have shown CO oxidation activity at temperatures as low as room temperature
[134]. They are thus additionally interesting for improving the 3-way car catalyst,
which is currently not efficiently oxidizing CO during the cold start-up of the car [135].
There has been research into the catalytic activity of gold nanoparticles deposited on
oxide supports for more than 30 years [136-141]. Inverse model catalysts of oxide par-
ticles on metal single crystals are widely applied as well due to the ease of controlled
preparation and application of surface-science techniques, especially in ultra-high vac-
uum [29,141,142]. On Au(111) single crystals various oxide nanoparticles have been
prepared. Among these are CeOy [143], MoOg [144], MgO [145], CoO [146], Fe2O3
[147], and TiO- [148]. However, inverse model catalysts on gold single crystals are
not only a useful research tool but can also show even higher CO oxidation activities
than their non-inverse counterparts as suggested by Palomino et al. [34]. In their
study, TiO2/Au(111) showed the highest activity of all tested catalysts. For inverted
as well as non-inverted catalysts it is clear that the active site lies in the interface
region between support and particles [149-151] and metal-support interactions have
been observed [34,152,153]. However, the exact oxidation state of gold during the re-

action remains under debate. The oxidation of gold is believed to not be possible from
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molecular oxygen [154-156] and more specifically under CO oxidation conditions [157].
There is evidence that a gold oxide prepared with ozone would be less active than
metallic gold [158]. However, other work has suggested that oxidized gold is the active
species during CO oxidation [159,160]. Additionally, there is evidence that water can
promote the CO oxidation reaction [161-163] and could even make the oxide support
unnecessary [164].

The challenges in investigating the presence of a gold oxide with spectroscopy tech-
niques are the low signals stemming from small amounts of surface oxides as well as
the influence of exposing the sample to air and thus water between the reaction and
the characterization as is necessary in many laboratories. However, crystalline surface
oxides can be detected via atomically resolved microscopy as well [96,165-167].

Our in situ scanning tunneling microscope allows for the imaging of the support and
the full inverse model catalyst under reaction conditions. In this chapter we present
evidence for the presence of a gold oxide on Au(111) after exposure to oxygen (Section
4.3.1) and differentiate between the influence of the water background in the reactor
(Section 4.3.2), the CO in the reaction mixture (Section 4.3.3), the TiO2 nanoparticles
(Section 4.3.4), and finally contaminants on the gold substrate (Section 4.3.5). In the
outlook in Section 4.4 we give a suggestion on how the presence of the gold oxide on
this model catalyst could be confirmed using spectroscopy.

4.2 Materials and Methods

4.2.1 Sample Preparation

The Au(111) single crystal was purchased from SPL and prepared with cycles of argon
ion sputtering at 1 kV to 1.4 kV acceleration voltage and annealing to between 800 K
and 850 K in UHV. Whenever carbon particles were visible in the STM, the crystal
was additionally annealed in 1-107% mbar of O, to between 750 K and 800 K until the
carbon was removed. This was followed by at least ten cycles without annealing in
oxygen before running an experiment.

For the preparation of the TiOs/Au(111) model catalyst titanium was deposited onto
the clean, metallic Au(111) using an e-beam evaporator from Oxford Applied Research.
The deposition was performed in an oxygen background of 1-10~% mbar at room tem-
perature. Subsequently the crystal was annealed to 850 K in 5-10~% mbar of O, for
20 min and cooled down in the same oxygen pressure until below 500 K. To exclude
any influence from titanium residue or alloying of titanium with gold the experiments
in Sections 4.3.1 to 4.3.3 and 4.3.5 were performed on a crystal that had not been
exposed to titanium whereas another crystal was used solely for the experiments on
TiOg/Au(111).
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Figure 4.1: (a) 300 nm x 300 nm STM image of the as-prepared Au(111) surface and (b)
10 nm x 10 nm STM image of the same surface with atomic resolution. Both images are taken
in UHV at room temperature with — 1 V and 50 pA.

4.2.2 The ReactorSTM

As described in more detail in Section 3.2.1 and in Ref. [44], the ReactorSTM setup
allows for scanning tunneling microscopy in ultra-high vacuum as well as in up to 6 bar

of gases and at up to 600 K. Without leaving the vacuum chamber the sample can be
moved between preparation, STM, LEED /Auger, and XPS.

4.2.3 Gases

The amount of water in our gas system was measured for 1 bar Ar and 1 bar O, with a
result on the order of 1 mbar of water. Section 3.2.2 describes the measurement process
and that the water background in our system is likely independent of which gases are
used. In the following we have used Ar 5.0 from Westfalen [97], Oz 5.0 from Westfalen
[168], and CO 4.7 from Air Liquide [169]. The CO contains less than 5 ppm of Oa.

4.3 Results and Discussion

4.3.1 Gold Oxide on Au(111)

Figure 4.1(a) shows an overview of the as-prepared Au(111) surface with the well-known
herringbone reconstruction visible as brighter lines with straight sections as well as so-

called elbows. The hexagonal unit cell of Au(111) can be seen in the zoomed-in image
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Figure 4.2: (a) 300 nm x 300 nm STM image of Au(111) after exposure to 0.8 bar Oz at room
temperature for 1 h. For better visibility of the structure next to the step edges (marked with

black squares) the image is merged with its derivative in a ratio of 1:15. (b) 10 nm x 10 nm
STM image of the newly formed structure indicating the rectangular unit cell in blue. Fol-
lowing the black line deviations from the unit cell can be seen, which are discussed in the
supplemental information (Section 4.5.2). Both images are taken in UHV at room tempera-
ture with — 1 V and 50 pA.

in Figure 4.1(b) including part of a herringbone in the upper right corner.

After exposing this surface to 0.8 bar O at room temperature for 1 h, the herringbone
is still present on most part of the terraces (see Figure 4.2(a)). Additionally, islands of
another structure with a height of about (0.09 & 0.02) nm are visible on step edges as
marked with black squares. An area as large as the square (10 nm x 10 nm) is shown
close up in Figure 4.2(b). Averaging over tens of STM images the size of the unit cell is
determined to be (0.50 £ 0.07) nm in the longer direction and (0.37 £ 0.03) nm in the
shorter direction with the standard deviations as error. As shown in the supplemental
information (Section 4.5.1), the same unit cell is observed when the Au(111) surface is
exposed to atomic oxygen before the exposure to atmospheric oxygen pressures. Addi-
tionally, it has been observed in STM by Min et al. after exposing Au(111) to ozone (see
Figure 9 in Ref. [165]). Overall, this allows for identifying the islands as surface gold
oxide. When using atomic oxygen, the oxide can also grow on the terraces (see Figure
4.12(b) in the supplemental information) as opposed to only at step edges as in Figure
4.2. This allows for the observation of three different orientations of the oxide unit
cell as is to be expected for a rectangular structure on top of the hexagonal Au(111)

substrate. The presence of the unit cell seen in STM is additionally evidenced by a
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Figure 4.3: (a) LEED image taken of Au(111) after O2 exposure (78 eV electron energy).
Measurement done by Dajo Boden, Leiden Institute of Chemistry. (b) Simulated LEED
image based on the unit cell measured in STM including the Au(111) substrate in black and

the three different possible orientations of the oxide overlayer in blue, orange, and green.
Corresponding spots in (a) and (b) are marked with numbers 1 to 5. The simulated LEED
image is made using LEEDpat [170].

LEED measurement as seen in Figure 4.3(a). This is in agreement with the simulated
LEED image of the unit cell in Figure 4.3(b) and shows all three different orientations.
Additional details on the unit cell of the gold oxide and a model for the structure of
the oxide is given in the supplemental information (Section 4.5.2).

Although we can detect the presence of oxygen on the surface with XPS (data not
shown), the surface sensitivity of our lab setup is not large enough to distinguish be-
tween adsorbed atomic oxygen and gold oxide (for details see Section 4.4). Note that
in order to observe the unit cell in LEED and the presence of oxygen in XPS a higher
coverage of the gold oxide is needed, which can only be achieved on contaminated sam-
ples in the presence of CO as described in Section 4.3.5.

4.3.2 The Role of Water

The theoretical dissociation barriers of Oz on the Au(111) terraces of 2.23 eV and on
the Au(111) step edge of 1.16 eV [171] suggest that Oy dissociation even on the step
edge is unlikely in pure Os. To test whether water could deliver the necessary atomic
oxygen, the as-prepared Au(111) was exposed to 0.8 bar argon for 1 h and thus the
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Figure 4.4: 150 nm x 150 nm STM image of the as-prepared Au(111) surface after 1 h in
0.8 bar argon, containing roughly 1 mbar of water, at room temperature. The image is taken
in UHV at room temperature with — 1 V and 50 pA.

same amount of water as was present during the Os exposure. No oxide islands could
be found after this water exposure and the herringbone reconstruction stayed intact
as can be seen in Figure 4.4. Water alone does thus not cause the formation of gold
oxide, which can be understood on the hands of theoretical dissociation barriers as
well: Whereas the dissociation barrier of HoO is somewhat lower than the barrier of
O on the terraces with 1.80 eV [172], it is slightly higher than the barrier of Oz at the
step edges with 1.33 €V [173]. However, Liu et al. [174] have shown that the presence
of water reduces the dissociation barrier of oxygen on the steps of Au(111). With two
water molecules per oxygen molecule the barrier is already reduced to 0.54 eV and
with a larger amount of water molecules the barrier can be as low as 0.15 eV. Given
that our gas mixtures contain on the order of 1 mbar of water, it is probable that this
water-assisted dissociation of molecular oxygen on the Au(111) steps supplies the first
atomic oxygen from which the gold oxide can start growing. However, only one island
per 320 nm x 320 nm is present on average after 1 h of oxygen exposure showing that
this is still a rare event. Once an island of gold oxide exists, it is believed to be able to
dissociate more Oy from the gas phase [165,175] allowing the islands to keep growing
away from the step. In situ images of the formation of gold oxide are shown in the
supplemental information (Section 4.5.3).
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Figure 4.5: 300 nm x 300 nm STM images of Au(111) (a) after 1 h in 1 bar of 4 O2 + 1 CO and
(b) after 1 h in 0.2 bar CO, respectively. The images are taken in UHV at room temperature
with (a) — 1 V and (b) — 1.5 V, and 50 pA. Black squares mark islands of gold oxide. White

circles mark structures which likely consist of carbon.

Figure 4.6: 150 nm x 150 nm STM image of Au(111) after 88 min of exposure to increasing
CO pressure followed by 13 min at 1 bar. The image is taken in 1 bar CO at room temperature

with — 1 V and 50 pA. Horizontal lines caused by a disturbed STM tip have been removed.
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4.3.3 The Influence of CO

Figures 4.5(a) and (b) show Au(111) after exposure to CO oxidation conditions (1 bar
4 Oz + 1 CO) and 0.2 bar CO for 1 h, respectively. Comparing several images of
these measurements with the images of the sample exposed to oxygen only (see Figure
4.2(a)), the number and size of the gold oxide islands are comparable. This indicates
no promoting or inhibiting influence by the CO on the oxidation of clean Au(111).
There is no evidence in the literature that CO itself dissociates on Au(111) and ad-
sorption is only possible at the steps [176-178]. However, after exposure to only CO,
additional structures with roughly round shapes can be observed as bright spots on
the terraces in Figure 4.5(b) marked with white circles. As discussed in more detail
in the supplemental information (Section 4.5.4), these are likely carbon structures, but
whether they stem from the CO itself or from contaminants in the gas bottle is unclear.
As most of these structures are observed on the terraces and not in proximity to the
oxide islands, any relevance for the formation of the oxide can be deemed unlikely. As
suggested above (see Section 4.3.2), the first Oy dissociation initiating the growth of
an oxide island is a rare event. Therefore, it is reasonable that the 10~ mbar range
of Oy present in 0.2 bar CO (see Section 4.2.3) is sufficient to produce a roughly com-
parable number of islands as in 0.8 bar O;. However, it could be expected that the
self-catalyzed growth of existing islands from Oy would proceed more slowly here. We
cannot find conclusive evidence for this when comparing average sizes of islands for
multiple images after exposure to the different gas compositions. Thus it is likely that,
in the pressure range studied here, the amount of Os in the gas phase is not the limiting
factor for the growth speed.

Figure 4.5(b) additionally clearly shows that the herringbone reconstruction is still
intact after CO exposure. This is further confirmed in Figure 4.6 showing an in situ
image of the Au(111) in 1 bar CO after 12.7 min at this pressure with the herringbone
intact. This contradicts Piccolo et al. [179] observing a complete lifting of the herring-
bone in 333 mbar CO, which is not reversible when returning to UHV. We comment
further on this in Section 4.3.5.
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Figure 4.7: 110 nm x 110 nm STM image of the as-prepared TiO2/Au(111) taken in UHV at
room temperature with + 3 V and 50 pA. In order for the particles and the herringbone to
be visible simultaneously the image was flattened and merged with its derivative.

4.3.4 Gold Oxide on TiO,/Au(111)

Figures 4.7 and 4.8(a) show the as-prepared TiOz/Au(111) model catalyst. The
nanoparticles are roughly between 5 nm and 15 nm wide and show an apparent height
between 0.6 nm and 1.9 nm in the STM. Triangular, hexagonal, and more elongated
shapes can be recognized suggesting a crystalline structure. In general, the TiOq
nanoparticles are in agreement with those prepared by Biener et al. [148]. A more
detailed analysis can be found in Ref. [180].

In Figure 4.8 the as-prepared TiO3/Au(111) surface is compared to the same surface
after exposure to Oy, CO oxidation conditions, and CO, respectively. Under all con-
ditions, islands of gold oxide are formed at step edges as marked with a black square.
The amount of gold oxide is comparable to the amount seen when exposing only the
Au(111) substrate as presented in Sections 4.3.1 and 4.3.3. Specifically, no oxide islands
are observed on the terraces despite the presence of the TiO5 nanoparticles suggesting
that no spillover of atomic oxygen from the titania to the gold substrate takes place.
Studies on TiO3 single crystals suggest that dissociation of molecular oxygen is pos-
sible at oxygen vacancies in the titania at room temperature [181]. Additionally, the
dissociation is increasingly more likely with higher vacancy density [182]. If oxygen
dissociation takes place on the titania in our case, the resulting oxygen atoms might
thus rather remain on the nanoparticles curing vacancies instead of spilling over to the

gold substrate.
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Figure 4.8: 300 nm x 300 nm STM images of TiO2/Au(111) (a) as-prepared, (b) after 1 h in
0.8 bar Og, (c) after 1 h in 1 bar of 4 Oz + 1 CO, and (d) after 1 h in 0.2 bar CO, respectively.
All images are taken in UHV at room temperature with + 3 V and 50 pA. Black squares mark

islands of gold oxide. The size of the squares corresponds to the size of the atomic-resolution

image of the gold oxide in Figure 4.2(b).
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Figure 4.9: 300 nm x 300 nm STM images of contaminated Au(111) (a) as-prepared and (b)
after 1 h in 0.8 bar Oz. The images are taken in UHV at room temperature with (a) — 2V
and (b) — 1.5 V, and 50 pA. Black squares mark islands of gold oxide.

Figure 4.10: 120 nm x 120 nm STM image of a terrace of contaminated Au(111) after 1 h in
0.8 bar O2. The image is taken in UHV at room temperature with + 1.5 V and 50 pA.
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4.3.5 Sensitivity to the Cleanliness of the Substrate

Figure 4.9(a) shows the Au(111) substrate in a contaminated state, which is present
when a newly purchased single crystal has been submitted to less cleaning cycles than
needed to fully clean the crystal (as in Figure 4.1). Bright spots on elbows of the
herringbone as well as darker spots in between the reconstruction lines are visible on
the contaminated gold. Carbon as well as other metals are typical candidates for these
contaminants. However, the amount present on the surface is not sufficient to allow for
a spectroscopic characterization with the methods available in the ReactorSTM setup
(XPS and AES). Additionally, this means that the amount of contamination cannot
be quantified precisely and repeated preparation of this surface will lead to deviations
in the amount and nature of contaminants present. However, general trends can be
observed compared to the clean gold when exposing a contaminated surface to the
same gas environments.

Figure 4.9(b) shows that the exposure to 0.8 bar Oz leads to a comparable number and
size of gold oxide islands as on the clean gold in Figure 4.2(a). However, most of the
terrace does not show the herringbone reconstruction anymore. This can be seen more
clearly in Figure 4.10. Areas which appear amorphous (meaning that no atomic reso-
lution could be achieved) are separated by single lines of herringbone. This suggests
a mobility of the surface gold atoms during O exposure. A restructuring of Au(111)
can be expected from literature under exposure to atomic oxygen (or ozone) [183,184]
as well as in Oy at elevated temperatures [185-187]. As the amount of gold oxide is
comparable to the case of clean gold, the presence of significantly more atomic oxygen
is unlikely. It is more probable that the contaminants promote the restructuring by
O, similar to the effect of an elevated temperature. For the case of oxygen exposure
we have not been able to achieve the necessary resolution in situ to determine whether
the herringbone on clean gold is lifted as well but recovers when returning to UHV.
Thus it remains unclear whether the contaminants are the cause of the changes on the
terrace or whether they only prevent them from being reversible.

When CO is present in the gas mixture (Figure 4.11(a) and (b)), the number of gold
oxide islands can be higher than on clean gold and oxide islands which are not con-
nected to a step edge are observed. This suggests that the contaminants form sites on
the step edges as well as on the terraces where oxygen can dissociate aided by CO (and
possibly by water) more readily than on clean gold. It is possible that these dissociation
sites are the contaminants themselves, low-coordinated Au atoms caused by the con-
taminant, or a combination of both. Other metals are known to dissociate O directly
[156]. However, density functional theory calculations suggest that the presence of CO
hampers the Oy dissociation on Pd and Pt single crystals [188,189]. Silver is the most
likely bulk contaminant in the gold single crystal according to the analysis provided by
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Figure 4.11: 300 nm x 300 nm STM images of contaminated Au(111) (a) after 1 h in 1 bar of
4 O2 + 1 CO and (b) after 1 h in 0.2 bar CO, respectively. The images are taken in UHV at
room temperature with (a) — 1.5 V and (b) — 1 V, and 50 pA. Black squares mark islands

of gold oxide and blue circles mark a certain type of contaminants that blocks the growth of
islands. A white circle marks a structure which likely consist of carbon. For better visibility
of the herringbone on the terraces the image in (b) is merged with its derivative in a ratio of
1:2.

the supplier. Although Ag(111) is inert for Os dissociation, low-coordinated Ag sites
might easily split Oy [156]. Carbon as a possible contaminant is a less likely candidate
for O dissociation [190,191]. As described in detail in the supplemental information
(Section 4.5.4), we identify carbon structures on the surface after CO exposure (see
also area marked with a white circle in Figure 4.11(b)). That many of these areas are
observed on the terraces without gold oxide islands connected to them confirms that
carbon is likely not responsible for the promotion of gold oxide formation observed in
Figure 4.11(a) and (b).

We do not only observe more gold oxide islands, but a single island can also grow larger
than on clean gold during the same exposure time. As we identify the O5 dissociation
on already oxidized gold as responsible for this in Section 4.3.2, we have to conclude
here that the dissociation promoted by contaminants is more efficient than the self-
catalyzed growth or that the latter is promoted by the contaminants as well.

In Figure 4.11(a) blue circles mark positions where it can be seen that contaminants,
possibly of a different nature, are able to block the growth of the oxide islands as well,
which leads to more irregular shapes. As a common contaminant that is known to form

pinning sites on Au(111) and does not promote O2 dissociation, it is likely that this
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contaminant is carbon.

Apart from the gold oxide islands, the terraces of the gold substrate are influenced as
well. Similar to after oxygen exposure, a lifting of the herringbone is observed with
only a few lines left after exposure to the reaction mixture. As this suggests that the
surface atoms of gold are mobile during the exposure, it is possible that it aids in the
formation of sites of low-coordinated gold atoms and/or contaminants where stronger
O, dissociation takes place. As the herringbone is not lifted after exposure to pure CO
(Figure 4.11(b)), the more complete lifting of the herringbone in the mixture (Figure
4.11(a)) compared to O exposure (Figure 4.9(b)) cannot be interpreted as a sign of
a promotion by CO. However, as explained above, a deviation in the exact amount of
contaminants could likely cause the more complete lifting in the mixture. Although
the contaminants seem to promote the restructuring of the herringbone in Os, they are
not sufficient to lead to a loss of herringbone in CO in our case. Thus, the presence
of the type of contaminants observed here cannot explain the discrepancy stated in
Section 4.3.3 where no lifting of the herringbone in CO is observed despite evidence to

the contrary in the literature [179].

4.4 Conclusions and Outlook

We have presented evidence for the formation of surface gold oxide on
TiO2/Au(111) model catalysts under exposure to Oz, CO, or a mixture of both at
atmospheric pressures. The formation is likely enabled by water in all gas mixtures
and can be strongly promoted by CO when contaminants are present on the Au(111)
substrate. Taking into account that under industrial conditions the same or more water
is present and the gold is less pure, it is reasonable to assume that gold oxide could be
formed during the reaction on a realistic catalyst. As we do not see any influence of
titania on the gold oxide formation, it is unlikely that the transfer of atomic oxygen
from one to the other is a possible step in the CO oxidation mechanism. Assuming
that our conclusion about the role of water is correct, our observations cannot confirm
that titania and water have interchangeable roles as suggested in Ref. [164]. Addi-
tional evidence for the role of water in the formation of gold oxide should be collected
by exposing all as-prepared surfaces studied here to dried gases. Reducing the water
content, in our gas delivery system has not been successful so far for technical reasons.
Although we have observed the presence of oxygen in XPS and the crystalline struc-
ture in STM which has the same unit cell as gold oxide, this does not yet confirm
that gold is in a non-metallic oxidation state during the reaction as proposed in Ref.
[159]. The presence of oxidized gold in a spectroscopic gold signal would be the only
direct evidence that an oxidized gold species is present during the reaction and thus
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Figure 4.12: (a) 10 nm x 10 nm STM image of O/Au(111) prepared using a hot tungsten

filament in oxygen background and subsequently exposed to 1 bar O for several hours. The
rectangular unit cell of gold oxide is marked in blue. Following the black line, deviations from
the unit cell can be seen, which are discussed in Section 4.5.2. (b) 140 nm x 140 nm STM
image of the same surface showing the three possible orientations of gold oxide islands marked
with black squares of 10 nm x 10 nm. The images are taken in UHV at room temperature
with (a) + 0.3 V and 140 pA, and (b) + 1 V and 80 pA.

confirm that a real gold oxide and not just an adsorbed oxygen species has been ob-
served here. As the coverage of the surface oxide is limited to less than a monolayer,
a highly surface-sensitive measurement is needed to distinguish the oxidized gold peak
from the bulk metallic gold peak stemming from the substrate. This could be achieved
using synchrotron XPS. As atomic oxygen or ozone is necessary to form the oxide in
UHV, studying its formation under CO oxidation conditions will require near-ambient
pressure XPS.

4.5 Supplemental Information

4.5.1 Gold Oxide Formed from Atomic Oxygen

For comparison to the surfaces studied above, one gold sample was oxidized in O, after
depositing a seed of atomic oxygen. In this case a tungsten filament facing the surface
was turned on in an oxygen background on the order of 1-10~° mbar for 75 min before
exposure to atmospheric pressures of Os. As shown in Figure 4.12(a), this leads to the

formation of the same structure as described in Section 4.3.1 as evidenced by the same
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Figure 4.13: (a) Comparison of the measured gold oxide unit cell to the unit cell of the
Au(111) substrate. Lengths in nm. (b) Proposed structure of the surface gold oxide showing
gold atoms in gold and oxygen atoms in red.

rectangular unit cell. In the larger overview in Figure 4.12(b), it can be seen that the
use of an atomic oxygen seed allows for the growth of gold oxide islands which are not
connected to a step. In this case, the three possible orientations of the rectangular gold
oxide unit cell on top of the hexagonal unit cell of the gold substrate can be seen.

4.5.2 Structure of the Gold Oxide

On a larger scale, the crystalline gold oxide shows slight deviations from the unit cell
measured in Section 4.3.1: When following the black lines drawn in Figures 4.2(b) and
4.12(a) parallel to the short side of the gold oxide unit cell, it can be seen that the
brightest spots are not always centered on this line but some appear slightly above or
below the line. This can be explained by comparing the measured gold oxide unit cell
to the unit cell of the Au(111) substrate as is done in Figure 4.13(a). The long side
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of the measured oxide unit cell of (0.50 £+ 0.07) nm agrees with the shortest distance
between two gold atoms in the vertical direction in 4.13(a). However, the short side of
the measured oxide unit cell of (0.37 & 0.03) nm does not match with the substrate unit
cell. This indicates that the actual unit cell of the gold oxide including the Au(111)
substrate is larger and contains the measured 0.5 nm x 0.37 nm unit cell multiple times.
Figure 4.13(a) shows that a reasonable agreement with the substrate can be achieved
when the actual gold oxide unit cell is at least seven times as long as the measured
gold oxide unit cell.

Despite the actual unit cell not being known unambiguously, we want to offer a rough
idea of the structure that the gold oxide could have. Inspired by similar surface oxide
structures on Pt(111) [192,193] this structure is given in Figure 4.13(b). Rows of gold

atoms (gold) are lifted out of the surface with oxygen atoms (red) on either side.

Figure 4.14: 160 nm x 160 nm STM images of Au(111) in 0.2 bar CO at (a) 0 min, (b) 2.2 min,
(c) 4.8 min, (d) 13.1 min, (e) 17.5 min, and (f) 24.1 min since the start of the exposure. All

images are taken with — 1 V and 50 pA. No more than five horizontal lines were removed

from each of the images. A global plane filter which does not reflect the step edges correctly
was chosen because it allows for a clearer visibility of the herringbone as well as the gold
oxide island on the largest terrace in the image. Islands of gold oxide are marked with a black

square of 5 nm x 5 nm.
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4.5.3 Formation of the Gold Oxide

Figure 4.14 shows the formation of a gold oxide island on Au(111) in 0.2 bar CO. Upon
introducing the gas to the reactor the gold oxide (marked with black squares) starts to
grow almost immediately, starting from the step edge. The island on the lower right
grows primarily in the direction towards the upper left corner of the images whereas it
does not grow significantly in the orthogonal direction anymore from (d) on. In most
cases where no step edges or nanoparticles limit the available space, we observe gold
oxide islands which are longer parallel to the long side of the rectangular unit cell,
which indicates a preferred growth direction.

The growth seen from Figure 4.14(a) to (f) takes place within 24 min. It would be
interesting to see whether this growth speed is limited by the low oxygen pressure
present here or by other factors. Unfortunately, observing the formation in situ was so
far only possible in pure CO and not when significant amounts of oxygen are present.
We attribute this to a different interaction of the gases with the tip of the scanning
tunneling microscope. Whereas the CO can surely adsorb on the platinum iridium tip
it does not seem to influence the imaging too much. On the other hand, oxygen might
oxidize the tip and roughen it which could explain a strongly diminished resolution
observed here. Images taken in O often show that multiple points on the tip tunnel
at the same time.

4.5.4 Carbon Structures after CO Exposure

On clean as well as contaminated Au(111), structures form during CO exposure which
are not present after exposure to the reaction mixture. The first of these structures
is marked with white circles in Figures 4.5(b) and 4.11(b). It can be seen over the
entire terrace suggesting that it is unrelated to the formation of the gold oxide islands.
Taking a closer look in Figure 4.15, regular lines are visible in this structure. It strongly
resembles the carbon film on Pt(111) observed by Starr et al. (Figure 1(c) in Ref. [194]).
We measure the line-to-line distance in their image as 0.33 nm, which is the graphite
layer distance [195] and thus supports the interpretation of Starr et al. that their
film consists of small graphite domains. In contrast, the line-to-line distance in our
structure is (0.51 4 0.02) nm, as concluded from averaging over multiple images. The
height with respect to the gold substrate appears between 0.06 nm and 0.15 nm in the
STM. As can be seen in the height profile in Figure 4.15, multiple layers of the smallest
height of 0.06 nm seem to be present. The line-to-line distance we measure agrees with
the line-to-line distance of diamond(100)-2x1 [196,197]. The measured layer thickness
is somewhat lower than the step height of diamond(100)-2x1, which is 0.089 nm as
calculated from the crystal structure [198] and observed in Ref. [196]. However, the
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Figure 4.15: 40 nm x 40 nm STM image of contaminated Au(111) after exposure to 0.2 bar
CO for 1 h. The image is taken in UHV at room temperature with — 1 V and 50 pA. For
better visibility of all structures the image was merged with its derivative. A black square of
5 nm x 5 nm marks a gold oxide island. Another structure formed appears yellow. A height
profile through one of these is drawn on the right and is indicated by the blue line in the STM

image.

Figure 4.16: 10 nm x 10 nm STM images of the second structure observed after CO exposure

showing the two different appearances in (a) and (b). The unit cell is marked with a white
square. The images are taken in UHV at room temperature with (a) — 1V and (b) — 1.5V,
and 50 pA. For better visibility of the details inside the unit cell the image in (b) is merged
with its derivative in a ratio of 4:1.
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height could be underestimated in our STM, especially as the structure is likely not
completely conductive [199]. There is some evidence that on Au(111) diamond should
rather grow as the diamond(111) orientation [200,201]. On the other hand, theory
suggests that diamond(111) does not interact strongly with gold [202], which could
allow for other orientations to grow as well. Overall, we have to conclude that further
investigation is needed to unambiguously identify this structure.

As to the origin of the carbon, direct dissociation of adsorbed CO can be excluded as
the atomic oxygen would form gold oxide next to every carbon structure. However,
dissociation via another route which does not leave atomic oxygen on the surface cannot
be excluded. Additionally, the hydrocarbon background from the CO bottle could cause
the deposition of carbon. A clear conclusion cannot be reached without further research
into the formation of the structure, which could be done by intentionally exposing the
clean Au(111) surface to different sources of carbon.

The second structure observed is shown in Figure 4.16. It can appear in two different
shapes in the STM (shown in (a) and (b)), which have the same squared unit cell with
a length of (0.99 £ 0.02) nm in both directions (see white squares in Figure 4.16), as
concluded from averaging over multiple images. This structure is only found connected
to a step edge, suggesting that it is formed via a different mechanism than the first
structure. However, an adsorption structure of CO itself can be excluded as it should
not be stable in UHV at room temperature for several hours [176-179]. No similar
adsorption structures on Au(111) could be found in the literature. Westenfelder at
al. [203] have grown gold carbide layers on a graphene sheet decorated with gold
nanoparticles. They exhibit an fcc(100) structure in which the quadratic unit cell has
a length of (0.335 £+ 0.01) nm in both directions. Taking the standard deviations into
account the length of the unit cell measured here is in agreement with three times the
length of this gold carbide unit cell. Westenfelder et al. imaged the carbide layers
with transmission electron microscopy, in which the carbon atoms might not be visible
between the gold atoms. As both gold and carbon are visible in STM, the larger unit
cell measured here could be due to variations in the location of the carbon atoms.
However, this would disagree with the three possible structures that Westenfelder at
al. propose for the gold carbide. As it preferentially grows on the Au(111) facet of gold
nanoparticles, the carbide would likely be stable on a Au(111) single crystal surface.
However, it is formed at temperatures close to the melting point of gold in Ref. [203]
such that it is unclear whether a formation via the same mechanism would be possible
at room temperature. Overall, more investigation is needed for a clear identification of
the structure observed here. Specifically, the dependence on bias voltage in STM and
the elemental composition in spectroscopy should be studied. Observing the formation

in CO at higher temperatures as well as studying the thermal stability of the structure
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in UHV would allow for a more conclusive comparison to the gold carbide observed in
Ref. [203].

As both structures observed here do not form in the same partial pressure of CO when
O, is present as well, the oxygen is either able to suppress the formation or remove the
structure after formation. Further experiments are needed to clarify this. Additionally,
the water content in the CO used here could play a role, which should be investigated
by using dried CO.
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5.1 Introduction

The urgent need for sustainable means of transportation is obvious and reflected in
increasingly strict regulations [204]. For certain applications such as in aviation and
maritime shipping, the use of electrical motors will not be feasible in the near future.
Here a sustainable solution, which does not require new infrastructure and vehicles,
is the use of synthetic Fischer-Tropsch fuels. During Fischer-Tropsch synthesis (FTS)
syngas, a mixture of Hy and CO, is converted into long-chain hydrocarbons [205]. The
syngas can stem from natural gas, oil, or renewable feedstocks such as biomass. Ad-
ditionally, there is a strong research effort [206,207] to enable capture and conversion
of CO, for the production of syngas, thereby closing the carbon cycle. The synthetic
production of fuels cannot only reduce COs emissions compared to conventional fuels,
but the resulting fuel is cleaner as well, leading to less CO, NOy, SOy, and particulate
matter emission than conventional diesel [208,209].

Fischer-Tropsch catalysis on a large industrial scale has been demonstrated [210,211].
Typical conditions for so-called low-temperature FTS are 30 bar gas pressure and
200 °C to 240 °C catalyst temperature [212]. Compared to iron-based catalysts, cobalt
supported on various oxide supports shows higher activity and selectivity to linear
alkanes [213-215]. However, cobalt catalysts are prone to multiple deactivation mech-
anisms, which are being researched intensively [216,217]. Among these are carbon
deposition [218,219], sulfur deposition [220,221], and the oxidation of the cobalt [222—
225]. Whereas there seems to be a consensus in this literature that cobalt oxide is
not active, the ability of cobalt to oxidize under Fischer-Tropsch conditions has been
doubted.

As oxidation states are highly sensitive to gas pressure and composition, in situ spec-
troscopy studies are indispensable. The use of near-ambient pressure X-ray photoelec-
tron spectroscopy for the study of late transition metal catalysts has been reviewed
recently [66]. Wu et al. [226] have used this technique to determine that, at pressures
on the order of 0.1 mbar, CO reduces an oxidized cobalt foil at lower temperatures
than hydrogen. In a reaction mixture of 1 CO + 1 Hy the surface stayed metallic at
temperatures above 225 °C suggesting that an oxidation of the foil by (background or
product) water does not take place under these conditions. Additionally, they have
observed carbide formation from CO at temperatures as low as 57 °C. However, it
has been shown that the oxidation behavior of cobalt can depend significantly on the
crystallinity, structure, and support of the cobalt sample used [227,228]. This suggests
that studies on single crystals are a small but relevant contribution to completely un-
derstanding the oxidation behavior of cobalt. Kizilkaya et al. [229] find that Hy more
readily removes oxygen from Co(0001) than CO. Although this suggests the opposite
behavior of Co(0001) compared to Co foil [226], the significantly different pressure
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regime of 107> mbar used in Ref. [229] compared to the mbar range used in Ref. [226]
could be responsible as well.

Combining the use of a single crystal with higher gas pressures, we performed near-
ambient pressure X-ray photoelectron spectroscopy on a Co(0001) model catalyst. In
the following we report on the cleanliness of the as-prepared crystal in UHV (Sec-
tion 5.3.1), investigate the role of background water for the oxidation of Co(0001) in
0.25 mbar Hy (Section 5.3.2), and compare this to the behavior in 0.25 mbar CO (Sec-
tion 5.3.3). Using a theoretical model to convert measured intensities to coverages
on the Co(0001) surface, we quantify the amount of surface area covered by adsorbed
oxygen, different carbon species, and sulfur in Hs (Section 5.3.4), CO (Section 5.3.5),
and reaction conditions with a Ha-to-CO-ratio of 2:1 and 4:1 (Section 5.3.6).

5.2 Materials and Methods

5.2.1 Setup and Sample Preparation

The measurements presented in this chapter were performed at beamline 9.3.2 [230]
of the Advanced Light Source, Berkeley and at the HIPPIE beamline [231] of Max IV
Laboratory, Lund. The higher flux available at MaxIV allowed for resolving a larger
number of carbon and oxygen species as exemplified in the following section. Whereas
the gas exposure at ALS was realized by filling a vacuum chamber via one leak valve
for each gas, the HIPPIE beamline at MaxIV uses a high-pressure cell (similar to the
one described in Ref. [232]), allowing for more precise setting of flows and pressures as
well as faster changes in gas composition. At the ALS we used hydrogen of purity 6.0
and CO of purity 3.0 whereas Ho 4.7 and CO 3.7 were available at MaxIV. A liquid
nitrogen trap was used on the hydrogen line for most of the measurements presented
here. Independent of the use of the trap, the water content was below the detection limit
of QMS measurements performed at MaxIV. The effects of the different gas purities
and the trap are investigated in Section 5.3.2. Table 5.1 shows the water and oxygen

background expected in the different bottles.

Table 5.1: Expected level of contaminants in the different gas bottles that were used [233-236].
As the values for Hy 4.7 could not be found, they are estimated as the values for Hy 5.0.

Gas | Purity Supplier H,0 Content [ppm] | O2 Content [ppm]|

H, 6.0 Praxair < 0.5 <0.1
Ho 4.7 | Air Liquide <3 <2
CcO 3.0 Praxair <10 <10

CO 3.7 Air Liquide <5 < 10
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The Co(0001) single crystals were purchased from SPL. They were prepared by cycles
of argon ion sputtering with 1 kV acceleration voltage and subsequent annealing to
590 K in UHV. The annealing temperature is limited by the phase transition from
an hep to an fee crystal structure [237]. To additionally prevent contaminants in the
bulk from reaching the surface the annealing temperature is 5 K to 10 K lower in the
last cleaning cycle and the sample is kept at maximally 573 K or 300 °C during all

experiments.

5.2.2 Resolved Species and Peak Fitting

The binding energy axis of the oxygen, carbon, and sulfur spectra was calibrated ac-
cording to the metallic Co 3ps/, peak at 59.3 eV [238] measured after every change
of the photon energy. After applying this calibration, detected peaks which deviate
less than 4 0.1 eV between different measurement conditions are identified as being the
same species. All peak fits are done in CasaXPS 2.3.19 [239] using a Shirley background.
The Co 3p peak is fitted using a metallic peak consisting of an asymmetric main peak
of the shape LA(1.1,1.5,3) as well as a plasmon loss peak of shape GL(30) fixed at
+ 3 eV and 12.2 % peak area with respect to the main peak. Both these peaks were
used for the 3p3/, as well as the 3p; /5 part of the doublet with a fixed doublet splitting
of 1.2 V. Due to limited literature on Co 3p peak positions and fitting [238,240], this
method is based on the fitting of the Co 2p peak as described below and was adjusted
until a satisfactory fit for the metallic surface was found. However, for all measurement
sets where the Co 3p peak was used this shape was sufficient for a satisfactory fit such
that no cobalt oxide contribution needs to be considered here and only the total area
underneath the metallic Co 3p doublet is relevant for the further analysis. The Co 2p
peak was fitted with a main metallic peak at 778 eV of asymmetric shape LA(1,2.25,3)
and two plasmon loss peaks of shape GL(30) fixed at + 3 eV and + 5 eV and 6.4 %
and 2.1 % peak area with respect to the main peak, respectively. This is based on the
Co 2p fitting presented in Refs. [226,241] and adjusted until a satisfactory fit for a
measurement on metallic cobalt is reached. Additionally, four oxidized peaks of shape
GL(40) at positions + 1.8 eV, + 4.1 eV, + 7.8 €V, and + 10 eV with respect to the
metallic main peak are necessary for some measurements (see Section 5.3.2). As both
CoO and Co304 cause a number of Co 2p contributions in the same binding energy
region [241], an exact identification is complex. However, CoO has been identified on
Co(0001) using in situ SXRD [242] under similar conditions as used here, which is thus
the more likely candidate. Figure 5.1 shows an example fit where both metallic and
oxidized cobalt are present.

For the O 1s measurements taken at the ALS, we identified oxygen peaks at 529.7 eV as
adsorbed atomic oxygen O(ad), 530.8 eV as adsorbed hydroxyls OH(ad), and 532.1 eV
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Figure 5.1: Co 2p area measured on Co(0001) in 0.25 mbar Hy at 220 °C surface temperature
showing all peaks necessary for a satisfactory fit of the 3/2 part of the doublet. This surface is
partially oxidized, which was likely caused by a temporary technical problem with the liquid
nitrogen trap that was used on the hydrogen line. For details about the oxidation behavior of
Co(0001) in Hs see Section 5.3.2.

as adsorbed carbon monoxide CO(ad) by comparison with relative positions given in
literature [226,241,243]. These are fitted with line shapes of GL(50) and GL(70) (only
adsorbed CO) and fixed binding energy distances. In the same manner [226,243] we
identify carbon peaks as carbide or carbon atoms C at 283.5 eV, hydrocarbons C.H,
at 284.9 eV, and adsorbed carbon monoxide CO(ad) at 286.0 €V in the C 1s peak. The
hydrocarbon contribution shifts to 285.6 eV only in UHV, which might indicate that
a different type of hydrocarbon is predominantly present here compared to reaction
conditions.

In the measurements done at MaxIV a larger number of species can be resolved in
the C 1s peaks. An example fit with all necessary peaks is shown in Figure 5.2. The
adsorbed CO is split up into four contributions: Two peaks at + 2.69 eV and + 1.50 eV
with respect to the main CO(ad) peak can be identified as adsorbed CO in the presence
of adsorbed atomic oxygen as they appear in agreement with the appearance of O(ad) in
the O 1s signal. The main CO(ad) peak at 286.0 €V is best fitted with a slightly asym-
metric LA(1.8,2.5,0) shape. Additionally, a small contribution at — 0.65 €V from the
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Figure 5.2: C 1s area measured on Co(0001) in 0.25 mbar CO at 190 °C surface temperature

showing all peaks necessary for a satisfactory fit.

main CO(ad) peak could stem from a different adsorption site on the surface [244,245]
compared to the main CO peak, but cannot be unambiguously identified on the basis
of current literature or our measurements. The hydrocarbon peak is split up into two
contributions at a distance of 0.2 eV from each other. It is likely that a number of
different hydrocarbons are present, such that these two different peaks are necessary
for a satisfactory fit. In comparison with literature [246-248] the carbide/atomic car-
bon contribution is split into a graphitic carbon/multiple carbon atom contribution at
283.9 eV and a carbidic/single carbon atom contribution at — 0.37 €V with respect to
the first. All C 1s peaks (except the main CO(ad) peak) were fitted satisfactorily with
a GL(50) shape. The relative binding energy positions of all contributions are fixed
and the FWHM is restricted to the same value for every measurement of the same peak
for consistency.

As in the C 1s peak, the adsorbed CO contribution to the O 1s peak is split into two
parts (with and without co-adsorbed O, respectively) with a binding energy difference
of 0.65 eV to each other. This can be seen in the example fits in Figure 5.3 where
(a) some or (b) all of the adsorbed carbon is influenced by the adsorbed oxygen. In
some conditions one additional small contribution to the O 1s signal is detected at
— 1.7 eV with respect to the O(ad) contribution. It might stem from a different O
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Figure 5.3: O 1s area measured on Co(0001) in 0.25 mbar CO at (a) 220 °C or (b) at 120 °C
surface temperature showing the peaks necessary for a satisfactory fit.
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adsorption site or a co-adsorbate, but cannot be unambiguously identified on the basis
of current literature and our measurements. The area underneath this peak is there-
fore added to the adsorbed oxygen peak area. The adsorbed CO contribution in the
O 1s signal can overlay with a contribution caused by molecularly adsorbed H2O. As
the exact binding energy position of the adsorbed water might vary significantly de-
pending on co-adsorbates, the oxidation state of the cobalt, and the amount of water
[226,241,249], the CO and the HyO contribution cannot be easily distinguished dur-
ing peak fitting. However, on clean Co(0001) as well as on O(ad)/Co(0001) in UHV
at all investigated temperatures, it can be expected that water, if it adsorbs, adsorbs
dissociatively [249,250]. Therefore, the CO contribution in the O 1s signal of sets of
measurements taken in UHV can be clearly identified without overlay with any signal
stemming from molecular water. By comparing this CO contribution in the O 1s sig-
nal to the CO contribution in the C 1s signal from the same set of measurements we
thus have a measure to evaluate whether molecular water is present on the surface.
In most conditions investigated here, the ratio of the two different CO contributions
is comparable to the ratio in UHV such that no molecularly adsorbed water needs to
be taken into account during the analysis. One exception are measurements on an
oxidized Co(0001) surface presented in Sections 5.3.2 and 5.3.4.

As no different sulfur species are resolved, the area under the S 2p peak can be deter-
mined from only the background subtraction in CasaXPS without a detailed fit. Last,
when potassium was detectable, the K 2p peak partially overlapped with a second
harmonic peak of the Co 2p3/, such that a proper fit of both at the same time was
necessary to determine the area underneath the K 2p doublet. GL(20) shapes with a
doublet splitting of + 2.7 eV were then used for the K 2p contribution.

5.2.3 Converting Peak Areas to Coverages

Model

To convert the measured peak ares into surface coverages of all adsorbates, a mathemat-
ical description of the measured intensities is needed. In the straight line approximation
[251], which only takes inelastic scattering of electrons into account, we first describe
a homogeneous sample of a material 7. In this case the amount of photoelectrons pro-
duced by a specific orbital of species ¢ in a depth ¢ and detected outside the surface
is

Ii(6) = poWiN; P - e/ = kg - e7%/ N (5.1)
with the photon flux ¢(E,) at photon energy E,, the cross section o;(E,) and asym-
metry parameter W; of the probed orbital of species ¢ for the same photon energy, the

number of atoms of species ¢ per volume N;, the spectrometer efficiency P(Fy;,) for
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substrate

Figure 5.4: Illustration of the model assumed for coverage calculations. Explanation see text.

detection of electrons with the kinetic energy FEj;,, and the inelastic mean free path
Ai(Egin) of the same electrons in material 4.

Integrating Equation 5.1 over a homogeneous, clean, and macroscopically thick (6 —
o0) cobalt substrate results in the total contribution from the specific orbital and thus
the area under the measured peak of

I8P = koo Ao (5.2)

Figure 5.4 illustrates how this is extended to include different adsorbed species. For
an adsorbate i covering an area x;, with 0 < z; < 1, Equation 5.1 has to be integrated

over the thickness of the first monolayer d™" resulting in
9= 2 ks (1 - e—d?“/*i) . (5.3)

For a part of the cobalt substrate which is covered with an adsorbate i the substrate in-
tensity given in Equation 5.2 is attenuated due to the adsorbate by a factor of e=di /N
On the other hand, the area 1 -, x; of the cobalt follows Equation 5.2 without atten-
uation. Notice that this is only valid if all possible adsorbates 7 are taken into account.
The total cobalt signal is then

Ico = kcoAco - ((1 - le> + le : 6d$ﬂL/)\i> (54)
= kcoAco - <1 —z; ) (wi/z)) - (1 - e‘”””)) (5.5)

3

where the second notation is simply for the purpose of convenience for the following

steps. With the above equations we can express the ratio of intensities of two different
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adsorbates I;/I; as well as the ratio of the intensity of an adsorbate and the cobalt
substrate I;/Ic, and subsequently solve for the following equations.

—dME /X
x; I; ijj (]‘ —e / )
Ti_ L (5.6)
Zj Ij ki (1 _ e—d,li“L/)\,;)

-1
Ico ki) _ , _ .
zj = ( IC] kci)\;o (1 —e d?/IL/)‘J) +Z(ml/xj) (176 dﬁdL/)")) (5.7)

We have found it most convenient to first calculate x;/z; for all x; and one specific
adsorbate j using Equation 5.6, then calculating the x; from Ic,/I; and all (z;/z;)

using Equation 5.7, and finally getting all other z; as x; = (z;/x;) - x;.

Multiple Layers

One complication in applying this model in our scientific case is that over time the
overlayer of one of the adsorbed materials, the hydrocarbons, can become thicker than
one monolayer under specific conditions (see Section 5.5.1). This introduces another
unknown, the height of that hydrocarbon overlayer. To take this into account the
sum of all coverages . x; is monitored. Once the result would be larger than 1 the
equations as above do not hold anymore and the calculation needs to be adjusted
slightly. For this the coverage of an adsorbate for which the measured intensity does
not significantly change over time (anymore) in these conditions, we used oxygen or
sulfur, is fixed to the last calculated value. All other coverages are calculated as above
and the coverage . of the hydrocarbons is then 1 — Zl Zhe Ti- Now the ratio of the
oxygen or sulfur and the hydrocarbon intensities can be used to calculate the height

Dy and thus number of monolayers of the hydrocarbons as
D /dME. (5.8)

We finally plot the corresponding number of monolayers that were present if it were the
only adsorbate on the surface Xy, = e - Die/ thCL. As this procedure assumes that all
of the hydrocarbons are layered to the same height Dy, on only one specific fraction xy,
of the substrate surface area, this model is limited and can easily become inaccurate,
especially for large coverages. The manner in which the hydrocarbons grow, layer-by-
layer or three-dimensional growth as well as potentially on top of other adsorbates, is
unknown and neglected here.

In the case of the oxidation in Hy at temperatures below 220 °C (see Section 5.3.2)
the model results in (oxygen) coverage values large than 1 as well. As here not only
the adsorbate O(ad) is present in multiple layers but a cobalt oxide is growing, the
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model cannot be extended in a similar fashion and the situation would require a more
complex model making assumptions about the fashion in which this oxide grows, which
is outside the scope of this thesis. Therefore, the results of our model for this case are
intentionally reported only as relative coverages of the different adsorbed species instead
of absolute coverages and can only be discussed in a qualitative manner.

Estimating Parameters

The photon flux ¢(E,) was recorded during the measurements after every change of
the photon energy (ALS) or read from a pre-recorded flux curve (MaxIV). The cross
sections o;(E,) of Co 2p, Co 3p, O 1s, C 1s, and S 2p for the specific photon energies
were determined using Ref. [252] and are displayed in Table 5.2. The asymmetry
parameters W; are equal to 1 as the setups used here adhere to the "magic angle"
in XPS [64]. As only ratios of intensities measured in the same geometry and at the
same electron kinetic energy are compared, the spectrometer efficiency P(Ejy;,) does
not need to be known. The inelastic mean free path was calculated according to the
TTP-2M equation with the help of the NIST Database 71 Version 2.1 [253]. For the
bulk cobalt metal the mean free path can be taken directly from the database. For all
adsorbates the calculation requires an estimation of the mass density m;, the number of
valence electrons V of the material (contributing to electron loss), and a rough estimate
of the bandgap E, of the material. A recommendation for the choice of V is given in the
manual to the NIST Database [253]. For estimation of the mass density, the number
of atoms per volume N;, and the thickness of one monolayer dM" we distinguish two
different cases.

Most measurements shown in this thesis are of the first case, in which less than a
monolayer of an adsorbate is expected. Then the structure likely differs significantly
from any bulk structure of the adsorbate and the crystal structure of the Co(0001)
substrate thus needs to be taken into account. In this case the topmost cobalt layer
has to be included in the calculation of A and thus contributes to the mass density, the
valence electrons, and the bandgap. Theory supplies values for the Co-O distance for
adsorbed O and OH [254], Co-C distance for adsorbed C [255], and the Co-S distance
for sulfur [256], which are used to estimate the monolayer thicknesses. Together with
the cobalt crystal structure [257] these are used to calculate the mass density and
number of probed atoms per volume geometrically. The rough bandgap estimations
were done using literature values for cobalt oxide [258] as well as different sulfides and
carbides [259]. For the case of CO, the measurement of the C 1s signal as well as the
O 1s signal are available to include into the model. Based on theory literature [260] we
assume an upright adsorption with the carbon atoms towards the surface and use the

Co-C as well as the C-O distance for the layer thicknesses. These are used separately



Table 5.2: Estimated parameters for the calculation of coverages. Explanation and sources see text.

E N E, A
Species Peak P 7 d™™ [nm)] s m 3 \% s
[eV] | [Mbarn] [(nm)™°] | [g-(cm)™] [eV] [nm]
O O 1s 730 0.2551 0.18 99.8 5.89 15 2.5 0.685
OH O 1s 730 0.2551 0.20 92.5 5.75 16 2.5 0.697
cO O 1s 730 0.2551 0.12 152.7 5.27 19 3 0.709
cO C 1s 480 0.2987 0.18 103.0 5.27 19 3 0.709
C C1s 480 0.2987 0.21 87.3 5.2 13 3 0.299
CxH,
C 1s 480 0.2987 0.34 50.4 1.19 86 14.5 2.278
(< 1 ML)
CiHy
C 1s 480 0.2987 0.34 32.5 0.76 86 14.5 2.371
(bulk)
S S 2p 365 1.2080 0.16 114.6 57.6 15 3 0.592
Co Co 3p 260 0.7197 0.21 90.1 8.8 0.544
Co Co 2p 980 0.7651 0.21 90.1 8.8 0.544
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for the calculation of N for the O 1s signal and the C 1s signal. The CO contribution
in the C 1s signal is additionally calibrated to take the attenuation by the oxygen
atoms on top into account. Thus, the measured intensities are divided by a factor
of eX];)(—d?/[OLOf coy/Aco). However, the thickness of the whole CO molecule dco =
d(c of co) T d(0 of coy is then taken into account for the calculation of m and A as
well as the attenuation of the cobalt signal in the area covered with CO. The adsorbed
hydrocarbons are a more complex case as a large number of different molecules could
be present. Navarro et al. [47] investigated the Co(0001) surface using in situ scanning
tunneling microscopy during FTS under similar conditions as studied here. The main
product length detected on the surface was 14 carbon atoms with each molecule taking
up an area of 1.8 nm by 0.46 nm and an apparent overlayer height of 0.11 nm. However,
the height can be underestimated in the STM due to limited conductivity. Graphene
already has a higher thickness of 0.21 nm on Co(0001) as determined by DFT [255]
similar to the thickness of benzene on Co(0001) of 0.22 nm [261]. We choose a more
generous estimate of 0.34 nm on the hands of the layer thickness of graphite [195].
Using the surface area taken up by one molecule and the height estimate we can again
calculate m and N.

In the second case, when significantly more than a monolayer of a certain adsorbate
is expected to be present, it is likely that the structure is similar to the structure the
adsorbate has when it is present in bulk. This is the case for adsorbed hydrocarbons
in some measurements under the conditions described in Section 5.5.1. Then literature
values for E, [262] and m [263] of Ci14H3g can be used to calculate the number of
probed atoms per volume N. In this case the thickness of one monolayer is thus not
needed for the calculation of N, but can be used in the last step of the calculation in
Equation 5.8 in order to convert the resulting total overlayer thickness into a number

of layers. We choose the same estimate of 0.34 nm as described for the first case above.

Test and Calibration

When applying this model to a series of measurements it became clear that it is not
complete. A rough estimate of peak areas from a cobalt survey spectrum measured at
1130 eV photon energy shows that the order of magnitude of the Co 3p, Co 3s, and
Co 4s peaks does agree with the literature values of the cross sections confirming the
validity of the general approach of our model as well as the literature values. In con-
trast, the peak area of the Co 2p peak in the survey is at least an order of magnitude
higher than expected from the cross section. This estimate was done without taking
the different probing depths for the different peaks into account. As Co 2p has the
highest binding energy, the probing depth is lowest such that the discrepancy should

be even larger. This agrees with the discrepancy of a factor of about 50 that results



98 5 Co(0001) during Fischer-Tropsch Synthesis

from fitting detailed Co 2p and Co 3p peaks taken at the same probing depth with
an electron kinetic energy of 200 eV. This value was obtained by averaging over 20
different measurements taken on different days. From these observations the following
can be excluded as causes for the discrepancy: repeated changing of slits being irre-
producible, the flux curve for the different photon energies being imprecise, and the
same slit setting leading to varying attenuation depending on the photon energy. It is
likely that the crystalline structure of the substrate, which is not taken into account
in our model at all, could have a strong influence on the production of photoelectrons
and the complex loss processes in the material. Investigating this further is out of the
scope of this thesis.

However, it follows that the coverage model has to be complemented by experimental
calibration factors for the different peaks which are measured. First, we calibrate the
ratio of the O 1s and the Co 2p (or Co 3p) signal such that the adsorbed oxygen con-
tribution in UHV corresponds to the 0.25 monolayer coverage expected when assuming
maximum coverage with the 2x2 overlayer on Co(0001) [229]. The calibration factor
was determined from the cleanest as-prepared sample measured in UHV. A second as
clean sample measured on a different day, resulted in a calibration factor deviating
from the first by 1 %, which evidences that this calibration method is reproducible.
The measurements used were done at 220 °C. But, as we will show in Section 5.3.1, the
measured signal of adsorbed oxygen in UHV is not temperature dependent between
140 °C and 300 °C.

Second, the C 1s to O 1s signal ratio is calibrated such that the two different CO cover-
ages, calculated from the carbon and the oxygen signal respectively, are in agreement.
This calibration factor is an average over at least 20 different measurement sets in dif-
ferent gas and temperature conditions. However, as explained in Section 5.2.2, the CO
contribution to the O 1s signal cannot be clearly determined from measurements where
molecularly adsorbed water is present on the surface. These are therefore not taken
into account for the calculation of this calibration factor. In all other gas compositions
the calculated ratio of the CO contributions in C 1s and O 1s roughly agrees with the
ratio in UHV. Therefore, the resulting calibration factor we have used is free from the
possible influence by the contribution from molecularly adsorbed water.

Third, the coverage of species calculated from peaks for which there is no calibration
measurement, S 2p in our case, should be merely seen as an estimate of the order of
magnitude and used for relative comparison of the coverage in different situations or

changes over time rather than as an absolute value.
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Figure 5.5: Coverages of all measured adsorbed species on four different as-prepared Co(0001)
samples in UHV at roughly room temperature or 220 °C. For a better overview the different
carbon, hydrocarbon, and adsorbed CO peaks are summed up to one coverage each here and
are only displayed in detail in the supplemental information.

5.3 Results and Discussion

5.3.1 As-prepared Co(0001) in UHV

Figure 5.5 displays the calculated coverages comparing multiple as-prepared samples
in UHV at room temperature and at 220 °C. On average the oxidized contribution in
the Co 3p or Co 2p peaks measured in UHV is 3 % of the total depth of cobalt probed.
The O contribution in the O 1s signal is thus mainly due to adsorbed atomic oxygen
on metallic cobalt in UHV. At room temperature it is noticeable that sample # 1 has a
coverage of adsorbed oxygen of 0.23, whereas sample # 2 only has 0.13. On the other
hand, sample # 2 shows more adsorbed CO, 0.42 compared to 0.04 CO on sample # 1,
which leaves less adsorption sites for the oxygen. As both water and CO are common

background gases in UHV and known to adsorb on Co(0001) at room temperature
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[245], in the case of water dissociatively forming adsorbed O [249], it is likely that
the coverages can differ depending on the exact composition of the UHV background.
Whereas sample # 1 was measured in a freshly baked UHV chamber, sample # 2
was measured after CO had been used in the high-pressure cell, thus in an increased
CO background, although the pressure had recovered to the 10~? mbar range. Figure
5.20(a) in the supplemental information indicates that an increased CO adsorption at
the expense of adsorbed O (sample # 2 at 20 °C and sample # 4 at 220 °C) is mainly
detected as an increase in the peak identified as CO without co-adsorbed O rather than
the peak associated with CO co-adsorbed with O, therefore confirming the validity of
the peak fitting method. However, the separation of the two peaks is not accurate
enough for a quantitative comparison with the O coverage, especially at low total CO
coverages.

Under heating to 220 °C most of the adsorbed CO desorbs also in the high CO back-
ground. At this temperature the CO coverage is between 0 and 0.04 on samples # 1
to # 3, whereas the O coverage remains at 0.23 to 0.24. The OH coverage, which
likely stems from the HyO dissociation as well, lies between 0.04 and 0.08. Carbon and
hydrocarbon contaminants cover maximally 0.06 and 0.03 of the surface, respectively,
for samples # 1 to # 3. Hereby, the detailed peak fitting (see Figure 5.20(b) in the
supplemental information) shows that carbon is mainly present as carbidic carbon. In
most samples the carbidic peak represents at least 95 % of the summed-up C peak area
in UHV with one exception (67 % carbidic C and 33 % graphitic C on sample # 3).
On the other hand, the two different types of hydrocarbons do not show a clear trend
in UHV as both can represent between 0 % and 100 % of the total hydrocarbons (see
Figure 5.20(c) in the supplemental information).

Sample # 4 is more contaminated compared to samples # 1 to # 3. It shows 0.29
coverage with hydrocarbons and 0.31 coverage with atomic carbon. At the same time a
higher coverage with CO (0.13) is possible in this state, which can either be related to
the other co-adsorbates or this surface is rougher than the other samples, which would
leave more low-coordinated surface atoms, steps and kinks, for the CO adsorption.
The Co(0001) terraces are expected to be free from CO above roughly 130 °C in UHV
[245]. Obviously, a sample like sample # 4 has to be subjected to more sputtering and
annealing before performing any experiments.

No sulfur was detected on the other samples after preparation in UHV. On one as-
prepared sample traces of potassium could be detected. By a rough comparison of the
K 2p signal to the C 1s signal and the respective photon cross sections at 480 eV pho-
ton energy, the potassium coverage was estimated to be on the order of 0.001 at 20 °C
and increasing to an order of 0.01 when heating to 300 °C. Therefore, the potassium

was not included in the coverage model applied here. The temperature dependence
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Figure 5.6: Coverages of all adsorbed species on one as-prepared sample in UHV (sample # 1)

at different temperatures. Details see text.

suggests that the potassium is present in the bulk of the cobalt crystal and can reach
the surface upon heating. The manufacturer excludes their starting material, as well
as processing materials and tools as the source of the potassium. However, it could
stem from polymer materials inside the vacuum chamber [264]. On the as-prepared
samples used for the measurements in Sections 5.3.2 to 5.3.6 the potassium was below
the detection limit. These were subjected to at least 100 more cleaning cycles.

Figure 5.6 shows the temperature dependence of the UHV characterization of sample
# 1. In the whole probed range from room temperature to 300 °C the adsorbed oxygen
remains at a coverage of 0.25 £ 0.04. From this we generously estimate a maximal
uncertainty of + 0.05 for all calculated coverages in the following sections. The temper-
ature stability suggests that the adsorbed oxygen might be stable under the annealing
to 317 °C during the sample preparation. This is in agreement with temperature-
programmed desorption experiments by Xu et al. [249], in which the adsorbed oxygen

formed by water dissociation was stable until at least 350 °C. In the measurements
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presented here the adsorbed OH coverage remains between 0.075 and 0.1 upon heating
to 300 °C as well. A lower value of 0.04 is only measured at room temperature where
more CO is present on the surface possibly blocking the adsorption sites. The CO
has desorbed from 140 °C on, which is in agreement with temperature-programmed
desorption reported in the literature (see Figure S1 in Ref. [245]). The surface area
covered with hydrocarbons from the UHV background seems to increase upon heating
to 140 °C, which might be due to outgassing of parts of the sample holder during this
first heating in the analysis chamber. Upon further heating the hydrocarbons desorb
and are not detectable from 240 °C on. Cooling down again to 180 °C, a coverage of
0.01 with hydrocarbons adsorbs again.

The atomic carbon coverage increases from 0.02 to 0.07 when heating to 180 °C and
decreases again upon further heating until it is not detectable anymore from 240 °C
on. This is somewhat surprising as the dissolution of carbon in cobalt is only expected
at significantly higher temperatures where cobalt carbide can be formed [265]. The-
ory suggests that carbon atoms can easily diffuse below the topmost surface layer of
Co(0001), whereas they are unlikely to diffuse deeper into the bulk unless Co vacancies
are present [266]. Carbon atoms right below the topmost surface layer should still
be detectable in our case as we probe the two to three topmost layers of the cobalt
crystal. This is estimated by comparing the inelastic mean free path of 0.544 nm at
200 eV electron kinetic energy (see Section 5.2.3) to the layer thickness of Co(0001)
of 0.21 nm (calculated from the crystal structure [257]). However, the existence of
vacancies is likely on a Co(0001) surface, especially as the annealing temperature is
limited, such that the dissolution to lower layers cannot be excluded as an explanation
for not detecting the carbon at these temperatures. Cooling down to 180 °C a carbon
coverage of 0.01 resurfaces, which is an order of magnitude less than the 0.14 that was
present at 140 °C before heating up. In general, it is clear that keeping the surface at
an elevated temperature (between 220 °C and 260 °C) in UHV and when introducing
gases can increase the surface cleanliness and keep the surface free from CO, carbon,

and hydrocarbons.

5.3.2 Oxidation of Co(0001) in Hydrogen

Figure 5.7 compares the change in the O 1s signal measured at MaxIV while introducing
(a) wet and (b) dried hydrogen, respectively, both at 220 °C surface temperature.
Both samples show some adsorbed oxygen when starting from UHV as discussed in
detail in the previous section. When introducing the wet hydrogen, the oxygen signal
strongly increases, whereas the dried hydrogen removes the adsorbed oxygen from
the as-prepared sample. The horizontal reference lines in Figure 5.7(b) show that the
adsorbed oxygen can already be removed before actually starting the flow of 3.8 ml/min
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Figure 5.7: O 1s area measured on Co(0001) over time while introducing (a) wet and (b) dried
Ha, respectively, both at 220 °C. The black and white reference lines mark (1) the closing of
the near-ambient pressure cell, (2) the enabling of the mass flow controller, (3) and the start
of the flow of H (details see text). All scans in each map were normalized to have the same
background level. In (a) two consecutive scans at around 7 min as well as around 3 min do
not agree with the scans before and after. Such faulty scans can be caused by mechanical
movements on the machine, for example when closing the cell door, or when the detector does
not move to the correct energy range in time (meaning that the delay time between different
peaks is not chosen long enough). In (b) such faulty scans might be present at 0 min and

around 6 min.

Hs (at the time of reference line 3). When closing the cell door (at reference line 1) the
volume is not pumped via the analysis chamber anymore such that the composition
of the vacuum background can change. Subsequently, the gas lines are opened to the
cell (no reference line) such that the background composition can be influenced by the
background in the gas lines as well. Additionally, when the mass flow controller is
enabled (at reference line 2), meaning a valve between the mass flow controller and
the gas lines to the cell is opened, some gas could easily enter the cell as mass flow
controllers might not be completely leak-tight when closed. These complications in
knowing the exact gas composition at every point in time could also explain why it
appears that the adsorbed oxygen on the as-prepared sample is (partially) removed in

Figure 5.7(a) before it strongly increases in the flow of wet Hs.
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Figure 5.8: Co 2p area measured on Co(0001) after roughly 30 min in 0.25 mbar dried Hs
(blue) compared to after roughly 10 min in wet Hz (orange), both introduced at 220 °C.
The latter spectrum was only measured shortly after CO was added to the gas composition.
However, as will be shown in Section 5.3.3, the presence of CO does not oxidize the cobalt
surface, such that this measurement can still be used to estimate the extent of oxidation
caused by wet Hs.

Apart from the adsorbed oxygen or oxide signal at 530.4 eV, a second contribution is
visible in Figure 5.7(a). The binding energy is roughly the one we have identified as the
binding energy of CO co-adsorbed with O. However, in this case there is no measurable
carbon signal at the time of the last spectrum of the map, such that the same peak
needs to be identified as molecularly adsorbed water (see Section 5.2.2). If the water
dissociates, the binding energy of the resulting adsorbed OH would lie between the
adsorbed O or oxide and the adsorbed H5O, such that it might not be clearly resolved
as a distinct peak in Figure 5.7(a). A detailed fit of the last spectrum in the map
results in 29 % of the oxygen signal stemming from adsorbed water and merely 2 %
from adsorbed OH. Thus, the water is mainly adsorbed molecularly in this case. As
shown in the following paragraph, the cobalt is oxidized here, which explains why it is
inactive for water dissociation [249].

The Co 2p peaks displayed in Figure 5.8 suggest that the probed depth of the cobalt
sample is almost completely oxidized by the wet hydrogen. 98 % of the peak area in a
detailed fit is the oxidized contribution. The strong contribution in the O 1s signal can

thus be identified as mainly stemming from cobalt oxide instead of adsorbed atomic
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Figure 5.9: Co 2p areas measured on Co(0001) in 0.25 mbar dried Hs at 220 °C, 190 °C, and
150 °C, as well as after subsequent heating to 220 °C.

oxygen in this case. In comparison, the surface stays mostly metallic in the dried
hydrogen. The detailed fit shows 9 % oxidized contribution in the Co 2p peaks, which
is not more than the maximum measured on an as-prepared sample in UHV.

While the dried hydrogen keeps the cobalt surface metallic in 0.25 mbar at 220 °C, it
does oxidize upon reduction of the temperature. Figure 5.9 shows the Co 2p area in
0.25 mbar dried Hy under cooling down from 220 °C to 190 °C and 150 °C, as well
as under subsequently increasing the temperature to 220 °C again. The sample was
kept at every temperature for about 1 h. Within this time frame a partial oxidation at
190 °C is clearly visible in the Co 2p area (red curve). A detailed fit identifies 38 % of
the probed depth measured as oxidized cobalt. While staying in these conditions, the
O 1s area was measured twice with a time difference of 26 min, over which no change
is measurable (data not shown). Thus, the full oxidation measured at 150 °C another
29 min later (green curve) is likely actually caused by this decreased temperature and
would have not taken place at 190 °C, at least not within this time frame.

Figure 5.9 additionally displays the Co 2p area after increasing the temperature of the
oxidized surface from 150 °C to 220 °C (grey curve), where it is not reduced within



106 5 Co(0001) during Fischer-Tropsch Synthesis

Time [min]

"1
——-"_—‘——‘—‘
0
536 534 532 530 528 280 290 300
Binding Energy [eV] Temperature [°C]
1 2 3
Counts [a.u.]

Figure 5.10: O 1s area measured on previously oxidized Co(0001) in 0.25 mbar dried Hy while

increasing the temperature from 280 °C to 300 °C with the corresponding temperature graph.

1 h and two measurements of the O 1s area with a time difference of 36 min do not
show any change. This suggests that the reduction is kinetically limited in the time
frame investigated here. Upon further increasing of the temperature the sample is
reduced within 2 min above 280 °C. This is evidenced by the change of the O 1s signal
displayed next to the sample temperature in Figure 5.10. A 90 % metallic contribution
was subsequently measured in the Co 2p area at 300 °C. However, the increase of
the temperature from 220 °C to 280 °C, over which no significant change in the O 1s
area was visible, took place within only 15 min, leaving the possibility that a lower
temperature might have been sufficient for reduction over the course of hours.

In measurements taken at the ALS in purer Hy (see Table 5.1) as well as using a
liquid nitrogen trap the cobalt stayed completely metallic at 180 °C (data not shown).
However, lower temperatures were not tested in this case and a possible disagreement
between the temperature read-out in the two different systems is not unlikely. This
can be caused by different positioning of thermocouples with respect to the sample,
different thicknesses of the thermocouples, as well as different distances between the
sample and other materials picking up the thermocouple signal. Therefore, this is no
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clear evidence that the initial purity of the gas in the bottle has an influence. However,
the difference between wet and dried hydrogen used at MaxIV is clearly evidencing at
least some influence of the water background on the oxidation behavior in hydrogen.

As hydrogen adsorbed on the terraces of Co(0001) is more stable than on the steps
and defects [267,268], these lower-coordinated Co sites could be free for dissociative
H>O adsorption as soon as the temperature is low enough in the specific HoO partial
pressure. DFT calculations by Ma et al. [269] suggest that the adsorption of HoO
is significantly easier on the steps than on the terraces, whereas the dissociation is
only slightly enhanced in comparison. Once some HyO has dissociated, the resulting
adsorbed O can strongly promote further HyO dissociation on the terrace [249,270]
and even more so on the steps [269]. The oxidized CoO/Co(0001) terraces are not
active for further water dissociation [249], such that a limited growth of only one layer
of oxide could be expected. However, to our knowledge there are no similar studies
regarding the water dissociation on the steps and defects of oxidized cobalt. As the
measurements presented here probe between two and three layers of the single crystal,
which appear fully oxidized, we cannot directly confirm or exclude a limited growth.

Under vacuum pressures, where hydrogen has been shown to remove adsorbed oxygen
from Co(0001) from roughly 180 °C on [229] and no oxidation caused by Hs has been
reported, the background water pressure could be significantly lower leading to less
water adsorption and dissociation. The same study finds that a higher temperature is
needed for Hy to remove adsorbed oxygen from defective Co(0001) compared to the
Co(0001) terraces, which confirms that it is less effective at the low-coordinated sites.
The oxidation observed here in the mbar range has been observed previously by Groot
et al. [242] in ambient-pressure surface X-ray diffraction on Co(0001) showing the
formation of crystalline CoO in 1 bar Hy when decreasing the temperature from 220 °C
to 180 °C. Interestingly, although these studies were done without any drying of the
gas (purity of the hydrogen between 4.5 and 5), the surface stayed metallic at 220 °C
and reduced again when increasing the temperature to 220 °C after the oxidation.
These observations indicate a more efficient reduction in 1 bar wet Hy compared to
0.25 mbar dried Hy. The difference in total pressure might lead to a larger hydrogen
coverage at the same temperature, thus more efficiently preventing the adsorption
and dissociation of water and removing the oxygen atoms. Especially, the reduction
when returning to 220 °C indicates that it is less kinetically limited at higher pressure
compared to our measurements. In a pressure of 0.2 mbar Hy, Papaefthimiou et al.
[228] have reduced an oxidized Co(0001) surface at about 250 °C, which is the same
range as our result taking the usual inaccuracies of temperature measurements into
account. Additionally, our measurements agree with the results of Wu et al. [226]
on polycrystalline cobalt foil. In roughly 0.13 mbar (100 mTorr) Hy they observe
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Figure 5.11: O 1s area measured on Co(0001) over time while introducing CO at 220 °C. The

black and white reference line marks the start of the flow of 1.9 ml/min CO.

oxidation below 185 °C and the reduction between 200 °C and 290 °C indicating that
the difference in structure between the single-crystalline and the polycrystalline sample
might not have a significant influence on the oxidation behavior in this pressure range
of hydrogen. Lukashuk et al. [271] have observed the reduction of a Co304 powder
in 0.4 mbar Hy starting from 250 °C on as well. In contrast, Turczyniak et al. [227]
observe a complete reduction of Co304 nanopowder in 0.2 mbar Hy only at 350 °C.
This confirms that the complex structure of nanoparticles and powders, which can
consist of numerous different types of cobalt sites, not even taking possible supports
into account, can still lead to significantly different results compared to studies on
crystalline samples. In general, the above considerations suggest that low-coordinated
cobalt atoms are more prone to the oxidation by water in a hydrogen environment and
that the water partial pressure as well as the total hydrogen pressure play a significant
role.

5.3.3 Metallic Co(0001) in CO

Figure 5.11 displays the change of the O 1s signal on Co(0001) while introducing
CO into the near-ambient pressure cell at 220 °C surface temperature. The adsorbed
oxygen on the as-prepared sample is efficiently removed as soon as the CO is introduced
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Figure 5.12: Co 2p areas measured on Co(0001) in 0.25 mbar CO at 220 °C and 120 °C.

(see horizontal reference line). At the same time the adsorbed CO signal appears at
higher binding energy, albeit not yet to a strong extent compared to the adsorbed O
on the as-prepared sample (see Section 5.3.5 for a quantitative analysis of the adsorbed
species in 0.25 mbar CO).

The Co 2p signals displayed in Figure 5.12 confirm that the cobalt stays mainly metallic
in 0.25 mbar CO at 220 °C (0.5 % oxidized contribution in the fit). This is is still the
case when decreasing the temperature to 120 °C (4 % oxidized contribution in the fit).
Thus, although the CO contains a similar amount of water (see Table 5.1) and is not
additionally dried, it is significantly more efficient at keeping the Co(0001) metallic
compared to dried Hs at the same total pressure. This is especially surprising as the
CO is expected to dissociate on defect sites starting from around 60 °C on [272]. Thus,
at least part of the resulting adsorbed atomic oxygen (see Section 5.3.5) desorbs as
CO4 without oxidizing the cobalt.

These results are in agreement with the measurements of Wu et al. [226] on cobalt foil,
which stays metallic even at room temperature in roughly 0.13 mbar CO. Additionally,
they measure the reduction of CoO/Co(0001) by CO between 150 °C and 200 °C again
indicating a kinetic limitation as well as the more efficient reduction by CO compared
to Hs at the same total pressure. Co304 powder has also been shown to start reducing
in 0.15 mbar CO from 150 °C on, at lower temperatures than in 0.4 mbar Hy [271]. In
UHYV studies, Kizilkaya et al. [229] observe the opposite behavior as 2 - 1075 mbar Hy
removes adsorbed oxygen from Co(0001) at 177 °C, whereas CO in the same pressure
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range does not remove it even at 357 °C. In these conditions a coverage of at most
0.33 monolayers of CO and mainly on the top sites can be expected (estimated from
Figure 8 in Ref. [245]). Based on the same reference, a coverage between 0.33 and
0.5 monolayers can be expected on the top as well as the hollow sites in all pressure
and temperature conditions studied here (as well as industrial FTS conditions). As
the top sites would be the most stable position for HoO as well [254,270], a specific
minimal coverage with CO, thus minimal CO pressure at a specific temperature, could
be needed for sufficient site blocking to prevent the oxidation. Combined TPD and
DFT studies by Jiawei et al. [250] suggest that the adsorption of CO is significantly
stronger than the adsorption of HoO such that the CO could adsorb preferentially
when both are present in the gas phase. They also find that the co-adsorption of CO
stabilizes the adsorption of HoO via hydrogen bonds. As molecularly adsorbed water
can form two of those hydrogen bonds whereas OH could only form one, this might
hinder dissociation of the adsorbed water.

As water preferentially adsorbs on the steps compared to on the Co(0001) terrace [269],
the steps might be more relevant than the different terrace sites here. In contrast to
Hs (see Section 5.3.2), CO shows a comparable adsorption on stepped surfaces as on
Co(0001) [273]. Thus, the blocking of step sites by the CO at the investigated pressures
is possible. At the same time the dissociation of CO has been shown to be facilitated
at the steps of Co(0001) compared to the terrace [272] and to not be hindered by an
increasing CO coverage [274]. The dissociation could lead to additional blocking of the
step edges by the resulting atomic carbon. As will be shown in Section 5.3.5, carbon
species can be detected on the Co(0001) surface in CO at all investigated temperatures.
Although the carbon atoms could diffuse on the terraces [266], they are more stable at
the steps [218].

However, at even higher pressures, Groot et al. [242] observe the formation of CoO
on Co(0001) in CO (purity 4.5 to 5) at temperatures up to 260 °C and no reduction
up to 340 °C. In this case the total water pressure is higher such that the preferential
adsorption of CO might be insufficient to block all sites for the HoO dissociation.
However, in their study the total water pressure in both gases should be comparable
and can thus likely not completely explain the significantly more efficient reduction
they observe in Hy compared to CO, which is in contrast to our results in the mbar
range.

In general, the above suggested site blocking effect preventing oxidation could lead to
a different result depending on the exact water content as well as the exact manner
and order of introducing the CO and the oxidizing agent (O5, HoO, or wet Hs), which
can further complicate the comparison of different studies in the literature.
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Figure 5.13: Coverages of adsorbed carbon species, OH, and sulfur on the Co(0001) surface in
0.25 mbar dried Hy at different temperatures cooling down from 220 °C to 150 °C and subse-
quently heating up to 300 °C. For clarity the different carbon, hydrocarbon, and adsorbed CO
peaks are summed up to one coverage each here and the detailed results are only displayed in
the supplemental information. As explained in the text, the coverages can only be interpreted

relatively to each other instead of absolutely in this case.

5.3.4 Adsorbed Species on Co(0001) in Hydrogen

Figure 5.13 displays the coverages of the adsorbed carbon species, OH, and sulfur on
Co(0001) in 0.25 mbar dried Hy at different temperatures. As explained in Section
5.2.3, the model to calculate these coverages does not take the oxidation of the surface
(see Section 5.3.2) into account such that the resulting values can only be discussed as
relative coverages with respect to each other here and are not absolute coverage values.
As shown in Section 5.3.1, all as-prepared samples show some carbon. Here we start
out with a carbon coverage of 0.04. It can clearly be seen that in time in Hy the
carbon is removed from the surface. This can be expected from around 150 °C surface
temperature on [226]. Whereas the atomic C signal in the first measurement at 220 °C
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consists of 23 % graphitic carbon and 77 % carbidic carbon, only carbidic carbon is left
in all subsequent measurements (see Figure 5.21(a) in the supplemental information),
suggesting that the graphitic carbon is removed first.

Interestingly, the hydrocarbons are removed as well while reducing the temperature
from 220 °C to 150 °C (see Figure 5.13). As they can already be present on the as-
prepared sample from the UHV background (see Section 5.3.1), the removal might not
be related to the cooling but simply happen over time in Hy. On the other hand,
hydrocarbons can stem from the hydrogen bottle. In this case it could be expected
that more adsorb at lower temperatures. However, if that type of hydrocarbon needs
to dissociate in a certain way to stick on the surface, they might only be present at
higher temperatures. This is unlikely as they do not re-appear after heating to 300 °C.
The two types of hydrocarbons differentiated in the fit do not show a clear trend (see
Figure 5.21(b) in the supplemental information). In all investigated conditions the
hydrocarbon signal is small with less than 0.01, which can lead to inaccuracies in such
a detailed analysis.

The presence of some adsorbed CO is generally not surprising as there is a CO back-
ground in the UHV chamber as well as in the gas lines after previous uses of CO in
the cell. However, no clear trend with temperature in Hy can be recognized in Figure
5.13 except that no CO is adsorbed on the metallic Co(0001) at 300 °C. The difference
between the other temperature steps, especially comparing the two different sets of
measurements at 220 °C while cooling down and heating up again, could be explained
on the basis of how much Co(0001) or CoO/Co(0001) is covered with other adsorbates
(C, hydrocarbons, OH, and O) and how much is thus free for CO adsorption. The
distinction between CO alone and CO co-adsorbed with O in the detailed fit (see Fig-
ure 5.21(c) in the supplemental information) shows that mainly the latter is present in
those sets of measurements where the cobalt is oxidized. Thus, the binding energy of
CO on CoO/Co(0001) is shifted as well and contributes to the peak that was identified
as CO with co-adsorbed O. Therefore, it is not possible to use the position of the CO
peak as an indication for the presence of adsorbed O on top of the CoO. However,
the adsorbed OH, which also originates from dissociated water, is increased at these
temperatures as well (see Figure 5.13). As the adsorbed oxygen contribution to the
O 1s peak cannot be distinguished from the cobalt oxide, the presence of adsorbed
oxygen on top of the oxide cannot be confirmed in a direct measurement. Whereas
co-adsorbed oxygen would already reduce the probability for CO adsorption and CO
dissociation [275], cobalt oxides favor CO oxidation over CO dissociation to such an
extent that they are even investigated as CO oxidation catalysts [276].

Over the course of more than 7 h in 0.25 mbar Hs, a small amount of sulfur is adsorbed

on the surface (0.002 in the last set of measurements at 300 °C), which likely stems
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Figure 5.14: Coverages of adsorbed carbon species, oxygen species, and sulfur on the Co(0001)
surface in 0.25 mbar CO at different temperatures cooling down from 190 °C to 120 °C and
subsequently heating up to 220 °C. For clarity the different carbon, hydrocarbon, and adsorbed
CO peaks are summed up to one coverage each here and are only displayed in detail in the

supplemental information.

from contaminants in the hydrogen bottle.

5.3.5 Adsorbed Species on Co(0001) in CO

Figure 5.14 displays the calculated coverages of the adsorbed species on Co(0001) in
0.25 mbar CO at different temperatures. With a maximum coverage below 0.15, less
oxygen than on the as-prepared sample in UHV is present. This confirms the removal
of adsorbed oxygen by CO described in Section 5.3.3. Still, a trend to increasing oxygen
coverage with decreasing temperature is observed. Adsorbed OH, although significantly
less than O (as in UHV as well as in Hy), follows the same trend confirming that again
both likely stem from dissociation of background water. Additionally, this confirms

that O from CO dissociation at defect sites is mostly removed as COs as expected
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from literature [226,245].

The range of CO coverages measured (between 0.21 and 0.44) is slightly lower than the
expected range between 0.33 to 0.5 monolayers (see Figure 8 in Ref. [245]). However,
taking into account how much surface area is in total occupied by other species, the
CO coverage on the bare part of the surface area can be calculated as between 0.27 and
0.68. This estimate does not take possible interactions between the different adsorbates
as well as changes over time (see below) into account.

The CO coverage shown in Figure 5.14, which is calculated based on the C 1s spec-
tra, is not generally higher at lower temperatures. Figure 5.22(a) in the supplemental
information compares these CO coverages to the CO coverages calculated from the
O 1s spectra. Whereas the latter is generally higher at lower temperatures, the C 1s
spectrum shows more adsorbed CO in the first measurement at 190 °C as well as after
heating up to 220 °C again. As the C 1s spectra are measured right after changing
the temperature and the O 1s spectra roughly 18 min later, this could be related to a
carbon and/or hydrocarbon built-up over time, which is especially expected at the tem-
peratures active for FTS (as well as beam-induced reaction, see Section 5.5.1). Thus,
although no change in the carbon signal can be detected on the time scale of the C 1s
measurement, it could be detected indirectly as less surface area is free for CO, OH,
and O adsorption once the O 1s spectrum is measured.

The CO in the O 1s spectrum, the CO in the C 1s spectrum, as well as the adsorbed
O and OH show a (slightly) higher coverage after heating to 150 °C compared to their
coverage at 120 °C. As this trend is the same in the C 1s and the O 1s spectrum, it
cannot be caused by the time difference between the two measurements (as the effect
explained in the previous paragraph). However, an increase in any adsorbate towards
the end of a set of measurements can cause an inaccuracy in all coverages at once as
the Co 2p signal (which is measured at the end of the set) is then underestimated. All
calculated coverages, which are roughly inverse proportional to the measured Co 2p
intensity (see Equation 5.7 in Section 5.2.3), are thus overestimated at the same time.
Taken the estimated inaccuracy of £ 0.05 for all coverages into account, the CO and O
coverages at 120 °C and subsequent increase to 150 °C are overall comparable. Com-
paring the coverages at 150 °C before and after the cooling to 120 °C, a hysteresis
between adsorption and desorption can thus be observed.

As explained in Section 5.2.2, two peaks are associated with adsorbed CO (without co-
adsorbed O) in the C 1s signal, a main higher binding-energy peak as well as a lower
binding-energy peak that was tentatively identified as a second, less stable adsorption
site on the Co(0001) terrace. At all temperatures investigated here, most of the CO
(without co-adsorbed O) is located at the most stable site (between 83 % and 88 %)
confirming this identification. Compared to the phase diagram for CO adsorption by
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Weststrate et al. (Figure 8 in Ref. [245]), it is likely that the most stable site is the
top site, whereas the second observed one is the hollow site. As the coverage of CO
(without co-adsorbed O) does not change significantly with the different temperatures
investigated here (see Figure 5.22(b) in the supplemental information), a constant ra-
tio of the two different adsorption sites is not surprising. Instead the change in CO
adsorption with temperature is detected mainly in the peak identified as CO with co-
adsorbed O (agreeing with the change in adsorbed O). This CO with co-adsorbed O
consists of two peaks in the detailed C 1s fit as well. Here, the lower binding energy one
is dominant (thus likely the most stable site) and accounts for between 71 % and 83 %
of the CO co-adsorbed with O. Thus, although the total CO coverage varies in a range
from 0.21 to 0.44 depending on the temperature (see Figure 5.14), the distribution
over the different adsorption sites remains comparable for CO both with and without
co-adsorbed O.

The change of the amount of adsorbed hydrocarbons with temperature appears some-
what correlated to the amount of adsorbed CO. If all hydrocarbons stemmed from the
CO bottle, one could expect that the adsorbed amount is simply correlated to the tem-
perature like the adsorbed O or to the free space on the surface, which can be estimated
from the total amount of all other adsorbates. In this case more adsorbed hydrocarbons
could be expected after decreasing the temperature to 150 °C. On the other hand, a
larger hydrocarbon coverage at higher temperatures from 190 °C on could be expected
if the hydrocarbons are formed through reaction of the adsorbed CO with background
hydrogen. The distinction between two different hydrocarbon peaks in the detailed fit
(see Figure 5.22(c)) shows that one type is increased at higher temperatures (type I)
and might thus be the hydrocarbons that are produced by reaction with background
Hs, whereas the other type (type II) is adsorbed more at lower temperatures and could
stem from the background in the CO bottle.

The absolute atomic carbon coverage is not significant with values between 0.007 and
0.021, such that the change with temperature is within the estimated inaccuracy of the
calculated coverages. Although CO dissociation, which can be expected from 60 °C
on [272], could leave carbon behind, the amount of carbon is in the same range as on
the as-prepared sample in UHV (see Section 5.3.1). Thus, it cannot be related to CO
dissociation unambiguously. However, in contrast to the UHV measurements, the de-
tailed fit (see Figure 5.22(d) in the supplemental information) suggests that the carbon
is mainly present as graphitic carbon, whereas a smaller amount of carbidic carbon
that appears when decreasing the temperature to 150 °C is not visible anymore after
increasing it to 190 °C again. The carbidic carbon can diffuse into the bulk, although
we have observed that only from higher temperatures on in UHV (see Section 5.3.1).

It is more likely that carbon is removed by reaction with background Hs from 190 °C
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Figure 5.15: Change of the (a) O 1s and (b) C 1s signals measured on Co(0001) over time
while introducing the reaction mixture of 4 Hy + 1 CO at 220 °C. The three black and white
reference lines mark (1) the moment the mass flow controllers are connected to the cell, (2)
the start of the flow of 4.4 ml/min H,, (3) and the start of the flow of 1.1 ml/min CO. All
consecutive spectra have been normalized to the background level at low binding energy. Some
faulty measurements caused by an insufficient delay between the different scans are visible as

horizontal lines in (a).

on (see Section 5.3.4). Interestingly, the graphitic carbon seems to be present in larger
amounts at higher temperatures. This could be due to a higher rate of CO dissociation
or also be related to the decrease in carbidic carbon at those temperatures. If some
carbidic carbon would become graphitic, it might not lead to a net change in the total
carbon coverage. The graphitic carbon could then be more resistant to removal by the
low background pressures of Hy (details see following section).

The sulfur coverage detected after a total of more than 17 h in 0.25 mbar CO is less
than 0.001.

5.3.6 Adsorbed Species on Metallic Co(0001) during FTS

Starting from the as-prepared Co(0001) in UHV the reaction mixture was introduced
by first starting the flow of dried Hs and, once all adsorbed oxygen has been removed,
starting the additional flow of CO. This can be seen in Figure 5.15(a) in the form
of the removal of O and the subsequent adsorption of CO at higher binding energy.
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Figure 5.16: Coverages of carbon species, oxygen species, and sulfur on Co(0001) in 0.25 mbar
(a) 4 H» + 1 CO and (b) 2 Hy + 1 CO. The temperature is increased from 220 °C to 250 °C
at the dotted, vertical reference line. For clarity the different atomic carbon and hydrocarbon
peaks are summed up to one coverage each here and are only displayed in detail in the

supplemental information.
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The removal of oxygen seems to start already before setting the hydrogen flow. At
reference line 1 the mass flow controllers are connected to the cell by opening certain
valves. This can easily cause a partial reduction by background gas from the lines
or small amounts of Hy or CO leaking through the mass flow controllers. Right after
the start of the CO flow the adsorbed CO as well as carbon and some hydrocarbons
can be seen in the change of the C 1s signal in Figure 5.15(b). Additionally, a small
amount of adsorbed OH and some carbon or hydrocarbon species could be suspected
in Ho (between reference line 2 and reference line 3). However, these are not significant
compared to the background level.

As the cobalt stayed metallic in 0.25 mbar dried Hy (see Section 5.3.2) as well as
0.25 mbar CO (see Section 5.3.3) at 220 °C, it could be expected that it also stays
metallic in a mixture of the two gases at the same total pressure and temperature.
This is confirmed by an oxidized contribution to the Co 2p fit of at most 3 % during
up to 3 hin a 4:1- or a 2:1-ratio of Hy to CO at 220 °C. At 250 °C the same value is
measured. Thus, the additional water produced in the Fischer-Tropsch reaction is not
sufficient to oxidize the surface under these conditions.

Figure 5.16 displays the coverages of the adsorbed species on Co(0001) at the two
different gas ratios. In line with the removal of oxygen described above, the O cover-
age stays between 0.015 and 0.02 for both gas ratios at 220 °C, and is only slightly
lower with a maximum of 0.016 at 250 °C. The OH coverage is comparable with values
between 0.01 and 0.02. These values are on the same order of magnitude as on the
metallic surface in 0.25 mbar CO at 220 °C. As shown in Section 5.3.5, the O coverage
can still be an order of magnitude higher upon decreasing the temperature while the
surface stays metallic. In UHV the O coverage is even higher with 0.25 £+ 0.05 without
oxidizing the surface (see Section 5.3.1). However, in 0.25 mbar dried Hy the surface
did oxidize at lower temperatures (see Section 5.3.2). In the two reaction mixtures
lower temperatures were not investigated here. However, the observation that the sur-
face is metallic at 220 °C is in rough agreement with the reduction of oxidized cobalt
foil seen from 225 °C on in 0.1 mbar 1 Hy + 1 CO [226], as well as the reduction of
Co0/Co(0001) observed in 1 bar 1 Hy + 1 CO above 220 °C [242]. As mentioned
above, the complexity of catalysts, supports, and promoters can strongly influence the
oxidation and catalytic behavior. This is evidenced by observations of positive as well
as negative effects of water on the activity and selectivity of different cobalt-based cat-
alysts [277-279]. Overall, the poisoning by oxidation is believed to not play a large role
for industrial Fischer-Tropsch synthesis as it can easily be prevented under realistic
conditions [222].

Figure 5.17 displays the CO coverage in the reaction mixture (compared to the other
adsorbed species). The absolute value of CO coverage lying between 0.44 and 0.53
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Figure 5.17: Coverage of CO on Co(0001) in 0.25 mbar (a) 4 Ho + 1 CO and (b) 2 H2 + 1 CO.
The temperature is increased from 220 °C to 250 °C at the dotted, vertical reference line. For
clarity the sum of the different CO peaks is shown here and the results are only displayed in
detail in the supplemental information. For comparison the coverages of all other adsorbed

species from Figure 5.16 are plotted again.



120 5 Co(0001) during Fischer-Tropsch Synthesis

seems somewhat higher in reaction conditions compared to 0.25 mbar CO at 220 °C
(see Figure 5.14 in Section 5.3.5). However, less other species are adsorbed here. The
coverage on the bare part of the surface is comparable for both gas mixtures and lies
between 0.52 and 0.63 at 220 °C. Thus, this is not significantly different from the value
of 0.53 measured in 0.25 mbar CO at 220 °C. A trend to smaller absolute CO coverages
in the reaction mixtures at 250 °C compared to 220 °C is not significant and can be
explained by the increase of other carbon species. The CO coverage on the bare part
of the surface is calculated to be between 0.59 and 0.60 at 250 °C and is thus in the
same range as at 220 °C. These results are roughly in agreement with the expected CO
coverage of 0.5 during the reaction [245] and confirm that it does not strongly depend
on the CO partial pressure or the temperature under the conditions investigated here.
As only a small amount of adsorbed O is detected in reaction conditions, it is not sur-
prising that the adsorbed CO is mainly found in the peaks associated with CO without
co-adsorbed O (see Figure 5.23(a) in the supplemental information). The two different
peaks associated with adsorbed CO without co-adsorbed O further show that between
93 % and 97 % of the CO is adsorbed in the most stable site, which is likely the top
site. Thus, although the absolute coverage in reaction conditions is comparable to in
CO (see Section 5.3.5), a somewhat higher fraction of it is in the top site. This might
be related to the smaller amount of other adsorbates, which allows more CO to sit in
the preferred position.

The atomic carbon coverage during the reaction is displayed in Figure 5.16. Although
an increasing trend is visible at 220 °C, the C coverage stays between 0.08 and 0.12
over a time of 3 h at this temperature. In the first measurement in time the C coverage
is already significantly more than in Hs or CO at 220 °C suggesting that it is caused
by the Fischer-Tropsch reaction. Taking the different time axes in Figure 5.16(a) and
Figure 5.16(b) into account, the carbon deposition is not faster in 2 Hy + 1 CO than
in 4 Ho + 1 CO suggesting that the removal of C is not limited by the exact Hsy partial
pressure in this pressure range. Although there seems to be a jump in the C coverage
when increasing the temperature to 250 °C, the further C deposition at this temper-
ature (measured only in 4 Hy + 1 CO) does not clearly display a larger rate than at
220 °C. Thus, any increase in the rate of CO dissociation with increased temperature
seems to be compensated by a faster C removal by Hy. These observations seem to be
in contrast to magnetometer studies on an industrial catalyst where the rate of carbide
formation, although deemed insignificant in general, was found to decrease with an in-
creased Ha-to-CO-ratio as well as with increased temperature [280]. However, a direct
comparison of such literature to our experiments is not justified given the use of a single
crystal, the lower pressure range, and significantly shorter time frame investigated here.

It is especially unclear whether the C deposition would keep increasing linearly over
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time, thus covering the whole surface after on the order of tens of hours, or whether it
would saturate at a certain coverage in an equilibrium between deposition and removal.
Generally, only specific polymeric, graphitic, and bulk carbides are deemed a poison to
the catalyst [216,219,246], whereas all surface carbon that is hydrogenated at FT gas
ratios and temperatures can be considered a reaction intermediate. Figure 5.23(b) in
the supplemental information shows that, although both carbidic and graphitic carbon
follow a similar trend in time, most adsorbed C is carbidic. However, our results in
Section 5.3.4 show that both forms of carbon detected here could be removed by expo-
sure to 0.25 mbar Hs and are thus likely not carbon species responsible for significant
catalyst poisoning.

Starting out with an absolute value of 0.04 and 0.03 at 220 °C respectively, in both re-
action mixtures there are more hydrocarbons adsorbed than in UHV and Hs, but they
are in the same order of magnitude as in 0.25 mbar CO (see Section 5.3.5). However,
the absolute hydrocarbon coverage is higher in 4 Hy + 1 CO than in 2 Hs + 1 CO,
thus scaling inversely with the CO partial pressure. This can for example be seen
by comparing the measurement after 2 h at 220 °C and the first measurement at
250 °C for the two different gas ratios in Figure 5.16. Thus, it can be excluded that
all hydrocarbons stem from the background of the CO gas. Additionally, the hydro-
carbon coverages follow roughly the same trend over time as the C coverage including
a stronger increase after increasing the temperature indicating that at least part of
the hydrocarbons could stem from the same reaction process as the carbon. Under
industrial conditions on cobalt catalysts a higher Hy-to-CO-ratio has a positive effect
on the turnover for short products and switches to a negative effect on the turnover
for longer products from a length of roughly 15 carbon atoms on [281]. This can be
explained by a decreased chain growth probability « in the Anderson-Schulz-Flory
chain-growth model [282] with increasing Hz-to-CO-ratio. On Co(0001), the Fischer-
Tropsch product distribution decreases exponentially from methane to longer chains
with mainly C; to C4 products detected at atmospheric pressures [243,283]. Therefore,
mainly methanation is measured on Co(0001) in the mbar range [127]. The methane
turnover on Co(0001) does increase with increasing Ha-to-CO-ratio [284,285]. Thus,
mainly shorter products can be assumed here and a higher activity in 4 Hy, + 1 CO
compared to 2 Hy + 1 CO is likely. However, even if it is the main product, methane
will likely not stay adsorbed on the Co(0001) surface [286] and is thus likely not the
species detected by XPS. In contrast, it can be expected that the adsorption strength
of the products increases roughly linearly with the chain length [287,288], which re-
sults in an exponential increase in the residence time on the surface. Based on this
assumption Navarro et al. [47] have modeled the adsorption of products on Co(0001)
over time. Their result that a chain length of at least 15 carbon atoms is needed to
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reach a significant coverage on the surface agrees well with the length they find exper-
imentally. As our experiments are done at lower pressures, it is to be expected that
a full coverage with products could only be reached after a significantly longer time
than the 30 min Navarro et al. [47] observed in the same temperature range. The sum
of the coverages of all adsorbates stays within 0.6 to 0.7 for both reaction mixtures
over the time of hours tested here. This confirms that the surface is not fully covered
with products and excludes any influence of space limitation on the measured cover-
ages. To shed more light on the nature of the adsorbed hydrocarbons, Figure 5.23(c)
in the supplemental information distinguishes the two different peaks contributing to
the overall hydrocarbon coverages displayed in Figure 5.16. In both gas ratios the two
types show a similar increase over time at 220 °C with the hydrocarbon type labeled
IT clearly being dominant (at least 70 % of the total hydrocarbon coverage). However,
at 250 °C the amount of type I strongly increases over time, whereas type II starts to
desorb. If both hydrocarbons were from the reaction, one would have to conclude that
the increase of the desorption rate of type II strongly exceeds the increase of the rate of
its formation when increasing the temperature from 220 °C to 250 °C, whereas for type
I the increase of rate of formation strongly exceeds the increase of the desorption rate
when increasing the temperature from 220 °C to 250 °C. As type I is more strongly
adsorbed, it would be a longer hydrocarbon than type II in this case. However, the for-
mation of different products shows a comparable temperature dependence on Co(0001)
[283], whereas in industrial FTS the product distribution would rather shift to shorter
chain lengths with increasing temperature [212]. Therefore, we deem it more likely that
the hydrocarbon type II stems from the gas background whereas type I is a reaction
product, which agrees with the results of Section 5.3.5. Generally, the deposition of
products, although it can poison the catalyst [216], can also be considered part of the
initiation phase of the catalyst after which the desorption of subsequent products is
facilitated [47].

The sulfur coverage increases to maximally 0.001 within 4 h in the reaction mixture
for both gas ratios. Thus, although sulfur is known to easily block CO oxidation on
Co(0001) [220,289] as well as more industrially relevant catalysts [221], it is not a
significant poison in the conditions and time frame studied here.

5.4 Conclusions and Outlook

Generally, the oxidation behavior of cobalt during FTS depends on a number of factors:
the structure of the sample, the water partial pressure, and the Hy-to-CO-ratio. For
the case of Co(0001), CO is more efficient at keeping the cobalt metallic compared to
H, at the same total pressure of 0.25 mbar as measured here by in situ XPS. We have
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suggested that this behavior can be explained on the basis of the different adsorption
and dissociation sites of Ho, CO, and HyO, respectively. Namely, CO adsorbs equally
well on the steps and vacancies as on the terrace sites and is therefore able to block the
dissociation of water, which most likely proceeds at low-coordinated sites. In compari-
son, Hy prefers the Co(0001) terrace sites for adsorption and can therefore not prevent
the H5O dissociation in this pressure range. Under reaction conditions of 4 Hy, + 1 CO
and 2 Hy + 1 CO at 220 °C to 250 °C the surface stays mainly metallic.

We have developed a theoretical model to convert the measured intensities of all ad-
sorbed species to quantitative coverage values. Comparisons to values expected from
literature have confirmed the validity of this model in combination with an experimen-
tal calibration.

The high-resolution carbon areas measured at the HIPPIE beamline of MaxIV allow for
the distinction of a number of species. In this way it can be seen that at least 70 % of
the carbon adsorbed on the surface during the reaction at 220 °C is carbidic and thus
a reaction intermediate that can easily be removed by hydrogenation. Additionally,
two different hydrocarbon peaks in the fit allowed for the distinction of hydrocarbons
adsorbed from the CO gas background and formed by the Fischer-Tropsch reaction.
We plan to further study the effect of the water partial pressure on the oxidation be-
havior of Co(0001) by recording phase diagrams with and without drying of the gases.
At a high-flux beamline this can be done via quick O 1s, C 1s, and Co 2p scans while
continuously changing the conditions within a larger range of Hy-to-CO-ratios and tem-
peratures. Additionally, the identification of the different CO adsorption peaks should
be confirmed by more detailed studies in a larger CO pressure range from UHV to
mbars.

5.5 Supplemental Information

5.5.1 Beam-induced Deposition

Figure 5.18 compares the carbon and hydrocarbon coverage measured over time in the
reaction mixture at 220 °C while staying in one position on the surface (thus with
strong beam exposure) to measurements where the beam exposure was minimized. To
achieve the minimum beam exposure we have moved to a new position on the sample
right before every measurement of the carbon area. In this way the influence by the
beam is as small as possible and stays constant over time between measurements taken
at the same temperature. When comparing two consecutive sweeps of every such
carbon area measurement, no difference is detectable, which confirms that the beam-
induced deposition does not play a role in the time frame in which the carbon signal

is measured. However, as the O 1s and Co 2p areas are measured later in time, they
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Figure 5.18: Coverages of carbon and hydrocarbons measured on Co(0001) in 0.25 mbar
2 Hz + 1 CO at 220 °C over time comparing measurements done with strong beam exposure,
labeled (beam), to measurements done while minimizing beam exposure as explained in the
text.
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Figure 5.19: Hydrocarbon coverage on Co(0001) measured in 0.25 mbar 2 Hy + 1 CO at
increasing temperature. The sample was held at every temperature step for roughly 2.5 h
under continuous beam exposure at the same position. As explained in Section 5.2.3, the
coverage values displayed here are calculated as the number of layers that would be present if

the hydrocarbons covered the whole surface in the absence of other adsorbates.
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could still be slightly influenced by a change in carbon species over time. The same
procedure is used for all measurements shown in the previous sections.

In detail, the comparison in Figure 5.18 shows a somewhat higher coverage of C, likely
stemming from beam-induced CO dissociation. Subtracting the two values at 2 h results
in a maximum beam-induced C coverage of 0.07. However, this difference decreases
over time, likely because more surface area gets blocked by hydrocarbons on the surface
with strong beam exposure. The detailed fits show that between 69 % and 80 % of
the carbon is carbidic on the beam-exposed sample. This is in the same range as on
the sample with minimized beam exposure (70 % to 76 %), thus not suggesting any
promotion of graphite formation by the beam.

The deposition of hydrocarbons is more strongly increased on the sample with strong
beam exposure, roughly by a factor of 10 compared to the sample with minimum
exposure. This suggests a beam-induced Fischer-Tropsch reaction. The detailed fits
show that all of the beam-induced hydrocarbon is the one labeled here as type I. This
is the type identified as a Fischer-Tropsch product of the cobalt-catalyzed reaction
in Section 5.3.6. There, it was formed significantly faster at 250 °C compared to
at 220 °C. Thus, the beam might practically have a similar effect as an increased
temperature. The beam-induced deposition could be observed starting from 220 °C
surface temperature on and proceeds faster at higher temperatures. While increasing
the temperature from 220 °C to 300 °C in the reaction mixture over a course of roughly
8 h, the hydrocarbon coverage increased exponentially (see Figure 5.19) and reached a
total of 18 layers. As explained in Section 5.2.3, at these kind of coverages the model
used for the calculations is not accurate and this is thus a rough estimate at best.
However, it is clear that the cobalt terraces are completely covered before reaching
this amount of hydrocarbons. This additionally suggests that the cobalt surface itself
might not be necessary for the beam-induced reaction, although the steps could still
be involved. In contrast to type II, the hydrocarbon type I does not seem to desorb
in the temperature range investigated here, thus being able to cover the whole surface

and making it crucial to minimize the beam exposure.
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5.5.2 Detailed Fit Results
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Figure 5.20: Results of the detailed fits of C 1s spectra measured on different as-prepared
samples in UHV (a) distinguishing CO alone from CO co-adsorbed with O compared to

the O coverage from the O 1s spectra, (b) distinguishing carbidic and graphitic C, and (c)
distinguishing two types of hydrocarbons.
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Figure 5.21: Results of the detailed fits of C 1s spectra measured in 0.25 mbar H; at different
temperatures distinguishing (a) carbidic from graphitic C, (b) two types of hydrocarbons, and
(c) CO alone from CO co-adsorbed with O.
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Figure 5.22: Results of the detailed fits of the spectra measured in 0.25 mbar CO at different
temperatures (a) comparing the total CO coverage calculated from the C 1s spectra to the

total CO coverage calculated from the O 1s spectra, (b) distinguishing CO alone from CO

co-adsorbed with O compared to the O coverage, (c) distinguishing two types of hydrocarbons,

and (d) distinguishing carbidic from graphitic C.
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Figure 5.23: Results of the detailed fits of C 1s spectra measured in 0.25 mbar of 4 H, + 1 CO
(left column) and 2 Hy + 1 CO (right column) (a) distinguishing CO alone from CO co-
adsorbed with O compared to the O coverage from the O 1s spectra, (b) distinguishing carbidic
from graphitic C, and (c) distinguishing two types of hydrocarbons. The dashed, vertical lines
mark an increase of the temperature from 220 °C to 250 °C.
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Catalyst applications are vast and include the areas of energy supply and sustainability
[2-10]. All types of catalysts increase the activity and/or selectivity of a reaction while
returning back to their original state themselves [11,12]. Heterogeneous catalysts in
particular are solid surfaces that catalyze gas-phase reactions. Surface science aims at
understanding how such surfaces catalyze the reaction in detail on the atomic level [20].
Standard surface-science techniques such as microscopy, spectroscopy, and diffraction
techniques are easiest applied on flat metal single crystals in ultra-high vacuum. As
industrial catalysts function at atmospheric or even significantly higher pressures, one
speaks of the pressure gap between research and application [21]. There is consid-
erable effort in bridging this gap by developing various in situ techniques [37]. The
ReactorSTM, used in Chapters 3 and 4, is a scanning tunneling microscope inside a
flow-reactor cell which is incorporated into an ultra-high vacuum chamber [44]. In this
way it combines the controlled preparation and characterization of model catalysts with
imaging in atmospheric gas pressures revealing the structure of the catalytic surface
during the reaction [46-48]. Near-ambient pressure X-ray photoelectron spectroscopy
(NAP-XPS) on the other hand can reveal chemical states of surface atoms as well as
adsorbed species during the reaction in the mbar pressure range [54]. In combination
with synchrotron X-rays, as used in Chapter 5, this technique allows for high surface
sensitivity, energy resolution, as well as swift measurements [230,231]. Apart from the
pressure difference, industrially used catalysts also consist of multiple components with
complex structures compared to single crystals studied in surface science. In order to
bridge this so-called materials gap [21], model catalysts are made increasingly more
complex from flat metal single crystals to stepped [22] and curved [24] single crystals,
oxide single crystals [30], and metal [31], oxide [29], as well as sulfide [32] nanopar-
ticles on top of the different single crystals. This thesis presents work on a metal
single crystal, an oxide single crystal, as well as a complex model catalyst containing
nanoparticles.

Chapter 3 presents a first-time use of a Zn0(1010) single crystal in the ReactorSTM.
Zinc oxide is part of the most-studied catalyst for methanol steam reforming, Cu-
ZnO/Aly 03 [72,75,76]. The use of such a catalyst in hydrogen fuel-cell vehicles could
make them safer and more convenient. However, the main challenge is for the catalyst
to be highly selective for producing COs instead of the side product CO, for which
the zinc oxide could play a significant role [79,80]. Although ZnO(1010) is a flat single
crystal, we mention a number of challenges that come with its use in scanning tunneling
microscopy in UHV. Among these are its affinity for HoO adsorption from the UHV
background, the incorporation of argon below the surface, and a loss of conductivity
with repeated preparation, which we interpret as a loss of natural hydrogen impurities.

Another experimental challenge is the amount of background water in the in situ cell of
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the ReactorSTM, which we measure in detail in Chapter 3 and relate it to the design
of the gas delivery system. This leads to a water pressure on the order of roughly
1 mbar when filling the cell to 1 bar total pressure of any gas. When exposing the
Zn0(1010) surface to argon in the ReactorSTM, this water leads to a roughening of
the surface in the form of the formation of a large number of additional steps on top of
the original terraces. In this process, the formation of (0001)- and (0001)-type steps is
favored compared to (1210)-type steps, which we interpret to be in contradiction with
theoretical but in agreement with experimental literature. Preliminary results on the
exposure of ZnO(1010) to wet hydrogen suggest that a stabilizing effect of the terraces
might be able to counteract the roughening. As water is a reactant in the methanol
steam reforming reaction, it has to be concluded that the (1010) face of zinc oxide
might not be stable under reaction conditions and the applicability of UHV studies
on ZnO(1010) as a model for the industrial process is rather limited. Although we
suggest the use of dried gases to confirm the role of water, as well as studies at tem-
peratures more relevant for the catalytic application, further use of ZnO(1010) in the
ReactorSTM would first require systematic trials to improve its preparation method.

In Chapter 4 we move on to studying a more complex, yet inverted, model catalyst,
TiO2/Au(111), which is prepared via physical vapor deposition. Gold-based catalysts,
usually applied in the form of gold nanoparticles on different oxide supports, are active
for CO oxidation at lower temperatures compared to more conventional catalysts [134].
Therefore, they could reduce CO emissions during the cold start-up of combustion en-
gine vehicles. Additionally, the lower reaction temperature allows for the selective
oxidation of CO in Hy environment over gold-based catalysts [131-133], which can
again supply clean hydrogen for fuel-cell vehicles. However, the reaction mechanism
including the oxidation state of the gold during the reaction [158-160], the role of the
oxide support [34,149-153], as well as the role of water in the gas mixture [161-164]
are not unambiguously identified in the current literature. First studying the Au(111)
substrate in the ReactorSTM, we observe the formation of gold oxide islands under
exposure to atmospheric pressures of oxygen, CO oxidation reaction conditions, or CO
alone. The surface oxide can be identified by its unit cell, which is also formed when
exposing Au(111) to atomic oxygen. Although the presence of oxygen on the surface
can be confirmed with lab-based XPS, the surface sensitivity and energy resolution of
synchrotron near-ambient pressure XPS will be necessary for the detection of oxidized
gold. As the gold oxide islands observed here are always connected to a step edge of
Au(111) and molecular oxygen is unlikely to dissociate by itself [171], we interpret the
formation in line with the water-enabled dissociation of O2 on the step edge of Au(111)
as it is suggested from theoretical studies [174]. On the other hand, the presence of

contaminants on the gold surface can strongly promote the gold oxide formation even
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on the terraces. As background water as well as contaminants in the gold are likely
present on industrial catalysts under realistic reaction conditions, it can be concluded
that the presence of the oxide is likely as well. However, certain reaction studies in
literature disagree on whether this would promote or rather poison the reaction [158—
160]. Additionally, the exposure of TiO5/Au(111) to CO oxidation reaction conditions
in the ReactorSTM has revealed no difference in the gold oxide formation compared
to the Au(111) substrate alone. This suggests that, although (defected) TiOy might
dissociate Oy [181,182], the resulting atomic oxygen does not end up on the gold sub-
strate. Thus, the atomic oxygen spillover from TiO3 to Au is not part of the CO
oxidation reaction mechanism on TiO3/Au(111). The ReactorSTM offers a number of
opportunities to further study this system: the interaction of Au(111) with CO alone
and resulting carbon depositions, the influence of a hydrogen environment on the cat-
alyst structure including the gold oxide formation, and a comparison of TiOy/Au(111)
to its non-inverse counterpart, gold nanoparticles on a TiOs single crystal.

Chapter 5 of this thesis focuses on a different in situ technique, near-ambient pressure
X-ray photoelectron spectroscopy, performed at Max IV [231] as well as at the ALS
[230]. A cobalt single crystal is used as a model for a Fischer-Tropsch synthesis cata-
lyst. This reaction [205] allows for the production of cleaner [208,209], synthetic fuels
from syngas, a mixture of Ho and CO, which can be produced from natural gas, oil, or
renewable sources. Cobalt catalysts, although already used industrially [211,212], are
investigated in line with a number of deactivation mechanisms [216,217] like oxidation
[222-225] and the deposition of carbon, sulfur, and reaction products [218-221]. Tt is
clear from the current state of the literature that the oxidation behavior can strongly
depend on the Hy-to-CO ratio, the water partial pressure, as well as the structure of
the cobalt sample [227,228]. As one piece to this puzzle, we thus present the first NAP-
XPS results measured on Co(0001) during Fischer-Tropsch synthesis at 0.25 mbar total
pressure. In this case CO seems to be more efficient at keeping the Co(0001) surface
metallic than Ho, especially as the water background is able to oxidize the Co(0001) in
H; even when a liquid nitrogen trap is used to dry the hydrogen. Although the opposite
behavior is reported in lower [229] as well as higher [242] total pressure ranges, these
results roughly agree with those on cobalt foil in a similar pressure range [226]. We
offer a possible interpretation of the difference between the interaction of CO and H
with Co(0001) at different pressures based on their preferred adsorption and dissoci-
ation sites compared to water. Relevant for this explanation is that, in experimental
studies, a Co(0001) surface cannot be perfectly flat but contains steps and vacancies.
However, the picture is not yet complete and we suggest near-ambient pressure studies
on Co(0001) in a larger range of gas composition, total pressure, and temperature.

Additionally, Chapter 5 presents a model to convert measured spectra into coverages
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on the Co(0001) surface, which is applied to quantify the adsorbed products as well
as poisons during the reaction. Here, detailed carbon spectra can aid in the identifica-
tion of different carbon species, hydrocarbon products, and CO adsorption sites, which
should, however, be confirmed in future studies.

Although this thesis gives examples of model catalysts based on metals and oxides
often used to bridge the materials gap, other materials such as alloys are not used as
routinely yet. An example would be PdZn, which is a promising catalyst for methanol
steam reforming [290]. PdZn can be studied with surface-science techniques when it
is formed on top of zinc oxide single crystals after the deposition of palladium [291].
However, in these cases it cannot be excluded that results are influenced by the sur-
rounding elements and the specific structure of the supported alloy. To our knowledge,
there is no established method to prepare macroscopic single crystals of alloys when
the melting temperatures of the two metals differ as significantly as between palladium
and zinc. Currently, such a method is being developed in Leiden. It is based on an
existing single-crystal face of the metal with the higher melting point, Pd(111) in the
case of PdZn. The zinc is introduced in the form of a Zn rod, which is placed in a
hole in the back of the Pd(111) crystal and enclosed with additional palladium. When
carefully heating the crystal in ultra-high vacuum, zinc atoms will diffuse through the
palladium crystal until they reach the surface. Using a surface-sensitive and spatially
resolved spectroscopy technique, the formation of the alloy on the surface can then be
studied as a function of the distance from the center. If the original zinc rod has a
significantly smaller diameter than the palladium single crystal, the zinc-to-palladium-
ratio decreases from the center to the sides of the crystal surface. This gradient could
allow for a number of spatially resolved studies, like molecular beam studies and in
situ spectroscopy, to shed light on the influence of the zinc-to-palladium-ratio on the
catalytic activity. When successful, this method to prepare alloy single crystals could
in principle be expanded to many other alloys of which no single crystals are available
at the moment.

In general, the results presented in this thesis exemplify how low concentrations of con-
taminants in the gas phase as well as in sample materials can have a significant effect
when moving from UHYV to in situ studies in order to bridge the pressure and mate-
rials gaps. Often, such effects are suppressed by using very pure materials and gases,
which simplifies the interpretation of data. The ReactorSTM used in Chapters 3 and 4
suffers from a large water background. Based on tests done in line with this thesis, we
consider a complete redesign of the gas delivery system necessary to allow for proper
drying of the gases. However, drying and purifying again reduces the relevance of the
obtained results for realistic reaction conditions, which undermines the motivation for

in situ surface science. Therefore, we suggest more systematic comparisons of pure
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compared to non-pure studies, which can be achieved by consciously not drying gases,
or intentionally adding water, and for example controllably depositing small amounts
of certain contaminants onto clean samples. At the same time the behavior of com-
plex model catalysts can only be understood well if every component is investigated
separately before combining them. Additionally, it is crucial to include specific infor-
mation about the gases, materials, setups, and gas delivery systems in publications to
facilitate literature comparisons. The interpretation of data and comparisons of pure
and non-pure studies can be especially challenging at user facilities such as those used
in Chapter 5 as the user is not too familiar with the design of the gas delivery system
and the possible sources of contaminants.
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Nederlandse Samenvatting

Katalysatoren zijn van groot belang voor ons dagelijks leven, voor energievoorziening,
milieubescherming en de productie van talrijke chemicalién en levensmiddelen. Daarom
komen katalysatoren ook in zeer veel verschillende vormen voor, zoals enzymen in je
eigen lichaam, moleculen in oplossingen of poeders gemaakt van metalen en oxiden.
In al deze gevallen is de rol van de katalysator echter dezelfde; hij maakt een chemi-
sche reactie sneller, energiezuiniger en/of selectiever voor bepaalde uitgangsstoffen of
producten. De katalysator keert daarbij terug naar zijn oorspronkelijke staat zodra
de zogenaamde katalytische cyclus is voltooid. De focus van dit proefschrift ligt op
een bepaalde soort heterogene katalysatoren, vaste stoffen die de reactie tussen gassen
katalyseren. Om de prestaties van dergelijke katalysatoren te verbeteren, streeft de op-
pervlaktewetenschap naar een gedetailleerd begrip van hun werkingsmechanisme op de
atomaire schaal. Standaardmethoden van de oppervlaktewetenschap zijn onder meer
microscopie om het oppervlak in beeld te brengen, spectroscopie om de elementaire
samenstelling te meten en diffractie om de structuur te bepalen. Deze methoden zijn
het gemakkelijkst toe te passen op vlakke, éénkristallijne metalen in ultrahoog vacuiim.
Omdat katalysatoren in de industrie echter bij atmosferische of zelfs significant hogere
drukken worden gebruikt, spreekt men van de zogenaamde drukkloof (Engels: pressure
gap) tussen wetenschap en toepassing. Om deze kloof te overbruggen worden steeds
meer zogenaamde in situ methoden ontwikkeld. De ReactorSTM, die in hoofdstuk
3 en hoofdstuk 4 wordt gebruikt, is een rastertunnelmicroscoop geintegreerd in een
doorstroomreactorcel, die zich wederom in een vacuiimkamer bevindt. Op deze manier
kan een gecontroleerde bereiding en karakterisering van modelkatalysatoren worden
gecombineerd met beeldvorming onder atmosferische druk. Laatstgenoemde geeft in-
formatie over de structuur van het katalysatoroppervlak tijdens de reactie. Aan de
andere kant kan rontgenfotoelektronenspectroscopie bij drukken dichtbij het atmosfe-
rische bereik geadsorbeerde moleculen en de chemische toestand van atomen op het
oppervlak tijdens de reactie identificeren. Als de rontgenfotonen, zoals in hoofdstuk 5

van dit proefschrift, van een synchrotronbron afkomstig zijn, heeft deze methode een
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hoge energieresolutie, is oppervlaktegevoelig en geschikt voor snelle metingen.
Afgezien van het drukverschil, verschillen industriéle katalysatoren ook door hun com-
plexe structuur van éénkristallen, die in de traditionele oppervlaktewetenschap bestu-
deerd worden. Om ook deze zogenaamde materiaalkloof (Engels: materials gap) te
overbruggen, worden modelkatalysatoren steeds complexer gemaakt: van éénkristal-
lijne metalen, via gestapte en gekromde éénkristallen, naar oxide éénkristallen en me-
taal, oxide en sulfide nanodeeltjes op de verschillende éénkristallen. Dit proefschrift
gaat over een metallisch éénkristal, een oxide éénkristal en een complexe modelkataly-
sator met nanodeeltjes.

Hoofdstuk 3 toont het eerste gebruik van een ZnO(1010) éénkristal in de ReactorSTM.
Zinkoxide is onderdeel van de meest bestudeerde katalysator, Cu-ZnO/Al;O3, voor
de stoomreformering van methanol, de reactie tussen methanol en water om schone
waterstof te produceren. Deze katalysator heeft het potentieel om voertuigen met wa-
terstofbrandstofcellen veiliger en gebruiksvriendelijker te maken. Hiervoor moet de
katalysator voornamelijk zeer selectief voor de productie van COs in plaats van CO
zijn, waarin het zinkoxide een grote rol kan spelen. Eerst beschrijf ik enkele experi-
mentele uitdagingen die het gebruik van ZnO(1010) in een rastertunnelmicroscoop in
vaculim met zich mee brengt. Ook kwantificeren wij de waterachtergrond in de reac-
torcel van de ReactorSTM. Als ZnO(1010) in de reactor aan argon wordt blootgesteld,
verruwt dit water het oppervlak zodat een groot aantal stappen zichtbaar wordt. Aan-
gezien water echter ook een uitgangsstof van de stoomreformering van methanol is,
moet geconcludeerd worden dat het (1010) oppervlak van zinkoxide mogelijk niet sta-
biel is onder realistische omstandigheden en studies van ZnO(1010) in vacuiim slechts
beperkt geschikt zijn als model voor industriéle processen.

In hoofdstuk 4 gaan we verder met de studie van een complexere modelkatalysator in
de vorm van TiOs nanodeeltjes op goud. Katalysatoren op basis van goud zijn actief
voor CO oxidatie, en dat bij lagere temperaturen in vergelijking met andere materialen.
Daarom kunnen ze de uitstoot van CO tijdens het opwarmen van verbrandingsmotoren
verminderen. Met betrekking tot het mechanisme van deze katalysator zijn de oxida-
tietoestand van het goud tijdens de reactie, de rol van het oxide en ook de rol van water
in het gasmengsel onduidelijk. In de ReactorSTM kan de vorming van een dun laagje
goudoxide op Au(111) bij atmosferische drukken van O of het reactiemengsel worden
gezien. De dissociatie van Oq, die hiervoor noodzakelijk is, wordt waarschijnlijk door
de waterachtergrond in de gassen mogelijk gemaakt. Aangezien verontreinigingen in
het goud de vorming van het oxide kunnen bevorderen en een waterachtergrond ook
onder realistische omstandigheden aanwezig is, lijkt het bestaan van het oxide op indu-
striéle katalysatoren waarschijnlijk. TiO2 nanodeeltjes op Au(111) hebben echter geen

invloed op de vorming van het goudoxide. We kunnen daarom uitsluiten dat TiOq
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tijdens de CO oxidatie atomair zuurstof aan het Au(111) oppervlak levert.

In hoofdstuk 5 wordt in situ réntgenfotoelektronenspectroscopie gebruikt om een ko-
balt éénkristal te onderzoeken, dat als modelkatalysator voor Fischer-Tropsch synthese
fungeert. Met behulp van deze reactie kunnen schonere, synthetische brandstoffen uit
een mengsel van CO en Hs geproduceerd worden. Hoewel kobalt al industrieel wordt
gebruikt, onderzoekt de wetenschap een aantal deactiveringsprocessen zoals de oxidatie
van kobalt en de afzetting van koolstof en producten van de reactie op het oppervlak.
De oxidatie van het kobalt kan sterk van de structuur van het kobaltmonster athangen.
In het geval van onze metingen op Co(0001) lijkt het oppervlak in CO metaalachtig
te blijven. In Hy kan de waterachtergrond het oppervlak echter oxideren, zelfs als er
zoveel water als mogelijk uitgefilterd wordt. Hoewel het tegenovergestelde bij zowel
lagere als hogere drukken wordt gemeten, komen deze resultaten overeen met metingen
op kobaltfolie bij vergelijkbare drukken. Een mogelijke verklaring hiervoor is gebaseerd
op de verschillende plekken die CO, Hy en HoO op Co(0001) prefereren. Ook stellen
wij in hoofdstuk 5 een model voor waarmee de hoeveelheid van moleculen en atomen,
die tijdens de reactie op Co(0001) gedeponeerd worden, gekwantificeerd kan worden.
Over het algemeen zijn alle drie de systemen die in dit proefschrift onderzocht worden
een voorbeeld van het feit dat kleine concentraties van verontreinigingen in gassen en
monstermaterialen een significante invloed op de resultaten van in situ metingen kun-
nen hebben. Hoewel dit de interpretatie van resultaten bemoeilijkt, bevordert het ook

het naderen tot meer realistische reactieomstandigheden.






Deutsche Zusammenfassung

Katalysatoren sind von grofer Bedeutung fiir unser tégliches Leben: fiir nachhaltige
Energieversorgung, Umweltschutz, die Produktion von zahlreichen Chemikalien und
die Nahrungsmittelversorgung. Daher treten Katalysatoren auch in den verschiedens-
ten Formen auf, als Enzyme in unserem Koérper, Molekiile in Lésungen oder Puder aus
Metallen und Oxiden. In all diesen Féllen ist die Rolle des Katalysators jedoch die glei-
che; er macht eine chemische Reaktion schneller, energieeffizienter und/oder selektiver
fiir bestimme Edukte oder Produkte. Hierbei kehrt der Katalysator nach der Vollen-
dung des sogenannten katalytischen Zyklus wieder in seinen urspriinglichen Zustand
zuriick. Der Fokus dieser Arbeit liegt auf einer Art von heterogenen Katalysatoren,
ndmlich Oberflichen, die Reaktionen zwischen Gasen katalysieren. Um die Leistung
solcher Katalysatoren zu verbessern, strebt die Oberflichenwissenschaft nach einem
detaillierten Verstindnis ihrer Wirkungsweise auf dem atomaren Niveau. Thre Stan-
dardmethoden beinhalten Mikroskopie, um die Oberfliche abzubilden, Spektroskopie
zur Messung der elementaren Zusammensetzung und Beugung zur Bestimmung der
Struktur. Diese Methoden kénnen am einfachsten auf flachen, einkristallinen Metallen
in Ultrahochvakuum angewendet werden.

Da Katalysatoren in der Industrie jedoch bei atmosphérischen oder sogar signifikant
hoheren Driicken gebraucht werden, spricht man von der sogenannten Druckliicke (eng-
lisch: pressure gap) zwischen Wissenschaft und Anwendung. Um diese Liicke zu schlie-
fen, werden stets neue sogenannte in situ Methoden entwickelt. Das ReactorSTM,
welches in Kapitel 3 und Kapitel 4 dieser Arbeit verwendet wird, ist ein Rastertun-
nelmikroskop, das in eine Durchflussreaktorzelle integriert ist. Letztere befindet sich
wiederum in einer Vakuumkammer. Auf diese Weise kann eine kontrollierte Vorberei-
tung und Charakterisierung von Modellkatalysatoren mit dem Abbilden in atmosphi-
rischen Driicken kombiniert werden. Letzteres gibt Aufschluss auf die Struktur der
Katalysatoroberfliche wahrend der Reaktion. Im Gegensatz hierzu kann Rontgenpho-
toelektronenspektroskopie bei Driicken nahe dem atmosphérischen Bereich adsorbierte

Molekiile sowie den chemischen Zustand von Atomen der Oberfliche wihrend der Re-
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aktion identifizieren. Wenn die Rontgenstrahlen, wie in Kapitel 5 dieser Arbeit, aus
einer Synchrotronquelle stammen, hat diese Methode eine hohe Energieauflésung, ist
oberflichensensitiv und fiir schnelle Messungen geeignet. Aufser dem Druckunterschied
unterscheiden sich industrielle Katalysatoren auch durch ihre komplexe Struktur von
den Einkristallen, die in der traditionellen Oberflachenwissenschaft untersucht werden.
Um auch diese sogenannte Materialliicke (englisch: materials gap) zu iiberbriicken,
werden Modellkatalysatoren stets komplexer gemacht: von einkristallinen Metallen,
iiber gestufte und gekriimmte Einkristalle, zu Oxideinkristallen sowie Metall-, Oxid-
und Sulfid-Nanopartikeln auf Einkristallen. Diese Arbeit behandelt einen metallischen
Einkristall, einen Oxideinkristall, sowie einen komplexen Modellkatalysator mit Nano-
partikeln.

Kapitel 3 zeigt die erste Verwendung eines Zn0(1010)-Einkristalls im ReactorSTM.
Zinkoxid ist Teil des am meisten untersuchten Katalysators fiir die Dampfreformie-
rung von Methanol, Cu-ZnO/Al;O5. Dieser Katalysator hat das Potenzial, Fahrzeuge
mit Wasserstoffbrennzellen sicherer und ihren Gebrauch einfacher zu machen. Hierfiir
muss der Katalysator jedoch dufserst selektiv fiir die Produktion von COs statt CO
sein, wofiir das Zinkoxid eine grofe Rolle spielen konnte. Zunéchst stellen wir einige
experimentelle Herausforderungen dar, die der Gebrauch von ZnO(1010) im Raster-
tunnelmikroskop in Vakuum mit sich bringt. Auferdem quantifizieren wir den Wasser-
hintergrund in der Reaktorzelle des ReactorSTM. Wenn ZnO(1010) in der Zelle Argon
ausgesetzt wird, raut dieses Wasser die Oberfliche auf, sodass eine grofe Anzahl an
Stufen sichtbar ist. Da Wasser jedoch auch ein Edukt der Dampfreformierung von Me-
thanol ist, muss der Schluss gezogen werden, dass die (1010)-Oberfliche von Zinkoxid
unter realistischen Bedingungen eventuell nicht stabil ist und Studien von ZnO(1010)
in Vakuum nur bedingt als Modell fiir den industriellen Prozess geeignet sind.

In Kapitel 4 gehen wir zur Studie eines komplexeren Modellkatalysators in der Form
von TiOz/Au(111) iiber. Katalysatoren, die auf Gold basieren, sind aktiv fiir CO-
Oxidation, und das bei niedrigeren Temperaturen im Vergleich zu anderen Materialien.
Daher kénnten sie die Emission von CO wihrend des Warmlaufens von Verbrennungs-
motoren reduzieren. Beziiglich des Mechanismus auf diesem Katalysator sind jedoch
der Oxidationszustand des Goldes wahrend der Reaktion, die Rolle des Oxids und auch
die Rolle von Wasser in der Gasmischung unklar. Im ReactorSTM kann die Bildung
eines oberflichlichen Goldoxids auf Au(111) in atmosphérischen Driicken von Oz oder
der Reaktionsmischung beobachtet werden. Die hierzu notwendige Dissoziation von
05 wird wahrscheinlich durch den Wasserhintergrund in den Gasen moglich gemacht.
Da auch Kontaminierungen im Gold die Bildung des Oxids férdern kénnen und der
Wasserhintergrund unter realistischen Umstidnden ebenfalls vorhanden ist, scheint die

Existenz des Oxids auf industriellen Katalysatoren wahrscheinlich. TiOs-Nanopartikel
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auf Au(111) haben jedoch keinen Einfluss auf die Bildung des Goldoxids. Wir kénnen
damit ausschlieften, dass TiOs wihrend der CO-Oxidation atomaren Sauerstoff an die
Au(111)-Oberféche liefert.

Kapitel 5 zeigt die Anwendung von in situ Rontgenphotoelektronenspektroskopie zur
Untersuchung eines Kobalt-Einkristalls, der als Modellkatalysator fiir Fischer-Tropsch-
Synthese dient. Mit Hilfe dieser Reaktion kénnen sauberere, synthetische Brandstoffe
aus einer Mischung von CO und H; hergestellt werden. Obwohl Kobalt schon industriell
verwendet wird, beschéftigt sich die Wissenschaft mit einigen Deaktivierungsprozessen
wie der Oxidation des Kobalts und der Ablagerung von Kohlenstoff sowie Produkten
der Reaktion. Die Oxidation des Kobalts kann stark von der Struktur der Kobaltpro-
be abhégen. Im Fall von unseren Messungen auf Co(0001) scheint die Oberfliche in
CO metallisch zu bleiben. In Hs kann der Wasserhintergrund die Oberfléiche jedoch
oxidieren, selbst wenn so viel Wasser wie mdoglich herausgefiltert wird. Obwohl das
Gegenteil sowohl in niedrigeren als auch in héheren Driicken beobachtet wird, stimmen
diese Ergebnisse mit Messungen auf Kobaltfolie in &hnlichen Driicken iiberein. Eine
mogliche Erklérung hierfiir basiert auf den unterschiedlichen Positionen, die CO, Hs
und HyO auf Co(0001) bevorzugen. Auferdem stellen wir in Kapitel 5 ein Modell vor,
mit dem die Menge an Materialien, die wihrend der Reaktion auf Co(0001) abgelagert
werden, quantifiziert werden kann.

Allgemein gesprochen sind alle drei Systeme, die in dieser Arbeit untersucht wurden,
ein Beispiel dafiir, dass kleine Konzentrationen von Kontaminierungen in Gasen und
Probenmaterialien einen signifikanten Einfluss auf die Ergebnisse von in situ Messun-
gen haben kénnen. Obwohl dies die Interpretation von Ergebnissen erschwert, fordert

es auch die Anndherung an realistischere Reaktionskonditionen.
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