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Context As an interferometric technique, sparse aperture masking (SAM) is ca-
pable of imaging beyond the diffraction limit of single telescopes. This makes SAM
an important technique to study processes like planet formation at solar-system
scales. However, it comes at the cost of a reduction in throughput, typically by
80-90%.
Aims We report on the design, construction and commissioning of a prototype
aperture masking technology implemented at the Keck OSIRIS Imager: the holo-
graphic aperture mask. Holographic aperture masking (HAM) aims at increasing
the throughput of sparse aperture masking by selectively combining all subaper-
tures across a telescope pupil in multiple interferograms using a phase mask, in
addition to adding low-resolution spectroscopic capabilities.
Methods Using liquid-crystal geometric phase patterns we manufacture a HAM
mask that uses an 11-hole SAM design as central component and a holographic
component that compromises 19 different subapertures. Thanks to a multi-layer
liquid-crystal implementation, the mask has a diffraction efficiency higher than
96% from 1.1 to 2.5 micron. We create a pipeline that extracts monochromatic
closure phases from the central component as well as multi-wavelength closure
phases from the holographic component. We test the performance of the HAM
mask in the lab and on-sky.
Results The holographic component yields 26 closure phases with a spectral res-
olutions between R∼6.5 to R∼15, depending on the interferogram positions. On
April 19 2019, we observed the binary star HDS 1507 in the Hbb filter (λ0 = 1638
nm and ∆λ = 330 nm) and retrieve a constant separation of 120.9 ±0.5 mas for the
independent wavelength bins, which is excellent agreement with literature values.
For both the lab measurements and the observations of unresolved reference stars
we record non-zero closure phases; a potential source of systematic error that we
traced to polarization leakage of the HAM optic. We propose a future upgrade
that improves the performance, reducing this effect to an acceptable level.
Conclusions Holographic aperture masking is a simple upgrade of SAM with
increased throughput and a new capability of simultaneous low-resolution spec-
troscopy which provides new differential observables (e.g. differential phase with
wavelength).
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6.1 Introduction

Many of the most critical aspects of stellar physics play out in a theatre at solar-
system scales. These include star and planet formation, mass loss and debris
disks to name only a few. High-fidelity imaging of circumstellar environments can
provide key insights in these processes. High-contrast imaging instruments with
adaptive optics (AO) provide high resolution imagery with great sensitivity, resolv-
ing many protoplanetary disks and sub-stellar companions (Chilcote et al., 2018;
Beuzit, J.-L. et al., 2019). However, the performance of high-contrast imaging sys-
tems is still limited by residual phase and non-common path aberrations, reducing
the sensitivity (Macintosh et al., 2019; Beuzit, J.-L. et al., 2019). Nonetheless,
extreme AO facilities have been able to reach high contrasts (>14 magnitudes)
down to ∼200 mas: a few times the diffraction limit in the near-infrared (Vigan
et al., 2015; Nielsen et al., 2019). For nearby populous star forming regions such
as Taurus, 200 mas corresponds to ∼ 30 AU (larger than the orbit of Jupiter and
Saturn), which leaves a blind spot for critical scales of disk evolution and planet
formation. An additional technique called sparse aperture masking (SAM), often
used in concert with AO, has been able to resolve finer structures beyond the
diffraction limit, e.g. 20 mas at 1.65 µm (Tuthill et al., 1999).
SAM works by turning a telescope aperture into an interferometric array using an
opaque mask with small holes (Haniff et al., 1987; Tuthill et al., 2000). For most
applications, the holes are placed in a non-redundant fashion, which means that
each baseline (the vector that connects two apertures) appears only once. Imag-
ing with such a mask results in an interferogram that contains many fringes with
unique spatial frequencies in the image plane. The first null of these fringes is at
0.5λ/B instead of 1.22λ/D, where λ is the wavelength, B the longest baseline and
D the telescope aperture diameter. A second profound advantage is the rejection
of phase noise. Non-redundancy acts to remove noise in both visibility amplitudes
and phase measurements, and in particular robust observables known as closure
phases have been exploited with great success. Closure phases are formed by tak-
ing the sum of phases around baselines forming a closed triangle of subapertures
in the pupil. Even before adaptive optics (AO) became well established, the ro-
bust observables delivered by SAM allowed for imaging the regions closest to stars
(Tuthill et al., 1999).
Sparse aperture masking is even more powerful when used in concert with AO,
providing extremely stable closure phases that resulted in a leap in sensitivity and
contrast (Tuthill et al., 2006). The superior calibration particularly of closure
phases makes SAM more sensitive than coronagraphs for probing the smallest
separations (< 1 − 2λ/D), e.g. Gauchet et al. (2016); Cheetham et al. (2016);
Samland, M. et al. (2017). Furthermore, SAM has established productivity in
directly resolving stellar environments, recovering dust shells (Haubois, X. et al.,
2019) and structures in protoplanetary disks (Kraus et al., 2008; Willson et al.,
2019) at solar system scales.
Current SAMs, such as those in Keck/NIRC2 and VLT/SPHERE, block 80−90%
of the incident light, improving resolution at the expense of throughput and Fourier



Holographic aperture masking with the Keck OSIRIS Imager 181

coverage. Several different approaches to improve this throughput have been pro-
posed. One approach is the kernel phase method introduced by Martinache (2010).
Here, the concept of closure phase is generalised to the so-called kernel phase,
which are also phase-noise resistant observable quantities. The advantage of this
formalism over traditional closure phases is the fact that it can also be applied
to redundant pupils (placing it within the lineage of development from Speckle
Interferometry), provided that phase aberrations are small. In the high-Strehl
regime, the Kernel phase method presents a huge increase in throughput com-
pared to sparse aperture masking, although the achieved contrast is comparable
to non-redundant masking (Pope et al., 2015; Sallum & Skemer, 2019). Another
advantage of Kernel phase is that a full aperture yields more independent Kernel
phases, allowing for a better characterization of the target. Lastly, it easy to im-
plement in any extreme-AO instrument, as it requires only regular imaging and a
different post-processing algorithm.
A different approach that aims to increase the throughput of aperture masks is
segment tilting interferometry (Monnier et al., 2009). With this approach subsets
of mirrors are imaged onto separate image plane locations, resulting in a few com-
pletely independent non-redundant fringe patterns. While an on-sky survey using
this approach with the Keck 1 telescope proved successful, determining the sizes
of many young-stellar objects, the experiment was stopped shortly after with the
decommissioning of the Long Wavelength Spectrometer instrument. The simple
concept is appealing, it has a huge increase in throughput, superior uv-coverage
and the possibility of a photometric channel. However, the technical aspect is
challenging with strict requirements on keeping the tip-tilt alignment and piston
offset of individual mirror segments (Tuthill, 2012). Even so, there are many op-
portunities to revive this approach, as many future telescopes having a segmented
primary mirror, e.g. JWST (Gardner et al., 2006), the TMT (Sanders, 2013), and
the ELT (Gilmozzi & Spyromilio, 2007).
A third approach is pupil remapping interferometry, which uses photonic tech-
niques to remap the pupil onto a non-redundant output pupil, such that the full
pupil can be used (Perrin et al., 2006). Different photonic techniques have been
implemented to remap the pupil, e.g. single-mode fibers (Huby et al., 2012, 2013)
and integrated photonic chips (Jovanovic et al., 2012). The photonic chips are
especially powerful, as a single integrated chip can contain multiple components
that split single subaperture waveguides into multiple channels, control the phase
delay of every channel and recombine all subaperture waveguides, interfering ev-
ery subaperture with all others (Cvetojevic et al., 2018; Norris et al., 2019). Both
photonic techniques perform spatial filtering, are compact and their monolithic
design promises superior stability. Moreover, pupil remapping lends itself for spec-
troscopy, as the output can be arranged as 1D arrays of subapertures, which are
easily dispersed. Overall, pupil remapping has some unique advantages compared
to sparse aperture masking at the cost of increased complexity, as pupil remapping
requires a separate instrument.
Sparse aperture masking is an elegant technique due to its simplicity, i.e. a single

mask in the pupil plane adds the capability of imaging beyond the diffraction limit.
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Figure 6.1: Cartoon of sparse aperture masking (left) and holographic aperture
masking (right). The masks are shown on top with their resulting PSFs at the
bottom. Holographic aperture masking (HAM) combines an aperture mask with
a phase plate. HAM adds baselines by imaging otherwise redundant subapertures
at separate locations in the focal plane. The SAM mask design is incorporated as
the central component and the off-axis interferograms are part of the holographic
component. Subapertures can be imaged onto multiple PSF locations to make
different combinations. The different colors shown for HAM indicate different
ways of combining subapertures and correspond to the same color coded off-axis
interferograms. Multiple subapertures in one dimension can be combined at the
same location (red) or in two dimensions by imaging single baselines at different
locations (blue). It is also possible to make a non-interferometric PSF of a single
subaperture for amplitude monitoring (green). Two copies of each PSF are created
with opposite circular polarization state.



Holographic aperture masking with the Keck OSIRIS Imager 183

Yet, the approaches that have an increased throughput compared to SAM present
demanding system requirements, requiring high Strehl (Kernel phase), a complete
overhaul in the primary mirror alignment (segment tilting) or even a completely
new instrument (pupil remapping).
In this paper we present the implementation of a novel approach, holographic
aperture masking (HAM), that improves the throughput, number of baselines and
closure phases, adds the capability of low-resolution spectroscopy, while also main-
taining the simplicity of a single pupil-plane optic. The fundamental idea of HAM
is equivalent to segment tilting, where interfering different subapertures on sepa-
rate locations in the pupil allows for increasing the throughput without creating
redundant baselines (Doelman et al., 2018). Instead of tilted mirrors, the phase
mask introduces achromatic phase tilts to shift the location where subapertures
are imaged onto the detector to form an interferogram. As developed in this pa-
per, HAM is implemented as an addition to a non-redundant SAM mask, with
the distinction between the two components of the hybrid experiment discussed as
the SAM central component, and the off-axis HAM interferograms, the holographic
component. Both components provide complementary information and can be used
independently of each other. The difference between SAM and HAM is shown in
Fig. 6.1. One unique advantage of the phase masks is that single subapertures
can be imaged onto multiple locations. This is done by holographically combining
these phase tilts through multiplexing. For example, the three blue subapertures
in Fig. 6.1 are all imaged onto two holograms, such that all baselines are mea-
sured and a closure phase can be extracted. Moreover, the achromatic phase tilts
make the HAM mask diffractive, i.e. the diffraction angle depends on wavelength.
When the one dimensional subaperture combinations are deflected to a point in
the image plane orthogonal to their baseline, the wavelength smearing does not
act to blur out the fringes. Therefore, the holographic component can be designed
to operate as a low-resolution spectrograph without an additional dispersing ele-
ment.
We address the implementation and design of a HAM mask in Sect. 6.2, the in-
fluence of polarization leakage in Sect. 6.3, the HAM mask design for the Keck
OSIRIS Imager in Sect. 6.4, the data reduction pipeline in Sect. 6.5, the manu-
facturing of two HAM masks for the Keck OSIRIS Imager in Sect. 6.6, the lab
verification of one mask in Sect. 6.7, and the on-sky verification with a binary in
Sect. 6.8.

6.2 HAM design

The HAM concept shows promise to improve upon SAM mask designs adding
throughput, Fourier coverage and wavelength diversity. Here we explore the im-
plementation of the HAM phase mask, and how the properties of the phase mask
influence the design. A critical property of the phase mask is that it needs to be
able to image subapertures in off-axis interferograms. The off-axis interferograms
are rather large with size scaling with λ/Dsub, where λ is the wavelength and
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Dsub is the diameter of the subaperture. Therefore, imaging multiple interfero-
grams onto separate locations (so as to avoid overlap) on the detector requires
large phase tilts. This makes it difficult to manufacture classical phase implemen-
tations of a HAM phase mask for transmissive pupil planes. A solution is offered
by liquid-crystal geometric phase holograms (GPHs), as they have unbounded con-
tinuous phase over a large wavelength range. Next, we will explore the properties
of these GPHs.

6.2.1 Geometric phase holograms

A geometric phase hologram (Escuti et al., 2016) is a phase plate that applies
geometric phase (or Pancharatnam-Berry phase), rather than classical phase that
arises from optical path differences. Geometric phase arises when light travels
through an anisotropic medium, and only depends on the geometry of the light
path through the medium. One type of GPHs are half-wave retarders with varying
fast-axis orientation, and they apply geometric phase to circularly polarized light.
The geometric phase, φ(x, y), of such a device only depends on the geometry of
the fast-axis orientation θ(x, y), i.e.

φ(x, y) = ±2θ(x, y), (6.1)

where the sign is determined by the handedness of the circular polarization state
of the incoming light and x, y indicate the pupil-plane coordinates (Escuti et al.,
2016). Unpolarized light is defined as having no preferred state of polarization
and contains on average equal amounts of left and right circular polarization. The
fraction of light that acquires geometric phase depends on the retardance, where
half-wave retardance yields close to 100% diffraction efficiency. The fraction of
light that does not acquire geometric phase is called the leakage term and is apart
from a global piston term unaffected by the optic. The impact of this leakage term
for HAM is explored in Section 6.3.
A GPH phase mask for HAM requires control of the fast-axis orientation and
tuning of the retardance for optimal efficiency over the desired bandwidth. Both
of these properties can be controlled to a very high degree with liquid-crystal
technology. With a direct-write method, almost arbitrary phase patterns can be
written in a photo-alignment layer (PAL) (Miskiewicz & Escuti, 2014). Birefrin-
gent liquid-crystal layers deposited on the PAL keep this orientation pattern due
to spontaneous self-alignment. Changing the retardance is possible by stacking
these layers with different thickness and twist into a monolithic film (Komanduri
et al., 2013). By tuning these parameters, multi-twist retarders are capable of
achieving high diffraction effiencies over large bandwidths. The layers are cured
with UV radiation, and the liquid-crystal film therefore constitutes a static phase
pattern. Moreover, the optic is completely flat and can easily be combined with
an amplitude mask.
An example of a GPH is a polarization grating (PG). It has a continuously rotating
fast-axis orientation, which can also be interpreted as a phase ramp in accordance
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<latexit sha1_base64="K9tup1qfcQi1U8xR/k0I73n6Qbc=">AAAB6nicbVDLSsNAFL2pr1pfVZduBkvBVUhKq+mu4MZlRfuANpTJdNIOnUzCzEQooZ/gxoUibv0id/6N0wei1gMXDufcy733BAlnSjvOp5Xb2Nza3snvFvb2Dw6PiscnbRWnktAWiXksuwFWlDNBW5ppTruJpDgKOO0Ek+u533mgUrFY3OtpQv0IjwQLGcHaSHdOvzwolhy7Xq96NQ8Z4l16bgW5trPANynBCs1B8aM/jEkaUaEJx0r1XCfRfoalZoTTWaGfKppgMsEj2jNU4IgqP1ucOkNlowxRGEtTQqOF+nMiw5FS0ygwnRHWY/XXm4v/eb1Uh56fMZGkmgqyXBSmHOkYzf9GQyYp0XxqCCaSmVsRGWOJiTbpFEwIay+vk3bFdh3bva2WGt4qjjycwTlcgAtX0IAbaEILCIzgEZ7hxeLWk/VqvS1bc9Zq5hR+wXr/AvazjY0=</latexit><latexit sha1_base64="K9tup1qfcQi1U8xR/k0I73n6Qbc=">AAAB6nicbVDLSsNAFL2pr1pfVZduBkvBVUhKq+mu4MZlRfuANpTJdNIOnUzCzEQooZ/gxoUibv0id/6N0wei1gMXDufcy733BAlnSjvOp5Xb2Nza3snvFvb2Dw6PiscnbRWnktAWiXksuwFWlDNBW5ppTruJpDgKOO0Ek+u533mgUrFY3OtpQv0IjwQLGcHaSHdOvzwolhy7Xq96NQ8Z4l16bgW5trPANynBCs1B8aM/jEkaUaEJx0r1XCfRfoalZoTTWaGfKppgMsEj2jNU4IgqP1ucOkNlowxRGEtTQqOF+nMiw5FS0ygwnRHWY/XXm4v/eb1Uh56fMZGkmgqyXBSmHOkYzf9GQyYp0XxqCCaSmVsRGWOJiTbpFEwIay+vk3bFdh3bva2WGt4qjjycwTlcgAtX0IAbaEILCIzgEZ7hxeLWk/VqvS1bc9Zq5hR+wXr/AvazjY0=</latexit><latexit sha1_base64="K9tup1qfcQi1U8xR/k0I73n6Qbc=">AAAB6nicbVDLSsNAFL2pr1pfVZduBkvBVUhKq+mu4MZlRfuANpTJdNIOnUzCzEQooZ/gxoUibv0id/6N0wei1gMXDufcy733BAlnSjvOp5Xb2Nza3snvFvb2Dw6PiscnbRWnktAWiXksuwFWlDNBW5ppTruJpDgKOO0Ek+u533mgUrFY3OtpQv0IjwQLGcHaSHdOvzwolhy7Xq96NQ8Z4l16bgW5trPANynBCs1B8aM/jEkaUaEJx0r1XCfRfoalZoTTWaGfKppgMsEj2jNU4IgqP1ucOkNlowxRGEtTQqOF+nMiw5FS0ygwnRHWY/XXm4v/eb1Uh56fMZGkmgqyXBSmHOkYzf9GQyYp0XxqCCaSmVsRGWOJiTbpFEwIay+vk3bFdh3bva2WGt4qjjycwTlcgAtX0IAbaEILCIzgEZ7hxeLWk/VqvS1bc9Zq5hR+wXr/AvazjY0=</latexit><latexit sha1_base64="K9tup1qfcQi1U8xR/k0I73n6Qbc=">AAAB6nicbVDLSsNAFL2pr1pfVZduBkvBVUhKq+mu4MZlRfuANpTJdNIOnUzCzEQooZ/gxoUibv0id/6N0wei1gMXDufcy733BAlnSjvOp5Xb2Nza3snvFvb2Dw6PiscnbRWnktAWiXksuwFWlDNBW5ppTruJpDgKOO0Ek+u533mgUrFY3OtpQv0IjwQLGcHaSHdOvzwolhy7Xq96NQ8Z4l16bgW5trPANynBCs1B8aM/jEkaUaEJx0r1XCfRfoalZoTTWaGfKppgMsEj2jNU4IgqP1ucOkNlowxRGEtTQqOF+nMiw5FS0ygwnRHWY/XXm4v/eb1Uh56fMZGkmgqyXBSmHOkYzf9GQyYp0XxqCCaSmVsRGWOJiTbpFEwIay+vk3bFdh3bva2WGt4qjjycwTlcgAtX0IAbaEILCIzgEZ7hxeLWk/VqvS1bc9Zq5hR+wXr/AvazjY0=</latexit>

30%
<latexit sha1_base64="KN6duVDgC5SnWEP1lMiyzOBF1ok=">AAAB63icbVBNS8NAEJ34WetX1aOXxVLwFJJaNb0VvHisYD+gDWWz3bRLN5uwuxFK6F/w4kERr/4hb/4bN20RtT4YeLw3w8y8IOFMacf5tNbWNza3tgs7xd29/YPD0tFxW8WpJLRFYh7LboAV5UzQlmaa024iKY4CTjvB5Cb3Ow9UKhaLez1NqB/hkWAhI1jn0oXTrwxKZceu12vepYcM8a48t4pc25njm5Rhieag9NEfxiSNqNCEY6V6rpNoP8NSM8LprNhPFU0wmeAR7RkqcESVn81vnaGKUYYojKUpodFc/TmR4UipaRSYzgjrsfrr5eJ/Xi/VoednTCSppoIsFoUpRzpG+eNoyCQlmk8NwUQycysiYywx0Saeoglh5eVV0q7armO7d7Vyw1vGUYBTOINzcOEaGnALTWgBgTE8wjO8WJH1ZL1ab4vWNWs5cwK/YL1/AWmPjco=</latexit><latexit sha1_base64="KN6duVDgC5SnWEP1lMiyzOBF1ok=">AAAB63icbVBNS8NAEJ34WetX1aOXxVLwFJJaNb0VvHisYD+gDWWz3bRLN5uwuxFK6F/w4kERr/4hb/4bN20RtT4YeLw3w8y8IOFMacf5tNbWNza3tgs7xd29/YPD0tFxW8WpJLRFYh7LboAV5UzQlmaa024iKY4CTjvB5Cb3Ow9UKhaLez1NqB/hkWAhI1jn0oXTrwxKZceu12vepYcM8a48t4pc25njm5Rhieag9NEfxiSNqNCEY6V6rpNoP8NSM8LprNhPFU0wmeAR7RkqcESVn81vnaGKUYYojKUpodFc/TmR4UipaRSYzgjrsfrr5eJ/Xi/VoednTCSppoIsFoUpRzpG+eNoyCQlmk8NwUQycysiYywx0Saeoglh5eVV0q7armO7d7Vyw1vGUYBTOINzcOEaGnALTWgBgTE8wjO8WJH1ZL1ab4vWNWs5cwK/YL1/AWmPjco=</latexit><latexit sha1_base64="KN6duVDgC5SnWEP1lMiyzOBF1ok=">AAAB63icbVBNS8NAEJ34WetX1aOXxVLwFJJaNb0VvHisYD+gDWWz3bRLN5uwuxFK6F/w4kERr/4hb/4bN20RtT4YeLw3w8y8IOFMacf5tNbWNza3tgs7xd29/YPD0tFxW8WpJLRFYh7LboAV5UzQlmaa024iKY4CTjvB5Cb3Ow9UKhaLez1NqB/hkWAhI1jn0oXTrwxKZceu12vepYcM8a48t4pc25njm5Rhieag9NEfxiSNqNCEY6V6rpNoP8NSM8LprNhPFU0wmeAR7RkqcESVn81vnaGKUYYojKUpodFc/TmR4UipaRSYzgjrsfrr5eJ/Xi/VoednTCSppoIsFoUpRzpG+eNoyCQlmk8NwUQycysiYywx0Saeoglh5eVV0q7armO7d7Vyw1vGUYBTOINzcOEaGnALTWgBgTE8wjO8WJH1ZL1ab4vWNWs5cwK/YL1/AWmPjco=</latexit><latexit sha1_base64="KN6duVDgC5SnWEP1lMiyzOBF1ok=">AAAB63icbVBNS8NAEJ34WetX1aOXxVLwFJJaNb0VvHisYD+gDWWz3bRLN5uwuxFK6F/w4kERr/4hb/4bN20RtT4YeLw3w8y8IOFMacf5tNbWNza3tgs7xd29/YPD0tFxW8WpJLRFYh7LboAV5UzQlmaa024iKY4CTjvB5Cb3Ow9UKhaLez1NqB/hkWAhI1jn0oXTrwxKZceu12vepYcM8a48t4pc25njm5Rhieag9NEfxiSNqNCEY6V6rpNoP8NSM8LprNhPFU0wmeAR7RkqcESVn81vnaGKUYYojKUpodFc/TmR4UipaRSYzgjrsfrr5eJ/Xi/VoednTCSppoIsFoUpRzpG+eNoyCQlmk8NwUQycysiYywx0Saeoglh5eVV0q7armO7d7Vyw1vGUYBTOINzcOEaGnALTWgBgTE8wjO8WJH1ZL1ab4vWNWs5cwK/YL1/AWmPjco=</latexit>

50%
<latexit sha1_base64="EaIxeAl1AgTrvGeC7G5VNZ9bmno=">AAAB63icbVBNS8NAEJ34WetX1aOXxVLwFJLSanorePFYwX5AG8pmu2mXbjZhdyOU0L/gxYMiXv1D3vw3btoian0w8Hhvhpl5QcKZ0o7zaW1sbm3v7Bb2ivsHh0fHpZPTjopTSWibxDyWvQArypmgbc00p71EUhwFnHaD6U3udx+oVCwW93qWUD/CY8FCRrDOpbozqAxLZcduNGpe3UOGeFeeW0Wu7SzwTcqwQmtY+hiMYpJGVGjCsVJ910m0n2GpGeF0XhykiiaYTPGY9g0VOKLKzxa3zlHFKCMUxtKU0Gih/pzIcKTULApMZ4T1RP31cvE/r5/q0PMzJpJUU0GWi8KUIx2j/HE0YpISzWeGYCKZuRWRCZaYaBNP0YSw9vI66VRt17Hdu1q56a3iKMA5XMAluHANTbiFFrSBwAQe4RlerMh6sl6tt2XrhrWaOYNfsN6/AGydjcw=</latexit><latexit sha1_base64="EaIxeAl1AgTrvGeC7G5VNZ9bmno=">AAAB63icbVBNS8NAEJ34WetX1aOXxVLwFJLSanorePFYwX5AG8pmu2mXbjZhdyOU0L/gxYMiXv1D3vw3btoian0w8Hhvhpl5QcKZ0o7zaW1sbm3v7Bb2ivsHh0fHpZPTjopTSWibxDyWvQArypmgbc00p71EUhwFnHaD6U3udx+oVCwW93qWUD/CY8FCRrDOpbozqAxLZcduNGpe3UOGeFeeW0Wu7SzwTcqwQmtY+hiMYpJGVGjCsVJ910m0n2GpGeF0XhykiiaYTPGY9g0VOKLKzxa3zlHFKCMUxtKU0Gih/pzIcKTULApMZ4T1RP31cvE/r5/q0PMzJpJUU0GWi8KUIx2j/HE0YpISzWeGYCKZuRWRCZaYaBNP0YSw9vI66VRt17Hdu1q56a3iKMA5XMAluHANTbiFFrSBwAQe4RlerMh6sl6tt2XrhrWaOYNfsN6/AGydjcw=</latexit><latexit sha1_base64="EaIxeAl1AgTrvGeC7G5VNZ9bmno=">AAAB63icbVBNS8NAEJ34WetX1aOXxVLwFJLSanorePFYwX5AG8pmu2mXbjZhdyOU0L/gxYMiXv1D3vw3btoian0w8Hhvhpl5QcKZ0o7zaW1sbm3v7Bb2ivsHh0fHpZPTjopTSWibxDyWvQArypmgbc00p71EUhwFnHaD6U3udx+oVCwW93qWUD/CY8FCRrDOpbozqAxLZcduNGpe3UOGeFeeW0Wu7SzwTcqwQmtY+hiMYpJGVGjCsVJ910m0n2GpGeF0XhykiiaYTPGY9g0VOKLKzxa3zlHFKCMUxtKU0Gih/pzIcKTULApMZ4T1RP31cvE/r5/q0PMzJpJUU0GWi8KUIx2j/HE0YpISzWeGYCKZuRWRCZaYaBNP0YSw9vI66VRt17Hdu1q56a3iKMA5XMAluHANTbiFFrSBwAQe4RlerMh6sl6tt2XrhrWaOYNfsN6/AGydjcw=</latexit><latexit sha1_base64="EaIxeAl1AgTrvGeC7G5VNZ9bmno=">AAAB63icbVBNS8NAEJ34WetX1aOXxVLwFJLSanorePFYwX5AG8pmu2mXbjZhdyOU0L/gxYMiXv1D3vw3btoian0w8Hhvhpl5QcKZ0o7zaW1sbm3v7Bb2ivsHh0fHpZPTjopTSWibxDyWvQArypmgbc00p71EUhwFnHaD6U3udx+oVCwW93qWUD/CY8FCRrDOpbozqAxLZcduNGpe3UOGeFeeW0Wu7SzwTcqwQmtY+hiMYpJGVGjCsVJ910m0n2GpGeF0XhykiiaYTPGY9g0VOKLKzxa3zlHFKCMUxtKU0Gih/pzIcKTULApMZ4T1RP31cvE/r5/q0PMzJpJUU0GWi8KUIx2j/HE0YpISzWeGYCKZuRWRCZaYaBNP0YSw9vI66VRt17Hdu1q56a3iKMA5XMAluHANTbiFFrSBwAQe4RlerMh6sl6tt2XrhrWaOYNfsN6/AGydjcw=</latexit>

bandwidth
<latexit sha1_base64="ofPJP72rGTsValyjq4Ijb0M+/F4=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0VwVZJSNd0V3LisYB/QhjKZTNuhk0mYuamW0D9x40IRt/6JO//G6QNR64ELh3Pu5d57gkRwDY7zaeXW1jc2t/LbhZ3dvf0D+/CoqeNUUdagsYhVOyCaCS5ZAzgI1k4UI1EgWCsYXc/81pgpzWN5B5OE+REZSN7nlICRerbdBfYAWUBkeM9DGE57dtEpVasV78LDhniXnlvGbsmZ45sU0RL1nv3RDWOaRkwCFUTrjusk4GdEAaeCTQvdVLOE0BEZsI6hkkRM+9n88ik+M0qI+7EyJQHP1Z8TGYm0nkSB6YwIDPVfbyb+53VS6Ht+xmWSApN0saifCgwxnsWAQ64YBTExhFDFza2YDokiFExYBRPCysurpFkuuU7Jva0Ua94yjjw6QafoHLnoCtXQDaqjBqJojB7RM3qxMuvJerXeFq05azlzjH7Bev8CxWWUXQ==</latexit><latexit sha1_base64="ofPJP72rGTsValyjq4Ijb0M+/F4=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0VwVZJSNd0V3LisYB/QhjKZTNuhk0mYuamW0D9x40IRt/6JO//G6QNR64ELh3Pu5d57gkRwDY7zaeXW1jc2t/LbhZ3dvf0D+/CoqeNUUdagsYhVOyCaCS5ZAzgI1k4UI1EgWCsYXc/81pgpzWN5B5OE+REZSN7nlICRerbdBfYAWUBkeM9DGE57dtEpVasV78LDhniXnlvGbsmZ45sU0RL1nv3RDWOaRkwCFUTrjusk4GdEAaeCTQvdVLOE0BEZsI6hkkRM+9n88ik+M0qI+7EyJQHP1Z8TGYm0nkSB6YwIDPVfbyb+53VS6Ht+xmWSApN0saifCgwxnsWAQ64YBTExhFDFza2YDokiFExYBRPCysurpFkuuU7Jva0Ua94yjjw6QafoHLnoCtXQDaqjBqJojB7RM3qxMuvJerXeFq05azlzjH7Bev8CxWWUXQ==</latexit><latexit sha1_base64="ofPJP72rGTsValyjq4Ijb0M+/F4=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0VwVZJSNd0V3LisYB/QhjKZTNuhk0mYuamW0D9x40IRt/6JO//G6QNR64ELh3Pu5d57gkRwDY7zaeXW1jc2t/LbhZ3dvf0D+/CoqeNUUdagsYhVOyCaCS5ZAzgI1k4UI1EgWCsYXc/81pgpzWN5B5OE+REZSN7nlICRerbdBfYAWUBkeM9DGE57dtEpVasV78LDhniXnlvGbsmZ45sU0RL1nv3RDWOaRkwCFUTrjusk4GdEAaeCTQvdVLOE0BEZsI6hkkRM+9n88ik+M0qI+7EyJQHP1Z8TGYm0nkSB6YwIDPVfbyb+53VS6Ht+xmWSApN0saifCgwxnsWAQ64YBTExhFDFza2YDokiFExYBRPCysurpFkuuU7Jva0Ua94yjjw6QafoHLnoCtXQDaqjBqJojB7RM3qxMuvJerXeFq05azlzjH7Bev8CxWWUXQ==</latexit><latexit sha1_base64="ofPJP72rGTsValyjq4Ijb0M+/F4=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0VwVZJSNd0V3LisYB/QhjKZTNuhk0mYuamW0D9x40IRt/6JO//G6QNR64ELh3Pu5d57gkRwDY7zaeXW1jc2t/LbhZ3dvf0D+/CoqeNUUdagsYhVOyCaCS5ZAzgI1k4UI1EgWCsYXc/81pgpzWN5B5OE+REZSN7nlICRerbdBfYAWUBkeM9DGE57dtEpVasV78LDhniXnlvGbsmZ45sU0RL1nv3RDWOaRkwCFUTrjusk4GdEAaeCTQvdVLOE0BEZsI6hkkRM+9n88ik+M0qI+7EyJQHP1Z8TGYm0nkSB6YwIDPVfbyb+53VS6Ht+xmWSApN0saifCgwxnsWAQ64YBTExhFDFza2YDokiFExYBRPCysurpFkuuU7Jva0Ua94yjjw6QafoHLnoCtXQDaqjBqJojB7RM3qxMuvJerXeFq05azlzjH7Bev8CxWWUXQ==</latexit>

�(rad)
<latexit sha1_base64="uU2HJ9pVQQvVST82X0Wc/0ZnZnw=">AAAB+nicbVBNS8NAEN34WetXqkcvi0Wol5KIoMeiF48V7Ac0oWw2m3bpZhN2J2qJ/SlePCji1V/izX/jts1BWx8MPN6bYWZekAquwXG+rZXVtfWNzdJWeXtnd2/frhy0dZIpylo0EYnqBkQzwSVrAQfBuqliJA4E6wSj66nfuWdK80TewThlfkwGkkecEjBS36546ZBjD9gj5DVFwtNJ3646dWcGvEzcglRRgWbf/vLChGYxk0AF0brnOin4OVHAqWCTspdplhI6IgPWM1SSmGk/n50+wSdGCXGUKFMS8Ez9PZGTWOtxHJjOmMBQL3pT8T+vl0F06edcphkwSeeLokxgSPA0BxxyxSiIsSGEKm5uxXRIFKFg0iqbENzFl5dJ+6zuOnX39rzauCriKKEjdIxqyEUXqIFuUBO1EEUP6Bm9ojfryXqx3q2PeeuKVcwcoj+wPn8A0fiTsw==</latexit><latexit sha1_base64="uU2HJ9pVQQvVST82X0Wc/0ZnZnw=">AAAB+nicbVBNS8NAEN34WetXqkcvi0Wol5KIoMeiF48V7Ac0oWw2m3bpZhN2J2qJ/SlePCji1V/izX/jts1BWx8MPN6bYWZekAquwXG+rZXVtfWNzdJWeXtnd2/frhy0dZIpylo0EYnqBkQzwSVrAQfBuqliJA4E6wSj66nfuWdK80TewThlfkwGkkecEjBS36546ZBjD9gj5DVFwtNJ3646dWcGvEzcglRRgWbf/vLChGYxk0AF0brnOin4OVHAqWCTspdplhI6IgPWM1SSmGk/n50+wSdGCXGUKFMS8Ez9PZGTWOtxHJjOmMBQL3pT8T+vl0F06edcphkwSeeLokxgSPA0BxxyxSiIsSGEKm5uxXRIFKFg0iqbENzFl5dJ+6zuOnX39rzauCriKKEjdIxqyEUXqIFuUBO1EEUP6Bm9ojfryXqx3q2PeeuKVcwcoj+wPn8A0fiTsw==</latexit><latexit sha1_base64="uU2HJ9pVQQvVST82X0Wc/0ZnZnw=">AAAB+nicbVBNS8NAEN34WetXqkcvi0Wol5KIoMeiF48V7Ac0oWw2m3bpZhN2J2qJ/SlePCji1V/izX/jts1BWx8MPN6bYWZekAquwXG+rZXVtfWNzdJWeXtnd2/frhy0dZIpylo0EYnqBkQzwSVrAQfBuqliJA4E6wSj66nfuWdK80TewThlfkwGkkecEjBS36546ZBjD9gj5DVFwtNJ3646dWcGvEzcglRRgWbf/vLChGYxk0AF0brnOin4OVHAqWCTspdplhI6IgPWM1SSmGk/n50+wSdGCXGUKFMS8Ez9PZGTWOtxHJjOmMBQL3pT8T+vl0F06edcphkwSeeLokxgSPA0BxxyxSiIsSGEKm5uxXRIFKFg0iqbENzFl5dJ+6zuOnX39rzauCriKKEjdIxqyEUXqIFuUBO1EEUP6Bm9ojfryXqx3q2PeeuKVcwcoj+wPn8A0fiTsw==</latexit><latexit sha1_base64="uU2HJ9pVQQvVST82X0Wc/0ZnZnw=">AAAB+nicbVBNS8NAEN34WetXqkcvi0Wol5KIoMeiF48V7Ac0oWw2m3bpZhN2J2qJ/SlePCji1V/izX/jts1BWx8MPN6bYWZekAquwXG+rZXVtfWNzdJWeXtnd2/frhy0dZIpylo0EYnqBkQzwSVrAQfBuqliJA4E6wSj66nfuWdK80TewThlfkwGkkecEjBS36546ZBjD9gj5DVFwtNJ3646dWcGvEzcglRRgWbf/vLChGYxk0AF0brnOin4OVHAqWCTspdplhI6IgPWM1SSmGk/n50+wSdGCXGUKFMS8Ez9PZGTWOtxHJjOmMBQL3pT8T+vl0F06edcphkwSeeLokxgSPA0BxxyxSiIsSGEKm5uxXRIFKFg0iqbENzFl5dJ+6zuOnX39rzauCriKKEjdIxqyEUXqIFuUBO1EEUP6Bm9ojfryXqx3q2PeeuKVcwcoj+wPn8A0fiTsw==</latexit>

log

✓
I

I0

◆

<latexit sha1_base64="yJeFvkHHFbcdj1sK2gQuuz0SZX4=">AAACCXicbVDLSsNAFJ34rPUVdelmsAh1UxIRdFl0Y3cV7AOaECbTSTp08mDmRighWzf+ihsXirj1D9z5N07bLLT1wIXDOfdy7z1+KrgCy/o2VlbX1jc2K1vV7Z3dvX3z4LCrkkxS1qGJSGTfJ4oJHrMOcBCsn0pGIl+wnj++mfq9ByYVT+J7mKTMjUgY84BTAlryTOyIJHQEC6CeO4EkNG8VecuzisKRPBzBmWfWrIY1A14mdklqqETbM7+cYUKziMVABVFqYFspuDmRwKlgRdXJFEsJHZOQDTSNScSUm88+KfCpVoY4SKSuGPBM/T2Rk0ipSeTrzojASC16U/E/b5BBcOXmPE4zYDGdLwoygSHB01jwkEtGQUw0IVRyfSumI6LzAB1eVYdgL768TLrnDdtq2HcXteZ1GUcFHaMTVEc2ukRNdIvaqIMoekTP6BW9GU/Gi/FufMxbV4xy5gj9gfH5A8TImlw=</latexit><latexit sha1_base64="yJeFvkHHFbcdj1sK2gQuuz0SZX4=">AAACCXicbVDLSsNAFJ34rPUVdelmsAh1UxIRdFl0Y3cV7AOaECbTSTp08mDmRighWzf+ihsXirj1D9z5N07bLLT1wIXDOfdy7z1+KrgCy/o2VlbX1jc2K1vV7Z3dvX3z4LCrkkxS1qGJSGTfJ4oJHrMOcBCsn0pGIl+wnj++mfq9ByYVT+J7mKTMjUgY84BTAlryTOyIJHQEC6CeO4EkNG8VecuzisKRPBzBmWfWrIY1A14mdklqqETbM7+cYUKziMVABVFqYFspuDmRwKlgRdXJFEsJHZOQDTSNScSUm88+KfCpVoY4SKSuGPBM/T2Rk0ipSeTrzojASC16U/E/b5BBcOXmPE4zYDGdLwoygSHB01jwkEtGQUw0IVRyfSumI6LzAB1eVYdgL768TLrnDdtq2HcXteZ1GUcFHaMTVEc2ukRNdIvaqIMoekTP6BW9GU/Gi/FufMxbV4xy5gj9gfH5A8TImlw=</latexit><latexit sha1_base64="yJeFvkHHFbcdj1sK2gQuuz0SZX4=">AAACCXicbVDLSsNAFJ34rPUVdelmsAh1UxIRdFl0Y3cV7AOaECbTSTp08mDmRighWzf+ihsXirj1D9z5N07bLLT1wIXDOfdy7z1+KrgCy/o2VlbX1jc2K1vV7Z3dvX3z4LCrkkxS1qGJSGTfJ4oJHrMOcBCsn0pGIl+wnj++mfq9ByYVT+J7mKTMjUgY84BTAlryTOyIJHQEC6CeO4EkNG8VecuzisKRPBzBmWfWrIY1A14mdklqqETbM7+cYUKziMVABVFqYFspuDmRwKlgRdXJFEsJHZOQDTSNScSUm88+KfCpVoY4SKSuGPBM/T2Rk0ipSeTrzojASC16U/E/b5BBcOXmPE4zYDGdLwoygSHB01jwkEtGQUw0IVRyfSumI6LzAB1eVYdgL768TLrnDdtq2HcXteZ1GUcFHaMTVEc2ukRNdIvaqIMoekTP6BW9GU/Gi/FufMxbV4xy5gj9gfH5A8TImlw=</latexit><latexit sha1_base64="yJeFvkHHFbcdj1sK2gQuuz0SZX4=">AAACCXicbVDLSsNAFJ34rPUVdelmsAh1UxIRdFl0Y3cV7AOaECbTSTp08mDmRighWzf+ihsXirj1D9z5N07bLLT1wIXDOfdy7z1+KrgCy/o2VlbX1jc2K1vV7Z3dvX3z4LCrkkxS1qGJSGTfJ4oJHrMOcBCsn0pGIl+wnj++mfq9ByYVT+J7mKTMjUgY84BTAlryTOyIJHQEC6CeO4EkNG8VecuzisKRPBzBmWfWrIY1A14mdklqqETbM7+cYUKziMVABVFqYFspuDmRwKlgRdXJFEsJHZOQDTSNScSUm88+KfCpVoY4SKSuGPBM/T2Rk0ipSeTrzojASC16U/E/b5BBcOXmPE4zYDGdLwoygSHB01jwkEtGQUw0IVRyfSumI6LzAB1eVYdgL768TLrnDdtq2HcXteZ1GUcFHaMTVEc2ukRNdIvaqIMoekTP6BW9GU/Gi/FufMxbV4xy5gj9gfH5A8TImlw=</latexit>

Figure 6.2: A linear arrangement of subapertures diffracted by a phase ramp
or polarization grating. Such a design can be used over a large simultaneous
bandwidth because the fringes are orthogonal to the bandwidth smearing.

to Eq. 6.1. A simple version of a HAM phase mask could therefore be manu-
factured as a collection of PGs for different subapertures. Yet, it is important to
consider the diffractive nature of a GPH, which rules out a direct copy of mask
designs for segment tilting. As geometric phase is independent of wavelength, the
diffraction angle does change with wavelength. Thus, a continuous phase ramp will
disperse the light, hence the term polarization grating. Large phase tilts required
for HAM smear out fringes in the direction of the phase ramp for any non-zero
bandwidth, while a major advantage of liquid-crystal technology is the high effi-
ciency over large bandwidths. However, like segment tilting, there is total freedom
to choose where baselines are imaged off-axis. If the fringes are orthogonal to the
phase ramp, no amount of wavelength dispersion decreases the fringe visibility.
We demonstrate this is Fig. 6.2. In this case, the broadband capabilities of the
liquid-crystal technology can be fully exploited for broadband observations. A
second advantage of using liquid-crystal GPHs, is that it is possible to write any
phase pattern. We exploit this by combining polarization gratings into a single
phase pattern that images a single subaperture onto multiple locations in the fo-
cal plane. The mathematical description of multiplexing can be found in Doelman
et al. (2018). An example of multiplexing blazed gratings is shown in Fig. 6.3.
Multiplexing creates great freedom to image any subaperture to multiple locations
on the focal plane with high efficiency. However, multiplexing also gives rise to
higher-order diffraction effects, that could potentially create interference between
unwanted subapertures, see Fig. 6.3.

To summarize, the holographic component of HAM is created using geometric
phase holograms, and the properties that will affect the HAM design are as follows.

1. Subapertures can be imaged onto any location in the focal plane using phase
ramps.
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Figure 6.3: Simulations of combining multiple blazed gratings in a single hologram
with multiplexing. The aperture multiplexes one, two and five holograms. Mul-
tiplexing multiple gratings increases crosstalk, i.e. the fainter PSFs seen easily in
the 3rd panel.

2. Phase ramps can be combined for a single aperture with multiplexing.

3. A GPH is a diffractive phase element and the location of the PSF will change
with wavelength.

4. A phase ramp will produce two PSFs at opposite location, one for each
circular polarization state.

6.2.2 General considerations for a HAM design

Now that we have established how the liquid-crystal technology can be used to
create off-axis interferograms, we can explore the design space it offers. The design
of a HAM mask can be separated into several steps.

1. Central component. Select a SAM design that becomes the central compo-
nent.

2. Holographic component. Select combinations depending on the number of
closure phases versus the number of holograms and S/N per baseline.

3. Focal plane. Select the distances of holograms from the central component,
which determines the spectral resolution of each baseline.
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Figure 6.4: Example of a semi-redundant SAM design and the uv-coverage.

4. Dynamic range. Change piston phases of subapertures in the central com-
ponent to reduce peak values.

We will elaborate on each of these points, adding design considerations.

The Central component

The goal of HAM is to increase the number of closure phases, throughput, simulta-
neous bandwidth and spectral resolution compared to a sparse aperture mask. A
defining feature of aperture masking is that the detector information density, i.e.
the number of baselines and closure phases, rapidly increase with the number of
non-redundant subapertures that are imaged onto the same location. The diffrac-
tive nature of a liquid-crystal HAM mask limits the number of apertures that can
be combined into a single hologram. As such, the highest information density
on the detector can be reached by including a SAM mask that is imaged on-axis.
Therefore, the design of a HAM mask starts with optimizing a SAM mask. Details
on this optimization can be found in Carlotti & Groff (2010) and Tuthill (2018).
We select a 7-aperture semi-redundant SAM mask for the demonstration of HAM
design, as shown in Fig. 6.4.

The holographic component

With the central component defined, there is still ∼ 80%− 90% of the mask that
can be used for the holographic component. Combined with the possibility to
multiplex each subaperture, there are an extremely large number of combinations
possible. Here we will explore the parameter space and list design rules and some
of the trade-offs that can be made.
The design rules provide handles for a HAM design, yet they do not limit the
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design freedom to a single solution, as this is also dependent on the science case.
The design rules come from the properties of the geometric phase holograms listed
in Section 6.2.1. From the diffractive nature (GPH property 3), we derive the first
design rule, which also has the largest implication on the design.

1. Make 1D combinations of subapertures and image them onto a single inter-
ferogram that is placed orthogonally to their baselines.

If the baselines of subapertures are not coaligned, the fringes will smear out due to
the dispersion not being orthogonal to the fringes. Only a limited number of sub-
apertures can be arranged in a non-redundant way in a single dimension. There-
fore, the number of closure triangles per interferogram is inherently restricted.
Adding more independent closure triangles therefore requires GPH property 2:
multiplexing. Multiplexing provides great design freedom but also has drawbacks,
which is why design rule 2 states:

2. Minimize multiplexing.

The first two design rules that are in tension with each other. First we will explore
the reasons multiplexing should be minimized before we look at the trade-offs that
can be made.
Multiplexing splits up the light of a single aperture and directs it to multiple
focal-plane locations. Adding one baseline, or multiplexing one additional grating,
reduces the light in all other baselines of this subaperture. To demonstrate this,
we look at a holographic component with n subapertures where every baseline has
a separate interferogram. The number of holograms grows as n(n − 1)/2, every
subaperture is multiplexed (n− 1) times, and the number of closure phases grows
as (n− 1)(n− 2)/2. So the number of holograms divided by the number of closure
phases, i.e. the detector density, goes as n/(n − 2). However, the intensity of
the interferograms decreases with (n− 1) due to the multiplexing. Overall, multi-
plexing does decrease the signal to noise ratio of all interferograms rather quickly.
This is unlike the central component, where adding more subapertures does not
decrease the visibility amplitude of baselines. This fundamental principle of the
holographic component demonstrates why creating many closure triangles comes
at a large cost.
A way to optimize the holographic component is to maximize the number of clo-
sure phases per holographic interferogram divided by the number of gratings mul-
tiplexed in a subaperture. That way we maximize the intensity of the holograms in
combination with the number of baselines and closure phases, i.e the information
density. This information density is highest when all supabertures combinations
that contain coaligned baselines are imaged onto a single focal-plane location. For
example, three subapertures imaged onto one location reduces the number of in-
terferograms from 3 to 1. In conclusion, in order to minimize multiplexing while
keeping a sufficient amount of closure triangles, it is key that a subset of sub-
apertures is chosen that can be combined in multiple one-dimensional arrays. We
define a subset as a collection of subapertures that are interfered with all other



Holographic aperture masking with the Keck OSIRIS Imager 189

Table 6.1: Specification of the holographic components of the three designs
presented in Fig. 6.5. The central component (CC) is added as reference.
Nsubapertures is the total amount of subapertures that are used in the

holographic component, Nbaselines is the number of unique baselines, and
Nholograms is the total number of holograms. Moreover, NCLPH is the number of
closure phases, and NMulti,max and NMulti,mean show the maximum and mean

amount of gratings multiplexed in the phases of the subapertures in the
holographic component, where g and r indicate the green and red subset.

Design 1 2 3 CC
Nsubapertures 9 10 11 7
Nbaselines 9 15 19 19
Nholograms 6 28 46 -
NCLPH 3 12 18 15
NMulti,max 1 4 g: 6, r: 3 -
NMulti,mean 1 3.1 g: 5.14, r: 3 -

subapertures in that collection and no other subapertures. A subset can have
multiple interferograms, or only one like the central component.

3. Combine subapertures in multiple subsets.

Combining many subapertures leads to many baselines. The number of holograms
that can be imaged onto the detector depend on the detector size, the subaperture
diameter and the bandwidth of the filter. Different subsets of subapertures can be
created to add baselines and closure triangles when an increase of the number of
holograms for a single subset goes beyond the amount that would fit on the de-
tector. Another advantage is that making multiple subsets reduces the amount of
gratings that are multiplexed in single apertures. Again, this shows the trade-off
between adding one subaperture that gives many new baselines and closure trian-
gles but reduces the SNR of all holograms, versus adding a few new subapertures
with higher SNR but less unique closure traingles. We will explore this trade-off
in more detail using the designs in Fig. 6.5.

4. A subset is non-redundant if all interferograms, not baselines, are non-
redundant.

Rule 4 adds more freedom for designing subsets, which becomes more useful when
most of the mask is already filled with subapertures. A limit is set by the avail-
able detector space in the direction orthogonal to the redundant baselines, in
accordance to rule 1, which automatically leads to a more homogeneous spread of
baselines in all directions for square detectors.
With these design rules in mind, we can explore some of the possibilities of HAM
designs. This is a similar trade-off that is present for SAM design, trading sub-
aperture size with the number of non-redundant baselines that fit onto a mask (=
SNR vs. uv-coverage). A mask with large subapertures and limited uv-coverage
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Figure 6.5: Three different designs of the holographic component. Top: pupil
designs, where the colors indicate the subapertures that are combined in single or
multiple holographic interferograms. Middle: focal plane image of the mask on
logarithmic scale. Bottom: uv-coverage of the masks, with the central component
in black and the holographic component in red.
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provides requires less observation time to characterize targets with low complex-
ity, e.g. a binary system, than a mask with smaller holes and fine sampling in the
uv-plane. However, the finer sampling is key to retrieve complex structures of a
source. For HAM the trade-off is also influenced by the available detector space
and available bandpass.
We explore three designs, each with a different SNR and uv-coverage. The designs,
their PSF and the uv-coverage are presented in Fig. 6.5, and the specifications are
shown in Table 6.1. The first design optimizes the SNR, consists of three subsets
of 1D combinations of subapertures without multiplexing. With only nine unique
baselines and three closure phases, the holographic component is not optimal for
operating in stand-alone mode. However, it is a good design for extreme broad-
band observations, e.g. ∆λ/λ0 ∼ 100%. Moreover, with enough sky-rotation it
can still provide sufficient uv-coverage. Design 3 is the complete opposite of the
first design, with extreme uv-coverage but low SNR. The number of unique base-
lines is equal to the SAM mask, and the number of closure phases even exceeds
the SAM mask design. Each subaperture is multiplexed 4.3 times on average,
some even six times. The focal plane is crowded, filling most of three rings with
holograms that have less than 1% peak intensity compared to the central compo-
nent peak intensity. Together, both components almost fill all possible locations
in the uv-plane that correspond to the hexagonal grid of the mirror segments. On
average the holograms are quite close together, limiting the simultaneous spectral
bandwidth. A compromise of these two extremes is presented in design 2. Two
components of five subapertures create 12 closure phases and 15 baselines, which
comes close to the central component design. This design only adds four new base-
line with respect to the design of the central component. Compared to the green
subapertures in design 3 the holograms have increased a factor 1.7 in brightness.
This trade-off makes the second design suitable for stand-alone mode for a more
diverse range of targets.
It is worth pointing out that this specific example assumes a hexagonal grid of
subapertures and an equal size of the subapertures in both components. For ex-
ample, a good design will more look like design 1 if the subapertures are small
in comparison to the full aperture. Not only are there more non-redundant sub-
apertures available in a line, the off-axis holograms are also larger. As such, it
is difficult to generalize the example. A complete review on design trade-offs is
outside the scope of the paper.

Focal plane design

We switch to the focal plane to explore the effects of hologram placement in more
detail. If the subsets of apertures are chosen, the focal plane has a set of holograms
that need to be given a location. Each hologram can be imaged onto a line, where
the separation with respect to the central component is a design freedom. This
impacts spectral resolution, spectral bandwidth, and interference between higher-
order terms. First, we will explore the spectral resolution of holograms.
The spectral resolution of the holographic component is actually defined by the
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maximum of two terms. Both terms are independent and are defined in different
planes, i.e the focal plane and the uv-plane, and are derived in Appendix 6.10.
The first term has to do with the diffraction by the gratings of the HAM phase
mask. For two subapertures with a subaperture diameter Dsub, a phase grating
with period P, the spectral resolution in the focal plane is given by

Rfp =
λ

∆λ
=

Dsub

1.22P
. (6.2)

The second term is a fundamental property of interferometry, where the uv-points,
or baselines, are wavelength dependent due to diffraction. If the two subapertures
form a baseline b, their spectral resolution in the uv-plane is given by

Ruv =
λ

∆λ
=
|b|
Dsub

. (6.3)

With different methods we are able to fit fringes directly in the focal plane or re-
trieve complex visibilities from the uv-plane independently. We can choose which
method to apply to obtain the highest spectral resolution. For most holograms
Dsub

1.22P > |b|
Dsub

, yet it can be worthwhile to fill the image plane closest to the central
component with the longest baselines. A maximum spectral resolution is obtained
when the holographic interferograms are placed near the edges of the detector.
Doing so introduces a larger sensitivity to the effects of non-perfect optics. This
is particularly problematic for closure triangles where the baselines are imaged at
different parts of the detector. For example, image distortion can change the shape
and location of the holographic interferograms. Variable image quality across the
focal plane can add different phase offsets to each baseline, resulting in a non-zero
closure phase. A full analysis of these effects is outside of the scope of the paper.
Another consideration is the crosstalk between multiplexed gratings, as shown in
Fig. 6.3. By minimizing multiplexing this effect is already reduced, however, it
is also possible to reduce the impact by switching circular polarization states of
interferograms. Changing the sign of the grating frequency of gratings changes the
crosstalk locations. Moreover, changing the sign of the grating frequency changes
the circular polarization state, potentially making the interferogram incoherent
with the crosstalk term. This is useful if an interferogram is near a crosstalk PSF,
or if two interferograms have similar baseline directions.

Dynamic range

A last design step is to change the peak fluxes of the central component to reduce
the brightness ratio to the holographic components. Due to multiplexing, the light
from any HAM subaperture is redirected to multiple image plane locations. HAM
interferogram spots therefore have a fraction of the intensity compared to the cen-
tral component. For example, a central component can be the interferogram of
nine holes, compared to a holographic interferogram that may only combine one
third of the intensity of two holes: an issue made still more pronounced when
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off-axis light is spread by bandwidth smearing. This can lead to more than an
order of magnitude difference between the peak intensities of the holographic and
central components.
All subapertures of the central component constructively interfere on the optical
axis, leading to a highly peaked PSF. Nulling these peaks of the central compo-
nent reduces the required dynamic range significantly. The nulls are generated by
changing the piston phase offsets of individual subapertures of the central compo-
nent. It is not necessary to reach a perfect null, the goal is only to homogenize
the intensity of the central component. To this end, the piston phase offsets could
be random, as long as the piston was corrected for in the closure phase calcula-
tions. However, liquid-crystal technology limits us to 0 or ±π phase offsets due to
applying opposite phase to the opposite circular polarization state, i.e. Eq. 6.1.
Other piston phases would make the baseline appear as redundant with two piston
offsets. As a phase piston of 0 or ±π is the optimal way of nulling, this is not
a problem. Another advantage of geometric phase is that the phase offsets are
achromatic, such that the interferogram does not change with wavelength. Select-
ing which subapertures apply the phase offset depends on the central component
design. To null the central peak, half of the subapertures should acquire the phase
piston. This is not possible for designs with an odd number of subapertures. When
the central component design contains doubly redundant baselines, there is an ad-
ditional constraint. The identical baselines need to have equal piston offsets or
they are nulled. An example of the nulling of the central component is presented
in Fig. 6.6. The peak brightness in the three designs, normalized on the first and
from left to right, are [1,0.41, 0.53]. So nulling reduces the peak intensity by a
factor two.

6.3 The influence of polarization leakage

Both the central component and a polarization leakage term are imaged onto the
optical axis of the system. Here we wile the influence of polarization leakage
on the central component, and we will explain its effects on HAM observations.
Polarization leakage emerges when the retardance of a geometric phase hologram
is not exactly half-wave. As mentioned before, the geometric phase hologram is
a half-wave retarder with a spatially varying fast axis. The space-variant Jones
matrix of such a retarder in the circular polarization basis is given by

M = cV

[
0 ei2χ(x,y)

e−i2χ(x,y) 0

]
+ cL

[
1 0
0 1

]
. (6.4)

Here χ(x, y) is the spatially varying fast-axis orientation, and both cV and cL are
parameters that depend on the retardance ∆φ (Mawet et al., 2009; Ruane et al.,
2019) and are given by

cV = sin
∆φ

2
, cL = −i cos

∆φ

2
. (6.5)
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Figure 6.6: Phase, PSF and the visibilities of the central component with and
without nulling. Adding π phase offsets to different holes shapes the PSF and
reduces peak intensity. If doubly redundant baselines (orange) have different phase
offsets, the baseline is nulled achromatically.
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The first term in Eq. 6.4 describes that a fraction CV of the light acquires a
geometric phase of

Φ(x, y) = ±2χ(x, y), (6.6)

where the sign of the phase depends on the handedness of the incoming circular
polarization. The second term describes the polarization leakage beam, and is
unaffected by the fast-axis orientation pattern. When the retardance is perfectly
half-wave, i.e. cV = 1 and cL = 0, the right-handed circular polarization states
are converted to

RCout = MRCin = M

[
1
0

]
=

[
0

e−iΦ(x,y)

]
, (6.7)

With non-perfect retardance, the output electric field for incoming right-circular
polarization is given by

RCout = MRCin = M

[
1
0

]
=

[
cL

cV e−iΦ(x,y)

]
. (6.8)

The leakage term and main beam have an orthogonal polarization state and are
therefore incoherent, assuming no polarization cross-talk due to the optical system.
In addition, unpolarized light contains on average equal amounts of left- and right-
circular polarization and these states are incoherent, see Hecht & Zajac (1974).
Therefore, we can describe the impact of leakage, typically on the order of 1%, for 1
circular polarization state without loss of generality. While objects do not appear
fully unpolarized due to instrumental polarization or interstellar polarization, we
will first explore this simplification because it demonstrates how closure phases
and complex visibilities are less resistant against wavefront aberrations.
From Eq. 6.8, it is clear that the point-spread function (PSF) is actually an
incoherent sum of the HAM PSF and the leakage PSF, where the leakage PSF is the
unaltered PSF from the HAM amplitude mask. Moreover, the Fourier transform is
a linear operator. Therefore, we can calculate the visibilities of the HAM PSF and
the leakage PSF separately and co-add them. The combined measured visibility
is then given by

V (f) = c2V VSAM (f) + c2LVholo(f). (6.9)

Here, VSAM (f) is different from Vholo(f), as their amplitude masks are different.
The leakage term contains many redundant baselines for realistic HAM designs, as
it is the combination of the subapertures of the central and holographic component.
Therefore, Vholo(f is a sum over all redundant baselines, each with a different phase.
While C2

V � C2
L for a retardance close to half-wave, c2LVholo(f) can be a significant

fraction of V (f) if their phases are non-random. Any phase aberration has a non-
zero sum of phase for the redundant baselines in the HAM mask, and adds an
offset to the visibility phase that is unique per baseline. This offset is affects both
the closure phase retrieval as well as the squared visibilities. The impact depends
on aberration strength and time dependent wavefront errors change the closure
phases in a way that can not be calibrated by observing a calibrator.
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For any linearly polarized light fraction it is not correct to assume that the leakage
PSF is incoherent. Linearly polarized light can also be written as the sum of the
two circular polarization states, however, they are still coherent. That means that
the polarization leakage of left-circular polarization interferes with the main beam
of the right-circular polarization state that becomes left-circularly polarized after
going through the half-wave retarder, i.e.

RCout = MLPin =
1√
2
M

[
1
−i

]
=

[
cL − icV eiΦ(x,y)

cV e−iΦ(x,y) − icL

]
. (6.10)

The PSF will contain an interference term with a relative intensity ∼ CV CL,
which is smaller than C2

V when the retardance is close to half-wave, but much
larger than C2

L. The effect of this interference depends on many factors, including
the retardance of the HAM mask, the linear polarization fraction, the wavefront
aberrations and the nulling of baselines using ±π offsets. This effect is strongest for
100% linearly polarized light coming in on the HAM mask, but can be significant
even for small fractions of linearly polarized light at the level of 1%. Moreover, the
equations are the same for polarization crosstalk due to instrumental polarization.
This means that time-variable polarization states, e.g. induced by a derotator at
different orientations (van Holstein, R. G. et al., 2020), cannot be calibrated with a
single calibrator at the beginning of the observing sequence. Similarly, differences
in linear polarization state between a calibrator and a science target induces a
non-zero signal in closure phase that can also not be calibrated. Simulations of a
mask design in Appendix ?? show that the maximum deviation of closure phases
is linear with the degree of linear polarization. We find that a linear polarization
fraction of 1% corresponds to a 1 degree offset for 2.5% percent leakage. In the
same fashion, the ±π phase offsets of some subapertures are also impacting the
retrieved complex visibilities when leakage is present. A unique baseline from the
central component with this phase offset is nulled by multiple non-shifted baselines
from the polarization leakage PSF. This leads to a reduction of squared visibility
of phase-shifted baselines. Wavefront aberrations further complicate the picture,
and calibrating the squared visibilities is not possible with a calibrator. Overall,
extreme caution is warranted when the linear polarization fraction is non-zero and
the polarization leakage is above 1%.
There are two solutions that will limit the effect of polarization leakage. First,
one can filter circular polarization states before and after the HAM optic, simi-
larly to what is done for the vector-vortex coronagraph (Foo et al., 2005; Mawet
et al., 2009). For an existing instrument this is usually not possible to implement,
although a HAM optic could be sandwiched between circular polarizers to make
it into a single optic. The downside of such a solution is the 50% throughput
reduction. The second solution is a double-grating HAM optic (Doelman et al.,
2020). Adding a polarization grating pattern to the full phase pattern, followed
by a second identical polarization grating, reduces the polarization leakage by at
least one order of magnitude. This solution is explored further in Section 6.9.
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Table 6.2: Specifications of the full HAM mask (right), decomposed into
contributions from the central component (CC, left) and the holographic

component (HC, middle).

CC HC HAM

Subapertures 11 19 30
Throughput 10.1% 21.9% 32.0%
Baselines 55 30 85
Unique baselines 50 23 51
Single baselines 45 17 27
Repeated baselines 10 13 58
• Pairs 5 5 16
• Triplets 0 1 7
• Quadruplets 0 0 0
• Quintuplets 0 0 1

Closure Triangles
• w/ repeated SAM baselines 165 26 191
• w/o repeated SAM baselines 88 26 114

Unique Closure Triangles
• w/ repeated SAM baselines 165 26 190
• w/o repeated SAM baselines 88 26 114

uv-points
• w/ repeated SAM baselines 100 46 102
• w/o repeated SAM baselines 90 46 98
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Figure 6.7: The design of the HAM mask for OSIRIS. (a) Phase pattern of the HAM optic, masked by the amplitude mask.
(b) The simulated monochromatic PSF. (c) The simulated PSF with 30% bandwidth.
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6.4 Design of a prototype mask for Keck OSIRIS

In this section, we discuss the design of a prototype HAM mask for the OH-
Suppressing Infrared Integral Field Spectrograph (OSIRIS) (Larkin et al., 2006).
The design follows the considerations mentioned in Section 6.2.2. The OSIRIS de-
tector, a Teledyne Hawaii-2RG HgCdTe detector with a size of 2048×2048 pixels,
provides a unique opportunity. With a plate scale of 10 mas/pixel, the detector
is large enough to add many baselines to the holographic component. We place
the subapertures in alignment with the Keck primary mirror segmentation, such
that every subaperture is centered on one segment. The segments that are crossed
by a spider are not used in the design. Moreover, the subapertures of the holo-
graphic component are hexagonal to increase their throughput, and we increase
their diameter if the smallest baselines are larger than one the distance between
neighboring subapertures. The subapertures of the central component are circular
as this keeps the central component PSF circularly symmetric and the outer Airy
rings have equal strength for all holograms at equal radius. The full design and
both a monochromatic and broadband PSF are shown in Fig. 6.7.
The central component consists of an 11-hole SAM mask. It is optimized to max-
imize throughput, the number of baselines, and the number of closure triangles at
the cost of a few redundant baselines. Tuthill (2018) showed that adding redun-
dancy allows for a boost the S/N ratio with respect to non-redundant masking
by &50%. In addition, we offset five holes of the central component by π to re-
duce the required dynamic range of the detector and the influence of polarization
leakage, as explained in Sect. 6.2.2. This specific combination of phase-shifted
subapertures minimized the PSF of the central component at the location of the
polarization leakage PSF maxima and does not null redundant baselines.
The holographic component uses the remaining apertures, for a total of 19. Nine
subapertures are used for three linear combinations of three holes each, yielding
nine baselines and three closure phases for three holograms. Because these holo-
grams are not multiplexed, they yield the interferograms with the highest signal-
to-noise ratio. The other ten subapertures are devided into a highly-multiplexed
combination of six holes and a combination of four holes. These designs are op-
timized to maximize the number of baselines and closure triangles per hologram.
Overall, the holographic components consists of 18 holographic interferograms per
polarization, yielding 26 closure triangles.
The subaperture locations and their mapping to the focal plane can be found in
Appendix ??. The full overview of HAM properties is provided in Table 6.2. Ad-
ditionally, it makes a distinction between the individual contributions from the
central component and holographic component. Several numbers are worth point-
ing out. Apart from transmission and diffraction efficiency, the total throughput of
the mask is > 30%, which is a factor of 3 higher than the throughput of the central
component. Whereas the central component features 10 repeated baselines (i.e.
five pairs of “redundant” baselines), 13 out of the 30 HAM baselines have at least
one identical counterpart. However, because the light is mapped onto different
spots in the focal plane, their complex visibility can be computed independently.
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Figure 6.8: The uv-coverage of both the central and holographic component.

The HAM mask has a total of 85 baselines, 51 of which are unique. The unique
baselines can be divided into two groups: (i) single baselines, which occur only
once, and (ii) repeated baselines, which occur either 2, 3 or 5 times (see table 6.2).
With the 50 unique baselines accommodated by the central component, the uv-
plane is uniformly sampled and provides great coverage. The 23 unique baselines
of the holographic component provide sufficient uv-coverage that allow it to be
used on its own. Moreover, the baselines present in both components can be used
to improve calibration of the data.

6.5 Data reduction pipeline

In this section, we will briefly go over the new pipeline that was developed for
HAM data reduction.

6.5.1 Pipeline overview

Generally, pipelines for aperture masking consist of the same building blocks.

1. Pre-reduction. This includes flat-field corrections, bad-pixel corrections and
background subtraction;
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2. Complex visibility. The phase and amplitude of the complex visibility are
measured on each baseline. To this end, there exist two approaches: (i)
fringe-fitting methods, which rely on measuring the fringe phases and am-
plitudes directly from the focal plane, e.g. Lacour et al. (2011), Greenbaum
et al. (2014), and (ii) Fourier methods, which extract information from the
Fourier Transform of the PSF, as shown in Figure 1.4, e.g. Tuthill et al.
(1999), Sallum & Eisner (2017);

3. Closure phases. The visibility phases are combined to yield robust observ-
ables, such as closure phases and squared visibilities;

4. Calibration. Closure phases of a point source are subtracted from the closure
phases of the science target, to correct for systematic effects;

5. Model fitting. By fitting the data with an analytical source model, one can
estimate the source parameters.

The HAM pipeline is written in Python using the HCIPy package (Por et al.,
2018). All operations are carried out separately for the central and the holographic
component. The pipeline uses both methods to retrieve the complex visibilities.
For the fringe-fitting method, we apodize the PSF of the central component using
a power 2 super-Gaussian window function with a FWHM of 110 λ/D in both
axes. This separates the central component from the holographic component, in
addition to suppressing high-frequency noise in the uv-plane. Similarly, for the
holographic component we apodize the PSFs with a power 2 super-Gaussian with
a FWHM of 33 λ/D, placed at the location of the interferogram. This location is
pre-computed according to the plate scale of the data. The pipeline builds a fringe-
library for every interferogram at their own location, such that a direct fit can be
made without shifting any interferograms. The fit is a least-squares optimization
with a model matrix that contains the flattened versions of all fringes in the fringe-
library.
The Fourier method uses the same super-Gaussian masks for both components.
Masking causes information from neighbouring uv-pixels to blend, such that the
central pixel value is representative for the entire splodge. Visibilities are then
extracted at the central locations of splodges in the uv-plane. For the holographic
component we mask individual interferograms before doing the Fourier transform.
It is not necessary to center on the interferograms. While this does introduce
a large phase slope in the uv-plane, we know the location of the PSF and can
subtract a pre-calculated phase slope. Moreover, if we assume that there is no
distortion or only symmetric distortion in the image plane, we can average the
visibilities of the interferograms with opposite circular polarization. As they are
on exactly opposite sides of the image center, the phase slopes cancel.
The closure phases are calculated for each closure triangle from the individual
visibility phases. After subrracting the closure phases of a calibration target, the
pipeline can fit an analytical model to the residual closure phases. For now the only
model is a binary object, and the fit is performed using least-squares minimization.
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6.5.2 Spectroscopic closure phase extraction

The spectroscopic capabilities of HAM are also exploited in the pipeline, which
is capable of extracting multi-wavelength closure phases from a single image. For
the Fourier method this is an almost trivial addition, as the baseline length in the
uv-plane can be scaled according to the wavelength. The sampling in the uv-plane
can be changed accordingly with the use of a matrix Fourier transform (Soummer
et al., 2007). In addition, we change the mask for the interferogram to be an el-
liptical super-Gaussian, with the major axis in the smearing direction. Extracting
the fringe visibilities and closure phases is done at a wavelength sampling that
is higher than the intrinsic spectral resolution. This spectral resolution is given
by the dispersion in the uv-plane which depends on the wavelength and baseline
length, see Eq. 6.3. Therefore, the spectral resolution between baselines that
are combined in a single closure triangle might differ. We oversample the uv-plane
compared to the highest spectral resolution and recover the wavelength-dependent
closure phases using this sampling . As such, the recovered closure phases are not
completely independent as function of wavelength.
Spectroscopic extraction of closure phases is different for the fringe-fitting method.
Using the fact that a broadband PSF is the incoherent sum of multiple monochro-
matic PSFs, it is possible to fit a fringe to multiple wavelength-scaled locations
of the holograpic interferograms. The spectral resolution is given by Eq. 6.2. If
the monochromatic PSFs have a separation of 1.22λ/Dsub, they can be used as
individual fringes in the fringe-library and fitted simultaneously. However, ex-
tracting the fringes at a higher spectral resolution with overlapping PSFs requires
regularization of the design matrix, as the columns are no longer linearly inde-
pendent. We tried two methods of regularization, i.e. Tikhonov regularization
and regularization using polynomial coefficients. For Tikhonov regularization, we
construct the Tikhohnov matrix Γ such that it acts as a difference operator. As
a result, the regularisation punishes large values of the finite differences of the
fringe phase between two adjacent wavelength bins. While this enforces a smooth
transition with wavelength, it could affect the calculated closure phases. In addi-
tion, Tikhonov regularization requires tuning which is computationally expensive
and might change between targets. As this is not ideal, a different regularization
method was explored. For simple systems like a binary system, the fringe phases
behave smoothly with wavelength. A low-order polynomial could be a good es-
timate of such behavior, and, can therefore be combined with the fringe-fitting
method as regularization. Instead of directly fitting fringe phases, we fit poly-
nomial coefficients to the wavelength dependency of the fringe phases. The full
equations are shown in Appendix ??.
We simulate a binary with a separation of 1.08 λ/D, a brightness ratio of r =
0.5 and use all three methods described in this section to retrieve the broadband
closure phases of the holographic component.The results for two closure triangles
are shown in Fig. 6.9. We explore a different sampling in wavelength for every
method, i.e. uv-plane sampling (Fourier), number of wavelength bins (Tikhonov)
and polynomial order (Polynomial). For the Fourier method, the solutions barely
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Constructing the design matrix X for this model requires some effort. Once it has
been found, Equation 2.9 can be used to compute the best fit-fit values for the
polynomial coefficients of aij(l) and bij(l). From these, the closure phases as a
function of wavelength can be found.

Figure 2.9: The inferred closure phases as a function of wavelength for 9 closure triangles
(indicated by 3 integers that denote the subapertures on the mask), based on fringe fitting
with polynomial coe�cients. The colours correspond to di↵erent polynomial orders (indicated
in the legend). The solid black curve shows the closure phases according to the model.

Application to a Binary

To compare the polynomial approach against Tikhonov regularisation, we apply
the model to the same binary that was studied in the previous section. Again,
the bandwidth is set to 30%. Figure 2.9 summarises the results for the 9 closure
phases that are also depicted in Figure 2.8. In total five fits were carried out, each
expanding aij, bij and f to different orders in wavelength (see Equation 2.18).
When the order is zero, no wavelength-dependence is assumed and the closure
phases are constant throughout the bandwidth. Figure 2.9 demonstrates that the
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was carried out multiple times, with different numbers of wavelength bins across
the bandwidth. For every closure phase, the fit returns values at N wavelengths,
corresponding to the centres of the bins. One can subsequently fit a low-order
polynomial to these data points (such as a parabola in Figure 2.8), to obtain a
smooth curve that captures the wavelength-dependence of the closure phase.

Figure 2.8: The inferred closure phases as a function of wavelength for 9 closure triangles
(indicated by 3 integers that denote the subapertures on the mask), based on Tikhonov regu-
larisation with di↵erent numbers of wavelength bins (indicated in the legend). The solid black
curve shows the closure phases according to the analytical model.

Although Tikhonov regularisation works reasonably well, the closure-phase error
can still be quite large (over 5� at some points), which makes the detection of faint
companions difficult. Another disadvantage of the method is the fact that numer-
ous parameters have to be tuned (the regularisation parameter, the the number
of bins, the order of the polynomial), which makes it computationally expensive.
Also, the form of the Tikhonov matrix G may not be optimal yet.

It is not known how versatile the method is when imaging extended tar-
gets. For instance, when observing a circumstellar disk in the neighbourhood
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Constructing the design matrix X for this model requires some effort. Once it has
been found, Equation 2.9 can be used to compute the best fit-fit values for the
polynomial coefficients of aij(l) and bij(l). From these, the closure phases as a
function of wavelength can be found.

Figure 2.9: The inferred closure phases as a function of wavelength for 9 closure triangles
(indicated by 3 integers that denote the subapertures on the mask), based on fringe fitting
with polynomial coe�cients. The colours correspond to di↵erent polynomial orders (indicated
in the legend). The solid black curve shows the closure phases according to the model.

Application to a Binary

To compare the polynomial approach against Tikhonov regularisation, we apply
the model to the same binary that was studied in the previous section. Again,
the bandwidth is set to 30%. Figure 2.9 summarises the results for the 9 closure
phases that are also depicted in Figure 2.8. In total five fits were carried out, each
expanding aij, bij and f to different orders in wavelength (see Equation 2.18).
When the order is zero, no wavelength-dependence is assumed and the closure
phases are constant throughout the bandwidth. Figure 2.9 demonstrates that the
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Application to a Binary

To compare the polynomial approach against Tikhonov regularisation, we apply
the model to the same binary that was studied in the previous section. Again,
the bandwidth is set to 30%. Figure 2.9 summarises the results for the 9 closure
phases that are also depicted in Figure 2.8. In total five fits were carried out, each
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The visibility phases for different wavelengths across the bandwidth can be ob-
tained by sampling the uv-plane at different points within a splodge, as illus-
trated in the right panel of Figure 2.10. However, care must be taken to sample
the uv-plane at sufficiently high resolution, because the phase slope is not fully
removed for wavelengths l 6= l0. This means that the phase can change consid-
erably from pixel to pixel when the resolution in the uv-plane is too low.

Figure 2.11: The inferred closure phases as a function of wavelength for 9 closure triangles
(indicated by 3 integers that denote the subapertures on the mask), based on the Fourier
method. The colours correspond to di↵erent pixel numbers used for the uv-plane (indicated in
the legend). The solid black curve shows the closure phases according to the analytical model.

Application to a Binary

On a final note, we also apply the Fourier method to the binary that was con-
sidered in the sections on fringe fitting. The results are shown in Figure 2.11,
which provides an overview of the familiar 9 closure triangles. For each curve in
the panels, the uv-plane was sampled with a different number (n ⇥ n) of pixels.
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was carried out multiple times, with different numbers of wavelength bins across
the bandwidth. For every closure phase, the fit returns values at N wavelengths,
corresponding to the centres of the bins. One can subsequently fit a low-order
polynomial to these data points (such as a parabola in Figure 2.8), to obtain a
smooth curve that captures the wavelength-dependence of the closure phase.

Figure 2.8: The inferred closure phases as a function of wavelength for 9 closure triangles
(indicated by 3 integers that denote the subapertures on the mask), based on Tikhonov regu-
larisation with di↵erent numbers of wavelength bins (indicated in the legend). The solid black
curve shows the closure phases according to the analytical model.

Although Tikhonov regularisation works reasonably well, the closure-phase error
can still be quite large (over 5� at some points), which makes the detection of faint
companions difficult. Another disadvantage of the method is the fact that numer-
ous parameters have to be tuned (the regularisation parameter, the the number
of bins, the order of the polynomial), which makes it computationally expensive.
Also, the form of the Tikhonov matrix G may not be optimal yet.

It is not known how versatile the method is when imaging extended tar-
gets. For instance, when observing a circumstellar disk in the neighbourhood
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Constructing the design matrix X for this model requires some effort. Once it has
been found, Equation 2.9 can be used to compute the best fit-fit values for the
polynomial coefficients of aij(l) and bij(l). From these, the closure phases as a
function of wavelength can be found.

Figure 2.9: The inferred closure phases as a function of wavelength for 9 closure triangles
(indicated by 3 integers that denote the subapertures on the mask), based on fringe fitting
with polynomial coe�cients. The colours correspond to di↵erent polynomial orders (indicated
in the legend). The solid black curve shows the closure phases according to the model.
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phases that are also depicted in Figure 2.8. In total five fits were carried out, each
expanding aij, bij and f to different orders in wavelength (see Equation 2.18).
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phases are constant throughout the bandwidth. Figure 2.9 demonstrates that the
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The visibility phases for different wavelengths across the bandwidth can be ob-
tained by sampling the uv-plane at different points within a splodge, as illus-
trated in the right panel of Figure 2.10. However, care must be taken to sample
the uv-plane at sufficiently high resolution, because the phase slope is not fully
removed for wavelengths l 6= l0. This means that the phase can change consid-
erably from pixel to pixel when the resolution in the uv-plane is too low.
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Application to a Binary

On a final note, we also apply the Fourier method to the binary that was con-
sidered in the sections on fringe fitting. The results are shown in Figure 2.11,
which provides an overview of the familiar 9 closure triangles. For each curve in
the panels, the uv-plane was sampled with a different number (n ⇥ n) of pixels.
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was carried out multiple times, with different numbers of wavelength bins across
the bandwidth. For every closure phase, the fit returns values at N wavelengths,
corresponding to the centres of the bins. One can subsequently fit a low-order
polynomial to these data points (such as a parabola in Figure 2.8), to obtain a
smooth curve that captures the wavelength-dependence of the closure phase.

Figure 2.8: The inferred closure phases as a function of wavelength for 9 closure triangles
(indicated by 3 integers that denote the subapertures on the mask), based on Tikhonov regu-
larisation with di↵erent numbers of wavelength bins (indicated in the legend). The solid black
curve shows the closure phases according to the analytical model.

Although Tikhonov regularisation works reasonably well, the closure-phase error
can still be quite large (over 5� at some points), which makes the detection of faint
companions difficult. Another disadvantage of the method is the fact that numer-
ous parameters have to be tuned (the regularisation parameter, the the number
of bins, the order of the polynomial), which makes it computationally expensive.
Also, the form of the Tikhonov matrix G may not be optimal yet.

It is not known how versatile the method is when imaging extended tar-
gets. For instance, when observing a circumstellar disk in the neighbourhood
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Constructing the design matrix X for this model requires some effort. Once it has
been found, Equation 2.9 can be used to compute the best fit-fit values for the
polynomial coefficients of aij(l) and bij(l). From these, the closure phases as a
function of wavelength can be found.
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with polynomial coe�cients. The colours correspond to di↵erent polynomial orders (indicated
in the legend). The solid black curve shows the closure phases according to the model.

Application to a Binary

To compare the polynomial approach against Tikhonov regularisation, we apply
the model to the same binary that was studied in the previous section. Again,
the bandwidth is set to 30%. Figure 2.9 summarises the results for the 9 closure
phases that are also depicted in Figure 2.8. In total five fits were carried out, each
expanding aij, bij and f to different orders in wavelength (see Equation 2.18).
When the order is zero, no wavelength-dependence is assumed and the closure
phases are constant throughout the bandwidth. Figure 2.9 demonstrates that the

33

9 2. From PSF to Closure Phases 35

The visibility phases for different wavelengths across the bandwidth can be ob-
tained by sampling the uv-plane at different points within a splodge, as illus-
trated in the right panel of Figure 2.10. However, care must be taken to sample
the uv-plane at sufficiently high resolution, because the phase slope is not fully
removed for wavelengths l 6= l0. This means that the phase can change consid-
erably from pixel to pixel when the resolution in the uv-plane is too low.
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On a final note, we also apply the Fourier method to the binary that was con-
sidered in the sections on fringe fitting. The results are shown in Figure 2.11,
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Figure 6.9: Analytical closure phases (black) and extracted closure phases (color)
of a binary system applying different closure phase extraction algorithms to the
holographic component. Two representative closure triangles were selected. The
binary has a separation of 1.08 λ/D, a brightness ratio of r = 0.5. The simulated
bandwidth is 30% (i.e. ∆λ/λ0 = 0.3). For the Fourier method we change the uv-
plane sampling from n = 1 to 5, meaning 2D/1000 to 2D/5000. Closure phases
extracted using fringe-fitting with Tikhonov regularization is carried out for a
different number of wavelength bins N, and we vary the polynomial order O.
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depend on the uv-plane sampling, as long as it is high enough. The polynomial
fit best captures the behavior of the analytical model at order two and three. The
extreme behavior of the fourth order polynomial suggests over-fitting, implicating
that the spectral resolution is not high enough to constrain more than four com-
ponents. The Tikhonov extraction has similar performance with N > 4, and has
decreased performance toward the edge of the band. This could be a direct result
of the choice of regularization.
To summarize, all three methods have similar performance for the optimal sam-
pling of the bandwidth. They are capable of reproducing the change of closure
phases with wavelength within a five degrees over 30% bandwidth. The limited
spectral resolution of the holographic spots is just enough to capture the change
of baseline units with wavelength for this binary system. More rapidly changing
closure phases, e.g. from a more structured object, are not sampled well and will
be recovered as a smoothed function. This limits the detail that can be added to
the model.

6.6 Manufacturing of prototypes HAM v1 and
HAM v1.5

Two prototype HAM devices were manfactured by ImagineOptix in August 2018,
labelled part A and part B. The first HAM device, part A, was manufactured
using a 1 inch flat CaF2 substrate with a thickness of 5 mm, while the second
HAM device, part B, was fabricated using a 1 inch wedged CaF2 substrate with a
thickness of 1 mm. The front-sides have the same 3-layered liquid-crystal multi-
twist retarder film, aimed at minimizing polarization leakage between 1 and 2.5µm.
Both devices have an anti-reflection coating for the this bandpass on the backside
of the substrates. The phase pattern with a diameter of 25.4 mm was generated
with 5 micron pixels. The polarization leakage measured by the manufacturer is
less than 3% between 1 and 2.5µm, see Fig. 6.14. Additional alignment markings
have been added to the pattern, outside of the pupil diameter of 13.5 mm. An
image of the optic between polarizers is shown in Fig. 6.10a. In addition, the
optic was inspected under a microscope between polarizers. The four microscope
images presented in Fig. 6.10b show the high quality of the manufacturing process.
Amplitude masks were laser cut in 100um brass and/or 304 stainless steel foils with
a diameter of 20.83 mm, using a picosecond laser machining facility (OptoFab node
of ANFF, Macquarie University, Sydney). It is screwed in place in a holder in the
filter wheel assembly. The first version (HAM v1) was installed in the imaging
arm of OSIRIS at the Keck I telescope in September 2018. Each position of its
first filter wheel contains separate pupil mask and filter mount assemblies. The
amplitude mask was installed in the pupil assembly facing the incoming beam,
while the HAM optic was installed in the opposite 1-inch filter side of the wheel
assembly. Therefore, a gap of several mm was present between the amplitude
mask and the HAM optic. This version has been tested with an internal source in
OSIRIS in April 2019. The results are presented in section 6.8.
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Figure 6.10: Images of the HAM optic between polarizers. Image credit: Imagi-
neOptix
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Figure 6.11: Manufacturing of HAM v1.5. (a) Images of the diced HAM v1.5
phase optic. (b) The assembly of HAM v1.5 in the OSIRIS pupil mount.
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Figure 6.12: Lab setup used to characterize the HAM v1.5 optic.

An updated version (HAM v1.5) has been created to allow the HAM optic and
the amplitude mask to be installed in the same pupil mask holder, reducing the
separation between the optics to almost zero. The HAM optic of HAM v1.5 is a
cut-out version of the spare HAM v1 phase mask (part B). The cut-out mask and
assembly of the optic in the mount are shown in Fig. 6.11. Initial lab tests were
conducted in Sydney in the Fall of 2019. HAM v1.5 has been installed in OSIRIS
in February 2020, replacing HAM v1 in OSIRIS. We present the results of the lab
tests in the next section.

6.7 Lab tests

We tested the HAM v1.5 optic in the lab using the setup described in Fig. 6.12.
The light source is a SuperK COMPACT from NKT photonics and is connected
to a custom reimaging system through a single-mode fiber (SMF). The reimaging
system allows us to insert spectral filters and neutral density filters in a collimated
beam before injection into the optical setup with a second SMF. We used filters
from the Thorlabs IR Bandpass Filter Kit from 1000 nm to 1600 nm. Light from
the second SMF is collimated with a Thorlabs 1 inch doublet with a focal length
of 150 mm (AC254-150-C-ML). A second 300 mm (AC254-300-C-ML) doublet is
placed close to the HAM optic to prevent vignetting of individual HAM apertures.
The camera is a CRED2 and is mounted on motorized X,Y,Z translation stages to
fully capture the HAM PSF. We used this motorized camera because a 2K pixel
science grade detector, like a Teledyne Hawaii-2RG HgCdTe detector, did not fit
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in the budget of the lab experiment. The full PSF is captured by recording images
in a 5x5 grid. With this sampling neighbouring images now overlap significantly,
and this overlap is use for more precise image registration between images. Both
the CRED2 and the translation stages are controlled by a Matlab script that can
capture images of the PSF. The background is estimated from the median of 100
images where the source is turned off. The background is captured before the
image sequence, where for every position 10 images are averaged, and background
subtracted.

6.7.1 The Point-spread function

The translation between neighbouring images are extracted using the scikit-learn
feature.register translation function on a masked PSF. Individual images
are shifted accordingly and stored in a 3D array, where the first axis corresponds
to the number of images and the other two to the x and y positions in the com-
bined image. The final mosaic is the median along the first axis, which can be the
single pixel value if a PSF region is imaged only once, or the median of multiple
values when there is overlap. We remark that this method heavily relies on PSF
stability, especially as fringes are the features used to align images with respect to
each other. Any change to the fringe phase could lead to minor misalignment of
images with respect to each other. We assume this effect is small as the overlapping
region between neighbouring images contains multiple interferograms with differ-
ent orientations. Any shift of the fringe phase in a single spot would not throw
off the alignment. A passive setup can only generate changes in many closure
phases simultaneously when optics move, which does not occur on timescales of
two consecutive images. However, it demonstrates the sensitivity of fringe phases
to the alignment of images with respect to each other. In addition, the PSFs are
Nyquist sampled for the shortest wavelengths, meaning that even small subpixel
shifts lead to large phase offsets. This is only a limitation of the lab setup, and
will not affect the performance of HAM in the OSIRIS instrument where the PSF
is fully captured by the camera.
We recorded images of the HAM PSF using three different amplitude masks. he
different amplitude masks are the full HAM amplitude mask and two masks to
isolate only the central and holographic components of the PSF. This allows us
to analyze their individual PSFs and characterize the zero-order leakage of the
HAM phase optic. The three masks and their corresponding PSFs at 1400 nm
are presented in Fig. 6.13. The HAM PSFs closely resemble the simulated PSFs,
and they confirm that the HAM optic was not damaged during the dicing pro-
cess. The holographic component directly shows the zero-order leakage. Using
HCIPy, we forward-model the HAM PSF with variable retardance. Changing the
retardance changes the intensity of the central leakage term with respect to the
holographic interferograms. By minimizing the normalized difference of the mod-
elled and measured PSFs, we extract the retardance at different wavelengths. The
fitting results are shown in Fig. 6.14 in addition to measurements of the efficiency
of a polarization grating with the same liquid-crystal recipe. There is an offset of
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Figure 6.14: Measured zero-order leakage fraction of the HAM v1.5 optic.

roughly 1% between these two methods of measuring the zero-order leakage. A re-
duced diffraction efficiency for multiplexed gratings as compared to single gratings
could explain this difference in zero-order leakage intensity. Multiplexing gratings
with high frequencies leads to local phase patterns with extreme phase gradients,
which might not be fully captured by the direct-write method. If that is the case,
the diffraction efficiency is reduced. However, the presented measurements are
unable to distinguish a change in diffraction efficiency due to multiplexing from
a change in retardance. A consequence of the increased zero-order leakage is an
increased sensitivity of the closure phases to polarized light, as discussed in Sect.
6.3.

6.7.2 Closure phases

We extract closure phases of both the central component and the holographic com-
ponent of the full HAM PSF using our pipeline. In Fig. 6.15 we show the closure
phases of the central component for 1400 nm, some with large deviations from zero.
As explained in section 6.3 and in appendix ??, these closure phases are non-zero
due to the sensitivity to wavefront aberrations and the polarization state of the
incoming light. Therefore, we fit a simple model that includes some low-order
aberrations, a linear polarization fraction and polarization leakage to the closure
phases. The low-order aberrations are represented with 10 Zernike modes starting
with defocus. A monochromatic PSF is calculated using HCIPy with matching
plate scale to the lab PSF, and our pipeline extracts the closure phases from the
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Figure 6.15: Top: closure phase of each closure triangle of the central component
of the full HAM PSF at 1400nm (black), in addition to closure phases of a for-
ward model (red). The forward model includes a linear polarization fraction of
the source, polarization leakage and low-order aberrations. Bottom: The residuals
between the model and observed closure phases. The error bars indicate the stan-
dard deviation of the residual closure phases during 22 hours of measurements at
15 minute intervals.
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PSF. The best fit is shown in red in Fig. 6.15, and is capable of explaining almost
all features of the data. The model has a linear polarization fraction of 7%, a
polarization leakage of 3% and 47 nm RMS wavefront error, consisting mostly of
defocus (38 nm RMS), astigmatism (16 nm RMS) and coma (20 nm RMS). Sig-
nificant residuals remain, which could be explained by effects not present in our
simple model, such as higher-order aberrations, inaccurate sampling of the model
PSF or fast-axis deviations from π/2 in the phase-shifted subapertures.
The non-zero closure phases again showcase the sensitivity of HAM to aberrations
and the polarization state of the incomming light. When the polarization state
and wavefront aberrations are stable in time, the closure phases should stay con-
stant. We address the stability in the lab by imaging the PSF 90 times during
22 hours, roughly 15 minutes apart. The camera will not return to exactly the
same location in the 5x5 grid for every mosaic. Shifts in these positions bias the
stability measurement significantly, inflating the error bars. To be less dependent
on the registration of translation between images in the mosaic, we first regis-
ter the translation between all images of a single camera position. We minimize
the difference between these 90 images by aligning them all to the first frame in
time. After all images of a single camera position are aligned with respect to each
other, we repeat the process for all other camera positions. Then, we calculate
the translation of the 25 camera positions with the first frames of the aligned im-
ages. Because all images are aligned, this offset is the same for all 90 mosaics. We
generate the 90 mosaics by translating the aligned images with this general offset,
and stitch them together like before.
From the PSF in each mosaic we extract the closure phases of the central com-
ponent and the standard deviation of each closure phase is indicated by the error
bars in the bottom plot of Fig. 6.15. Almost all closure phases have a standard
deviation of less than one degree, indicating that under laboratory conditions they
are stable. This is also true for the underlying cause of the offsets, i.e. the po-
larization fraction and the wavefront aberrations. Additionally, we extract the
closure phases of the holographic component, and calculate the time variability.
The results are presented in Fig. 6.16, showing two interesting features. First,
there is a deviation from zero for these closure phases as well, and it is indepen-
dent of the number of interferograms per closure phase. These closure phases are
not affected by polarization leakage, as the holographic component is imaged far
away from the central component. Second, there is a difference in time variability,
e.g. the largest variation is 6 degrees compared to less than a degree for the first
three closure triangles. The most stable closure triangles are the ones imaged in a
single interferogram, i.e. closure triangle 0, 1, 2, 10, 14 and 18 in Fig. 6.16. This
suggests that the time variability does depend on the number of interferograms per
closure phase. Moreover, it suggests that the cause of the closure phase offset is
different than the cause of the variability differences. Most likely, the difference in
variability is not caused by effects of the optical setup as this would have impacted
the closure phases of the central component as well. A possible explanation for the
variability difference could be that there are still remaining translation registration
errors for different interferograms in time.



212 On-Sky Verification

Figure 6.16: Measured average closure phases of the holographic component during
22 hours of measurements with 15 minute intervals.

On the other hand, the offsets from zero for the closure phases of the holographic
component could be generated by the optical system. Light from each subaperture
has a different optical path between the HAM optic and the focal plane. When
two subapertures are imaged onto the same location in the focal plane, differences
in optical path length introduces shifts in the fringe phase. These aberrations can
differ for each baseline, such that combining the phases into a closure phase does
not add to zero. Yet, as the optical setup itself is static, they are stable in time.

6.8 On-Sky Verification

We observed the binary HD 90823 (also known as HDS 1507 or WDS 10294+1211)
and an unresolved reference star in two different filters. The primary goal is to
verify whether the correct system parameters of HD 90823 (i.e. contrast ratio and
separation) can be inferred from the data. Moreover, we aim to assess HAM’s
broadband performance by extracting wavelength-dependent closure phases from
the holographic spots in the focal plane. In the simple case of a binary, the
apparent angular separation between the two stars should not change as a function
of wavelength.

6.8.1 Binary HD 90823

HD 90823 is an ideal verification target because the binary has a relatively low con-
trast ∆m ≈ 1.2 in the V and I bands, making the companion easy to detect, and,
two sets of orbital elements have been published in the literature (Cvetković et al.
2016, Tokovinin 2017), allowing us to compute the predicted on-sky separation
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vector at any point in time. In 2016, Cvetković et al. published a result that was
based on four measurements spread over more than a decade. The authors found
an orbital period of 23 years, yet they warn that their result is “highly-tentative”
and that “new observations are very desirable”. Based on three new data points,
Tokovinin “radically revised” the orbital elements in 2017 and lowered the binary’s
period to just over 15 years. Table 6.3 provides a further overview of the relevant
HD 90823 parameters that are reported in both papers.

Table 6.3: An overview of different HD 90823 parameters as reported in
Cvetković et al. (2016) and Tokovinin (2017). A and B refer to the binary
components. For further details, please refer to the tables in the papers.

Cvetković et al. (2016) Tokovinin (2017)
Period (years) 23.361 15.59 ± 0.11
MA (M�) 1.66 1.53
MB (M�) 1.30 1.18
Contrast (∆m) 1.19 ± 0.17 (V ) 1.21 ± 0.15 (I)
Spectral type F0 (A) + F7 (B) F2

6.8.2 Observations

The on-sky verification of the prototype HAM v1.0 test took place in the evening
of 16 April 2019 (Hawaiian time). Observations were carried out in H band and
time was divided equally among the binary HD 90823 and the calibrator source HD
90700. According to the SIMBAD database, the difference between the apparent
magnitudes of both objects in H band is small: mH = 6.2 for HD 90823 versus
mH = 5.6 for HD 90700. Both objects were observed in a narrowband filter
(henceforth Hn5) and a broadband filter with a 20% bandwidth (henceforth Hbb).
An observing log and the details of the filters are provided in Tables 6.4 and 6.5,
respectively.

The OSIRIS Imager comprises a Teledyne Hawaii-2RG HgCdTe detector with
a size of 2048×2048 pixels and a minimum integration time of 1.476 seconds (see
Arriaga et al. 2018 for further specifications). Because this number exceeds the
typical time associated with atmospheric seeing and the subapertures are larger
than r0 at the filter bandwidths, aperture masks in OSIRIS can only operate in
conjunction with adaptive optics. Tests with an internal source showed that the
imaging quality changed considerably as function of the input source location in
the field of view. The separation of the HAM phase and amplitude mask of HAM
v1.0 was considered as the source of this changing imaging quality. Light that
passes through the holes of the amplitude mask at an angle to the optic axis then
intercepts the phase mask off-axis, possibly illuminating the phase mask beyond
the edges of the phase pattern of individual holes. If present, such a leakage term
would affect the central component PSF. However, images of some sections the

1https://www2.keck.hawaii.edu/inst/osiris/scale_filter.html

https://www2.keck.hawaii.edu/inst/osiris/scale_filter.html
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Figure 6.17: The star HD 90700 imaged with HAM in the Hn5 filter (left panel)
and the Hbb filter (right panel), respectively. These figures display only a sub-
window of the full sensor area. Data recovered for the Hn5 PSF occupied the
bottom-right corner of the detector, so not all holographic spots are visible.

Table 6.4: A summary of the observations taken with HAM at Keck during the
evening of 16 April 2019 (Hawaiian time).

Start (UTC) End (UTC) Target Filter Nf texp (s)
06:28:52 06:36:30 90700 Hn5 50 1.476
06:39:05 06:46:42 90823 Hn5 49a 1.476
06:49:48 06:57:26 90823 Hbb 48b 1.476
06:58:56 07:06:47 90700 Hbb 50 1.476

a One corrupted frame was discarded.
b Two frames with a much lower signal-to-noise were discarded.

Table 6.5: The two filters that were used during the observations. Values were
copied from the OSIRIS filter table on the Keck website 1.

Filter PSF position λ0 (nm) ∆λ/λ0 (%)
Hn5 Bottom-right 1765 4.9%
Hbb Center 1638 20.1%

HAM mask pupil did not show partial illumination of holes. As the whole optic
could not be imaged in pupil viewing mode, and we can not be certain that all
holes were fully illuminated. Another explanation could be a differential focus
between the OSIRIS imager and the OSIRIS spectrograph, which was present at
the time of observation. Reconstruction of the visibility amplitudes also showed
a gradient in the pupil illumination. The OSIRIS imager has been realigned and
HAM v1.5 has been installed after the presented observations. New internal source
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measurements with the HAM v1.5 mask show little variation of the PSF quality
as function position in the FOV.
Because the image quality of the central component looked highest in the bottom-
right corner of the detector, we decided to locate it there during the Hn5 obser-
vations (sacrificing the majority of holographic spots – left panel of Figure 6.17).
However, with the holographic spots being of primary interest in broadband, the
PSF was shifted to the middle of the detector for the Hbb observations (right panel
of Figure 6.17). This allowed us to compute HAM’s full set of closure phases, albeit
with lower image quality.

6.8.3 Data Reduction

We apply a dark correction using 100 dark frames and calculate the power spec-
trum of the holographic component and the central component separately on a
uv-grid of 3000×3000 pixels. For the Hn5 filter we mask everything but the cen-
tral component, while for the Hbb filter we apply the same data reduction as
mentioned in Sect. 6.5. Before the fringe phases can be extracted, we need to
determine exactly where in the uv-plane the visibility has to be sampled. This
requires two pieces of information: (i) the rotation angle of the PSF, which is set
by the mask’s orientation with respect to the detector, and (ii) the radial scal-
ing of the PSF, which depends on the wavelength and the magnification of the
instrument. To find the optimal parameter values that describe the scaling and
orientation of the power spectrum (and thus of the PSF), we use a model of the
uv-plane, that is cross-correlated with the observed power spectra as a function of
radial scaling and rotation angle. We find that the angular orientations of power
spectra of the holographic and central components differ by ∼ 2.1◦. This suggests
that there is an angular offset between the amplitude mask and the phase mask in
both filter wheels. The orientation of the central component’s power spectrum is
determined by the holes in the amplitude mask, while the orientation of the holo-
graphic component’s power spectrum is determined by the slopes on the phase
mask, which has to be taken into account when fitting a model to the observed
closure phases.
We extract closure phases from the observed PSFs using the Fourier methods for
both monochromatic and broadband observations.

Closure Phases

Once all visibility phases are sampled in the uv-plane, we compute the closure
phases associated with each triangle on the mask. This gives rise to 197 sets of
closure phases, each of which corresponds to one of the science frames listed in
Table 6.4. In addition, we average the closure phases of the calibrator HD 90700
per filter, and we consider the standard deviation as measure of the stability of
a closure triangle over time. We then calibrate the binary closure phases of each
frame by subtracting the average closure phases of the calibrator.
Some representative results are displayed in Figures 6.18 and 6.19. Fig. 6.18 shows
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1.04)

Figure 6.18: Top: closure phases of HD 90823 (binary) inferred from the central
component in frame 25/49 in the Hn5 filter. The closure phases of HD 90700 (point
source) are averaged over all frames. Middle: the calibrated observation, obtained
by subtracting the closure phases of the point source from the closure phases of the
binary. The best-fit model that was found is overplotted, with the corresponding
χ2 value reported in the legend. Bottom: residuals left after subtracting the model
from the observation.
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1.18)

Figure 6.19: The same as Figure 6.18, but now for the Holographic spots in
frame 25/48 in the Hbb filter. The uv-plane was sampled at 1638 nm.

the both the non-calibrated and calibrated closure phases of HD 90823 obtained
from the PSF core in frame 25/49 in the Hn5 filter, as well as the best-fit model
that was found. The average closure phases of the point source are plotted in the
background. From Fig. 6.18 it is clear that the closure phases of HD 90700 (point
source) exhibit a remarkably strong deviation from zero. The deviations are much
stronger for HAM v1.0 on-sky than the offsets measured in-lab for HAM v1.5, as
presented in the previous section. It is unclear if this is purely from the differences
between HAM v1.0 and HAM v1.5. However, the overall structure of the closure
phases agree with the lab measurements, with the first 24 closure phases (with
triangle indices ≤ 24) of the central mask component having the largest deviations.
Moreover, Fig. 6.18 suggests that the errors on these 24 triangles are also greater
than the other errors, as they are more sensitive to changes in defocus. Even the
PSF at the corner of the detector in the Hn5 filter has a poor quality, indicating
that the PSF is strongly aberrated. Even with small fractions of linearly polarized
light present, it is expected that the closure phase offsets are much larger under
these conditions. This implies that calibration is essential to extract physical
information from the data.

Fig. 6.19 shows the measured closure phases for frame 25/48 in the Hbb filter
for the holographic spots at the central wavelength λ0. Again, the closure phases
for the single star deviate strongly from zero, and again much more than the lab
measurements. We did not find a good explanation for this offset, but we can
calibrate it for the binary system using the calibrator.
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Table 6.6: The estimated separation and contrast ratio for HD 90823. A different
set of closure phases applies to each row. The closure phases in the broadband

Hbb filter were sampled at the central wavelength λ0.

Subset Nf Separation ρ (mas) Contrast ratio r
Central (Hn5) 38 121.9 ± 0.5 0.45 ± 0.01
Central (Hbb) 47 121.1 ± 0.8 0.45 ± 0.02
Holographic(Hbb) 46 120.9 ± 0.5 0.44 ± 0.02
Full HAM (Hbb) 93 121.0 ± 0.7 0.44 ± 0.02

Parameter Estimation

Given the measured closure phases and calibration of the zero points, the separa-
tion (ρ = (ρx, ρy)) and the contrast ratio of HD 90823 can be estimated. We do
this by finding the parameter combination (r,ρ) that minimizes the chi-squared
difference χ2 between the observation and an analytical model of a binary system:

χ2(r,ρ) =
1

N −m
N∑

i=1

(
[φi,obs − φi,mod(r,ρ) + π]%(2π)− π

σi

)2

. (6.11)

Here, N is the number of closure phases, m the number of free parameters,
φi,obs is the i-th observed closure phase (in radians, with error σi) and φi,mod

is the i-th modelled closure phase (in radians). Adding π, applying the modulo
operator % and subtracting π makes sure that all differences are mapped onto
the interval [−π, +π]. We perform a total of 145 fits: 49 in the Hn5 filter and
2×48 in the Hbb filter, whereby the closure phases obtained from the PSF core
and the holographic spots are treated separately. Table 6.6 provides an overview
of the HD 90823 parameters that were found after evaluating Equation 6.11 on

a high-resolution grid. The reported values for ρ =
√
ρ2
x + ρ2

y and r result from

averaging the best-fit parameters over different subsets of frames. Only fits for
which χ2 < 2NCP (with NCP the number of closure phases) are included to
reduce the effect of outliers. We find the same contrast ratio r = 0.45 ± 0.02 for
each of the different subsets. The value inferred for the separation ρ is ca. 1 mas
larger in the Hn5 filter as compared to the Hbb filter, which can be explained by
random errors only.
As far as the performance of the mask’s holographic component is concerned, it is
reassuring that the retrieved parameter values in the Hbb filter are consistent with
each other. The observables obtained from the central and holographic components
of the mask are within 1σ.

6.8.4 Spectroscopic parameter retrieval

Holographic aperture masking has the unique capability to extract low-resolution
spectroscopic closure phases using the holographic component. Here, we will look
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Figure 6.20: Calibrated closure phases obtained from the Holographic spots in
frame 25/48 in the Hbb filter, plotted for different wavelengths within the 20%
bandwidth (see colour bar).

at the multi-wavelength extraction of the closure phases, which allows us to extract
the separation and magnitude from multiple wavelength channels in the Hbb band,
spanning from 1473 nm to 1803 nm. We illustrate the wavelength-dependence of
the measured closure phases in the Hbb filter in Fig. 6.20. The closure phases from
the holographic spots are sampled at different coordinates in the uv-plane (cor-
responding to different wavelengths). The number of sampling points far exceeds
the number of independent measurements. The latter, the spectral resolution, will
be 2 or 3, depending on the triangle index, according to Eq. 6.2 and Eq. 6.3. The
closure phases behave well and there seems to be a smooth transition from one
wavelength to another.
We extract the binary parameter values by minimizing the χ2 (Equation 6.11) for
closure phases sampled at different points in the uv-plane. Fig. 6.21 and Fig. 6.22
display the parameters of HD 90823 that were inferred from the holographic spots
in the Hbb filter as a function of wavelength. Fig. 6.21 shows the separation ρ be-
tween the binary components. Expressed in units of λ/D, the separation exhibits
a 1/λ drop-off, which implies that ρ must be constant throughout the bandwidth.
This is the expected result for a binary system, and is a powerful method to distin-
guish astronomical observables from instrument artefacts. As mentioned in Table
6.6, we find a separation of 121−122 mas based on the closure phases at λ0. This is
also the value that follows from averaging over all wavelengths in the bandwidth, as
shown by the horizontal line. Some points deviate significantly from the average.
The error bars are determined using a Jackknife method (Roff & Preziosi, 1994),
which does not take into account systematic errors, e.g. wavelength dependent
errors in closure phase retrieval as shown in Fig. 6.9. The measured brightness
ratio r as a function of wavelength is plotted in the right panel of Fig. 6.22.
The spectral types of the HD 90823 components are uncertain. According to the
SIMBAD database, both stars are of type F2, but the corresponding quality labels
suggest little reliability. On the other hand, Cvetković et al. (2016) state that the
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Figure 6.22: The recovered brightness ratio of the binary as a function of wave-
length. The green line shows the expected brightness ratio for the spectral types
(F0 and F7) reported by Cvetković et al. (2016). The orange line is the expected
brightness ratio when both components are of type F2. The envelopes represent
the 1σ error from the V -band and I-band measurements presented in table 6.3.
The number of data points is much larger than the number of independent mea-
surements.

bright component is hotter (type F0) than the faint one (type F7) with the differ-
ence in surface temperatures being roughly 1000 K. In order to find out which claim
is most likely based on the HAM data, we computed the Planck spectra of the
components in both scenarios, scaled them according to the reported contrast in V
band (see Table 6.3) and divided them in the Hbb filter. Fig. 6.22 illustrates that
the actual measurements lie in between the theoretical curves, but fully within the
1σ envelope of the F0+F7 scenario. Moreover, the gradient as function of wave-
length is consistent with the F0+F7 scenario. This means that our estimate of the
brightness ratio also suggests a difference between the components’ temperatures
and spectral types, in line with Cvetković et al. (2016).
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6.9 Conclusions and Outlook

In the paper we show that holographic aperture mask show promise to empower
a new generation of sparse aperture masking experiments: retaining the instru-
mental simplicity while adding spectroscopic capabilities, higher throughput and
added Fourier coverage. We discuss the trade-offs in mask design, and how this
was implemented for a prototype HAM mask in OSIRIS. A first version of this
mask was installed at Keck OSIRIS in 2018. By observing the binary HD90823
with this mask, we obtain low resolution spectra of closure phases, confirming the
broadband capabilities of the HAM mask. We investigated two limitations of this
version. The first is the spatial separation between the phase and amplitude mask,
resulting in spatially varying PSF quality. This is solved with an upgraded version,
HAM v1.5, with a diced version of the same phase mask combined in the same
holder as the amplitude mask, installed in OSIRIS in early 2020. Secondly, we find
non-zero closure phases for a single star. We show in simulation that polarization
leakage can produce these non-zero offsets in closure phases, and confirm this with
lab demonstrations.
A future upgrade of the HAM mask can remove the effects of polarization leak-
age by several orders of magnitude suppression of the unwanted light using the
double-grating method (Doelman et al., 2020). The double-grating method adds
a phase ramp to the phase pattern, so that any polarization leakage travels in a
different direction than the main beams. A second grating with the same phase
ramp (= polarization grating) is installed directly after the first phase pattern,
folding the two main beams back on axis. The polarization leakage term of the
first grating, on the other hand, is diffracted away by this second grating, reduc-
ing the on-axis leakage by at least an order of magnitude. The location of the
polarization leakage can be controlled with the phase ramp slope and direction,
similar to the holographic interferograms. Placing the polarization leakage on an
empty spot on the detector reduces the phase slope. Adapting the focal plane
design of a HAM device to leave room for this leakage term would be beneficial.
We simulate the performance of a HAM device with the second design presented
in Fig. 6.7, assuming 2% leakage for both GPHs and a linear polarization fraction
of 10%. The results are shown in Fig. 6.23. Using the double-grating method
reduces the standard deviation of the closure phases from 1.1 degree to 0.1 degree.
The residual closure phase pattern of the double grating HAM is not correlated
with the standard HAM, which suggests that the deviation from zero is caused by
different effect, e.g. inaccuracies in the data reduction. These simulations prove
that a double-grating version of HAM would greatly reduce the impact of polar-
ization leakage on the performance of HAM.
The potential of a double-grating HAM is exciting.

We outline a few scientific prospects that are enabled only by HAM. Studies
of thermal emission from protoplanets in protoplanetary disks is complicated by
disk features that can emulate exoplanet signals, e.g. light scattered by dust, that
these systems can display (Kraus & Ireland, 2012; Sallum et al., 2015; Currie et al.,
2019). However, spectral information can help with discriminating between disk
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and planet signal (Haffert et al., 2019). HAM’s simultaneous spectral and spa-
tial measurements help constrain infrared spectral slopes, distinguishing between
scattered light and thermal signals. Other opportunities are enabled by the higher
throughput of a HAM mask compared to a SAM mask. Follow-up on the bright-
est TESS targets can help with ruling out background or binary contaminators.
Monitoring brown dwarf binaries with HAM increases efficiency on determining
orbits and dynamical masses, directly testing predictions for lithium burning, the
stellar/substellar mass boundary, and substellar cooling rates (e.g., Dupuy & Liu
(2017)). Suppressing the polarization leakage will be critical for improving closure
phase stability, resulting in better contrast.
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6.10 Appendix: Spectral resolution of the holo-
graphic interferograms

Here we will derive the spectral resolution of hologrpahic interferograms. We start
by looking at a single baseline, b, between two subapertures with a phase ramp
with a period P and a direction â. Assuming no piston phase offset between the
subapertures, the electric field is given by

M(r) = Π(r)⊗
[
(δ(r− b/2) + δ(r + b/2)) e2πiar

]
, (6.12)

where ⊗ is the convolution operator and δ(r) is the Dirac delta function, a =
P/Dsubâ, and Π(r) defines the subaperture. For a circular subaperture with di-



Holographic aperture masking with the Keck OSIRIS Imager 225

ameter Dsub,

Π(x) =

{
1 if |x| ≤ Dsub

2

0 otherwise.
(6.13)

The PSF is then described by

p(θ) = P (θ, λ)

[
2 + 2 cos

(
2πbθ

λ

)]
⊗ δ(θ − λa). (6.14)

Here θ and r
λ are the Fourier plane coordinates, and P (θ, λ) is the PSF of the

aperture function

P (θ, λ) = Airy

(
πDsub|θ|

λ

)
(6.15)

As the PSF location is directly proportional to λa due to the grating, we have an
independent measurement of a baseline phase when the shift is 1.22λ/Dsub, i.e.
the Raleigh criterion. Therefore we can define the spectral resolution as

Rfp =
λ

∆λ
=

Dsub

1.22P
. (6.16)

Increasing the subaperture size and grating frequency yields a higher spectral
resolution. For a subaperture with Dsub = 1

10D imaged at 100λ/D, the period is
Dsub/10 and R ∼ 8.
The second spectral resolution of the holographic component is defined in the uv-
plane. We calculate the uv-plane distribution V̂ (f) with the Fourier transform of
the PSF,

V̂ (f) = (Π(r) ?Π(r))
1
2 ⊗ [δ(f − b/λ) + δ(f + 2δ(f) + b/λ)] e2πiaf . (6.17)

We define the cross-correlation between the subaperture function Pi(r), shifted
by b/λ as a splodge. The location of the splodges change with wavelength and
the shift depends on the length of the baseline. The phases of two splogdes of
different wavelengths for the same baseline can be uniquely extracted when they
are separated by Dsub. In principle this is possible for every SAM mask, however,
to increase throughput many of these masks have large subaperture diameters and
many baselines, such that even for a small bandwidth the splodges start to overlap.
In the case of HAM, the holographic interferograms only contain a limited amount
of baselines and the effect of overlapping splodges can be reduced by design. The
spectral resolution in the uv-plane is given by

Ruv =
λ

∆λ
=
|b|
Dsub

. (6.18)
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