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General discussion and concluding remarks 

Electrostatic interactions in protein complex formation. Understanding the process of the 

protein complex formation provides important insights into how protein complexes can be 

regulated. Electrostatic interactions can promote the recognition between proteins or 

between a protein and its ligand.1–5 Electrostatics allow two proteins with opposite charges 

on their surface to be attracted and find each other in a very crowded environment, such as 

the inside of a cell. Electrostatic interactions drive the formation of the encounter complex, 

pre-orient the two proteins for binding6 and minimize the area searched on the protein 

surface,7 guiding the two proteins to the binding site. As a result, favorable electrostatic 

interactions accelerate the association rate of protein complexes.8–11 Nevertheless, strong 

electrostatic interactions in the encounter complex can also disturb the binding to the 

stereospecific binding site slowing down the association.12–16 This apparent contradiction is 

explained by the “Velcro model” introduced by McLendon in 1991.17 He suggested that 

electron transfer proteins interact in a dynamic ensemble of orientations with similar 

energy, comparable to complementary sticky “Velcro” patches, rather than in a single static 

configuration. As a consequence, if the interactions between the proteins allow them to 

easily change orientation and sample different areas of the protein surface, a favorable 

electrostatic pathway can guide the proteins to bind to the stereospecific binding site. At the 

same time, many orientations with similar energy reduce specificity, i.e. there is 

competition between forming the stereospecific, active complex and the dynamic encounter 

complex. Second, if the electrostatic interactions between two “Velcro” patches are strong 

enough to fix the proteins in a sub-set of configurations, for example at low ionic strength, 

the formation of the stereospecific complex can also be hindered. These mechanisms allow 

the encounter complex to regulate the delicate equilibrium between high association rate 

and specificity, crucial for the biological function of transient complexes such as electron 

transfer protein complexes. In fact, the ET in the respiration or photosynthetic redox chains 

can be limited by the efficiency of protein interactions. Thus, electron transfer proteins 

achieve their efficiency through high association and high dissociation rates and a large 

population of encounter complex. The distance between the area sampled by the encounter 

complex and stereospecific binding site, and the presence of favorable electrostatic 

interactions leading to the latter determine the function of the encounter complex. If the 

encounter complex is close to the stereospecific binding site or a favorable electrostatic 

path leads to it, the encounter complex usually promotes the formation of the final and 

active complex and thus it is called productive.10 If the encounter complex is far away from 

the stereospecific binding site and in absence of electrostatic pathways leading to it, the 

proteins will most probably dissociate without forming the active complex and the 

encounter complex is called futile.18,19  

Characterization of the encounter complex by paramagnetic NMR spectroscopy. 

Although the importance of the encounter complex has been recognized by different 

studies,1,20,21 it is still challenging to characterize it, due to its very elusive nature. 

Paramagnetic NMR, relaxation enhancement experiments (PRE) in particular, proved to be 
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an exquisite tool for investigating lowly populated states.22 A paramagnetic tag attached to 

the protein surface causes relaxation of the nearby nuclear spins. The effect is measurable 

as a reduction in intensity of the resonances of the partner protein, enabling the observation 

of the surface sampled during the interactions (Chapter 1). We used the paramagnetic tag 

MTSL, which causes relaxation in a ~2.5 nm radius from the tag (Chapter 3 and 5). While 

the tagging protocol is apparently straightforward, the application of the technique to haem 

proteins turns out to be challenging due to the instability of the paramagnetic signal of the 

attached tag. The presence of the tag on the protein surface was routinely tested by mass 

spectrometry, indicating a 100 % efficiency of tagging, confirmation by EPR however gave 

much more variable results. The EPR measured a paramagnetic signal corresponding to a 

tagging ranging from 15 % to almost 90 % without any apparent differences in the 

conditions. It is unclear what causes the reduction of the MTSL, although it may be a 

consequence of chemistry catalyzed by the haem group in CcP. Mass spectrometry of CcP 

shows that older samples have undergone oxidations and Cc can become reduced after 

several hours in the presence of CcP, despite the apparent lack of electron donors. Since 

only a fraction of the paramagnetic signal remains stable after tagging, we recommend 

always testing the tagging efficiency with EPR measurements. The PREs are then corrected 

for the tagging efficiency of paramagnetic tag, which can be done only if the proteins 

interact in the fast exchange regime relative to the maximal PRE. Furthermore, a single 

tethered tag as MTSL can affect the PRE measurements due to its mobility. The linker of 

the tag can have different conformations causing a degree of averaging over the space of 

the spin label.23 The tag may have a preferred orientation different from expected due to 

interactions with residues on the surface. This could result in a ‘false’ negative in which the 

absence of PREs is due the tag conformation on the protein surface and not lack of protein-

protein interactions. For these reasons it is important to perform the experiment by tagging 

the protein on more sites close to the region of interest, to ensure the collection of 

consistent data. A solution could be to use a double armed paramagnetic tag as the CLaNP 

spin labels, but avoiding strongly charged probes that could interfere with the binding.24  

Overall charge vs. charge distribution. This thesis represents a follow-up of the previous 

research done on the Cc:CcP complex. The encounter complex formed by Cc and CcP was 

characterized with PRE and successfully simulated using Monte Carlo simulations based 

exclusively on electrostatic interactions.25 Other studies have described the importance of 

the electrostatic interactions in the Cc:CcP complex,26,27 supporting the idea that the 

distribution of the charges on the protein surface is optimized by evolution to perform the 

most efficient reaction. This work challenged that assumption, testing the effect of 

modifying the charge distribution on the surface of CcP, the subsequent effects on the 

encounter complex with Cc, and consequently on the association rate and activity of the 

protein complex. Five CcP variants were designed, which combine the addition of new 

negative patches with the neutralization of the charges in the stereospecific binding site 

(Chapter 4). Monte Carlo simulations showed that Cc is strongly attracted to the added 

negative patches, particularly in absence of the native (wt) charges in the binding site, 
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almost completely shifting the encounter complex to the added patches (Chapters 3 and 4). 

PRE experiments on the complexes formed by wt CcP and the CcP variant with added 

negative charges on a side of the binding site (CcP_B) confirmed that Cc samples the new 

negative patch (Chapters 3 and 5). Although PRE experiments were not performed on the 

other CcP variants because of their low yields, it is reasonable to assume that they would 

have provided similar results. Stopped flow experiments enabled us to test how the new 

encounter complexes affect the association rate with Cc, showing that the addition of a new 

negative patch slightly enhances the ka of the complex, no matter how far the new charges 

are from the stereospecific binding site (Chapters 3 and 4). Hence the new encounter 

complexes consist, at least in part, of productive encounters. The increase in the ka is not 

very large and it is not known how many additional encounters form at the new negative 

patch, thus it cannot be determined what fraction is productive. The neutralization of the 

charges in the stereospecific binding site strongly reduces the association rate also in 

presence of the added negative patches (Chapter 4). Whereas the added charges contribute 

to productive encounters in the presence of the charges in the stereospecific binding site, 

they are futile in the absence of these charges. Therefore, presence of the wt charges in the 

binding site is the most important condition to determine if the new encounter complexes 

are productive or futile (Chapter 4). A second element to consider is the ionic strength at 

which the association rate is measured. Although the effect measured in this work is small, 

at low ionic strengths the electrostatic attraction to the new patch can be strong enough to 

hold Cc away from the binding site for longer, slowing down the association rate of the 

complex and its activity (Chapter 4).12–16 In summary, this work proves that, in presence of 

the wt charges in the binding site of CcP, the overall charge of the protein surface is more 

important than the specific distribution of the charges (Chapter 3 and 4). Unfortunately, we 

were not able to obtain crystal structures of the CcP mutants to ascertain that the mutations 

did not disturb the structure of the protein. Nonetheless, all the CcP variants conserved the 

UV-vis spectrum of the wt CcP, correctly formed the CpdI intermediate and were able to 

perform the reaction with Cc. This reassures us that, although it is not possible to exclude 

small changes in the three-dimensional structure, these did not affect the integrity of CcP. 

However, it is possible that small modifications of the protein surface in proximity of the 

stereospecific binding site could slow down the formation of the active complex with Cc.  

Changing the balance between stereospecific and encounter states. The next step in our 

research was to investigate how the charge distribution on the protein surface affects the 

association rate of the complex when the balance between stereospecific and encounter 

complex is heavily shifted to the latter (Chapter 5). The wt Cc:CcP complex exists as 70% 

stereospecific complex and 30% encounter complex.25 It was previously suggested that the 

CSP provide a good indication of the dynamics in a protein complex.28–30 In fact, the CSP 

are mainly caused by the stereospecific complex, in which the protein complex is mostly in 

a stable orientation. On the contrary, in the encounter complex the two proteins sample 

many different orientations, which are averaged in the CSP, resulting in small chemical 

shifts. The CSPs measured for the complexes Cc:CcP_A and Cc:CcP_B are almost 
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identical, suggesting that the added charges on CcP_B do not affect the equilibrium 

between stereospecific and encounter complex (Chapter 3). The mutation of the Arg13 to 

Ala in the binding site of Cc was shown to increase the encounter complex population from 

30 % to 80 %, causing a clear reduction of the CSP.31 Similarly, the CSP measured for the 

Cc R13A:CcP_B complex are significantly smaller compared to the wt complex but 

slightly larger than for the Cc R13A:CcP_A complex, suggesting the presence of somewhat 

more specific interaction (Chapter 5). PRE experiments confirmed that similar to wt Cc 

(Chapter 3), also Cc R13A visits the negative patch added on CcP_B and not on CcP_A, 

meaning that the added charges enlarged the surface sampled in the encounter state. 

However, in this case the effect on the association rate is dominated by the R13A mutation 

on Cc rather than the added patch on CcP_B. In fact, both the CcP variants tested in 

complex with Cc R13A present a 5-7 fold decrease in the association rate compared to wt 

Cc at the same ionic strength. Simulations show that the lower ka derives from a 

combination of factors, a lower rate of encounter complex formation between Cc and CpdI 

caused by the loss of the positively charged side chain on residue 13, and the lower 

population of stereospecific complex (Chapter 5). The increase in the association rate in 

presence of CcP_B compared to CcP_A is small and only observed at ionic strengths lower 

that 120 mM. This study correlates the occupancy of the encounter complex population 

with the efficiency in the protein complex formation, showing that the delicate balance 

between encounter and stereospecific complex can be critical for the activity of ET 

complexes (Chapter 5). 

Experimental considerations. Both experimental and computational data were used in this 

work to study the encounter complex. Although the results of the two approaches were 

qualitatively consistent, it was not possible to gain more precise, quantitative information. 

Studying the wt Cc:CcP complex, Bashir et al. correctly predicted the encounter complex 

based on only electrostatic interactions. Furthermore, combining Monte Carlo simulations 

and PRE data, they were able to calculate the relative populations of the stereospecific and 

encounter complex.25 Unfortunately, the approach failed when applied to the Cc:CcP_B 

complexes (Chapter 3) since it was not possible to correctly fit the experimental data. 

Furthermore, despite the fact that PRE experiments confirmed the Monte Carlo simulations, 

showing that Cc visits the regions with the added negative charges, it is surprising to 

measure faster association rates than in the wt complex, regardless of where these charges 

are positioned (Chapter 4). In fact, the Monte Carlo simulations show such strong 

interactions between Cc and the new patches on CcP that a reduction in the association rate 

of the complex would be expected. However, the Monte Carlo simulations do not take into 

account the hydrophobic interactions that often have the role of stabilizing protein 

complexes, including the Cc:CcP complex.21,32–39 Furthermore, the simulations assume that 

all the residues introduced by the mutations in the CcP are negatively charged. It should be 

considered that the clusters of charged residues can have considerably higher pKa values 

compared to the theoretical values of amino acids, making the patch less charged then 

expected at pH 6. This implies that the Monte Carlo simulations could overestimate the 
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negative charge of the introduced patches. Despite the quantitative discrepancies in the data 

acquired by experimental and computational methods, the simulations remain a precious 

tool for the interpretation of experimental data or to build a hypothesis which can be tested 

by experiments. 

Conclusions. This thesis shows that the encounter complex has a critical role not only for 

the first steps of protein complex formation but for the final activity of the complex. 

Furthermore, this work gives additional evidence that it is possible to improve the 

efficiency of the protein complex through charge mutations also far away from the 

stereospecific binding site (Chapters 3 and 4).11  

All data reported here and in many other studies are acquired through in vitro experiments, 

performed in ideal, diluted solutions, under specific conditions, which can be far from the 

in vivo environment. As electrostatic interactions and the encounter complex are involved 

in the formation of protein complexes in living cells, experiments in crowded conditions 

and new approaches to perform in vivo studies could give an important contribution in 

understanding the mechanisms regulating the protein complex formation in the cell.40 Our 

understanding of the encounter complex is still limited. For example, the different 

biological roles of the encounter complex still need to be explored. Recently, it was 

suggested that futile encounter complexes could have an important role in the regulation of 

enzyme activity by forming competitive encounter complexes.41 Furthermore, we still 

cannot define the timescale of proteins dynamics within the encounter complex. At the 

lower end is the rotational correlation time of the free proteins (low ns), if assumed that 

they are not slowed down much in the encounter complex. At the high end is the lifetime of 

the complex (> 100 s). It is likely that the proteins in the encounter complex have much 

freedom and rotate rapidly but strong electrostatic patches may keep them on certain parts 

of the surface of the partner for prolonged times. Also the height of the energy barrier 

between encounter state and stereospecific complex is generally unknown. Experimental 

techniques that can cover this time window to study motions in the encounter complex are 

few. Although its extreme dynamic nature makes it challenging to investigate, a deep 

understanding of how the encounter complex affects the protein complex would give an 

important contribution in the field of the protein-protein interactions.  
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