
The role and analysis of molecular systems in electrocatalysis
Dijk, B. van

Citation
Dijk, B. van. (2021, March 10). The role and analysis of molecular systems in electrocatalysis.
Retrieved from https://hdl.handle.net/1887/3151631
 
Version: Publisher's Version

License: Licence agreement concerning inclusion of doctoral thesis in the
Institutional Repository of the University of Leiden

Downloaded from: https://hdl.handle.net/1887/3151631
 
Note: To cite this publication please use the final published version (if applicable).

https://hdl.handle.net/1887/license:5
https://hdl.handle.net/1887/license:5
https://hdl.handle.net/1887/3151631


 
Cover Page 

 
 

 
 
 

 
 
 

The handle https://hdl.handle.net/1887/3151631  holds various files of this Leiden 
University dissertation. 
 
Author: Dijk, B. van 
Title: The role and analysis of molecular systems in electrocatalysis 
Issue Date: 2021-03-10 
 
 

https://openaccess.leidenuniv.nl/handle/1887/1
https://hdl.handle.net/1887/3151631
https://openaccess.leidenuniv.nl/handle/1887/1�


7 
 

Chapter 1 

Introduction to the role and analysis of molecular 
systems as electrochemical catalysts 

Efficient water splitting and fuel cell technology will greatly determine the success 
of the energy transition from fossil fuels to renewable energy such as solar and 
wind power. This introductory chapter discusses the role of molecular complexes 
as electrocatalysts in these reactions. The high tunability of the ligands of these 
complexes allows for structural diversity. Thereby, these complexes can be used 
as structural mimics to unravel the catalytic mechanisms of enzymes, or be used 
as catalysts designed by taking inspiration from the active site of these enzymes. 
In addition, structure–activity studies can be performed with molecular systems 
giving direct information about what factors improve the rate determining step and 
catalysis as a whole. These factors include the electronic withdrawing or donating 
effect of the ligand, steric bulk or the absence thereof, or the importance of proton 
coupled electron transfer steps that avoid charge build-up. However, the major 
drawback of molecular complexes is the stability. Several degradation pathways 
are discussed and their impact on catalysis. In cases where the parent complexes 
has degraded, the ligand can still have an influence. Beneficial concepts from 
homo- and heterogeneous catalysis could then lead to new strategies to improve 
catalysts. Lastly, the analysis of molecular systems by various electrochemical 
techniques is discussed which can give information regarding the kinetics, product 
distribution, and stability of the complexes. In addition, any pitfalls accompanying 
the use of these techniques are discussed as these can easily lead to over- or 
misinterpretation. This thesis discusses various molecular complexes for O2 
reduction and H2O oxidation and will show how the techniques, introduced in this 
chapter, allow for proper characterization of the active species, identify any 
decomposition pathways and aid in structure–activity relationship studies. 
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1.1 The role of electrochemistry in renewable energy 

1.1.1 H2O oxidation to O2 and vice versa 

On an almost daily basis, the news confronts us with the global climate crisis. 
The large scale use and dependence on fossil fuels is leading to global temperature 
rises with many negative consequences such as climate change and rising seawater 
levels.1 Currently, a large share of the renewable energy is consisting of electricity 
generated from solar and wind power. However, these energy sources are not 
available 24 hours a day. Diminishing the intermittency effects of these energy 
sources by large scale energy storage is still a major challenge. One solution, mostly 
beneficial for short distance mobility, is electricity storage in batteries. However, 
batteries have a low energy density implicating that the ratio of stored energy to 
weight is low. For applications that require a high amount of energy storage, such as 
long and large scale transit, batteries that can store enough energy will simply be too 
heavy.2 H2 is often chosen as an energy carrier in those cases. Even though the energy 
density of H2 is lower than that of organic fossil- or biofuels,2 producing H2 is in 
principle as simple as running a current through water with electrolyte. It is not so 
surprising that water electrolysis has been known since 1789.3 In detail, water 
electrolysis is the splitting of water in H2 and O2 according to half reactions in 
Equations 1.1 and 1.2. 

 

E° = 0.00 V  Eqn. 1.1 
   

E° = 1.229 V4  Eqn. 1.2 
 
The equilibrium potential (E°) is the potential at which the reaction is at the 

thermodynamic equilibrium. At more positive potentials, the oxidation (H2 to H+/ 
H2O to O2) is favored and at negative potentials the reduction (H+ to H2/O2 to H2O). 
In principle, 1.229 V is required to oxidize water to H2 and O2 as this is the difference 
in E° of Equations 1.1 and 1.2. However, there is always a kinetic barrier, the 
activation energy, that requires an additional energy input. For that reason, catalysis 
generally does not occur at the equilibrium potential. The potential difference 
between the potential that needs to be applied for catalysis to occur and the 
equilibrium potential is also called the overpotential (η). A higher energy barrier will 
result in a higher η. Whereas the E° is often well defined, the actual potential where 
catalysis starts (also called the onset potential) is not. Often, it is defined as the 
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potential where a pre-determined magnitude of current is reached, but this gives rise 
to discrepancies in the definition of onset potentials between different studies. 

The extra energy input required due to the overpotential can be considered as 
energy loss. A low overpotential is therefore highly desired. The overpotential is 
linked to the height of the activation energy barrier of the reaction. Catalysts are able 
to lower this barrier by binding the substrate and thereby providing a new 
thermodynamic route for the making and breaking of bonds. These routes have steps 
with lower activation barriers than the uncatalyzed reaction. Not every catalyst will 
lower the energy barrier of any reaction. The binding strength between the catalyst 
and the substrate is of importance. The Sabatier principle is a general description of 
the ideal properties of a catalyst. It states that a catalyst that binds the substrate too 
strongly, will not be able to release intermediates or products. On the other hand, if 
the substrate has a very weak interaction with the catalyst, no reaction might occur. 
The ideal catalyst is in the middle of that. As each possible catalyst material has a 
different binding strength with a substrate, each catalytic reaction can have a unique 
ideal catalyst that lowers the energy barriers most efficiently for that particular 
reaction.  

Two different catalysts are used for the electrochemical production of H2 by 
polymer electrolyte membrane electrolyzers. For the hydrogen evolution reaction 
(HER) (reductive part of Eqn. 1.1), state of the art catalysts are composed of platinum 
nanoparticles dispersed on carbon black supports. These achieve outstanding 
current densities at a low overpotential.5, 6 Platinum catalysts carry out both the HER 
and the H2 oxidation reaction (HOR) close to the equilibrium potential with high 
forward and backward rates. When a catalyst performs both the oxidation and the 
reduction of a catalytic reaction with barely any overpotential (reversible 
electrocatalysis), it is considered as an ideal catalyst. In terms of minimal energy 
losses, platinum can be considered as ideal catalyst for the HER (and HOR). In fact, 
the OER (O2 evolution reaction, Eqn. 1.2) is the bottleneck of electrolyzers. Currently, 
iridium oxide achieves the lowest overpotentials with a considerable OER rate, but 
is not an ideal catalyst such as Pt is for HER since there is significant energy loss due 
to the overpotential at which iridium oxide has to operate.6 In addition, iridium is, 
along with platinum, rhodium, and palladium, one of the most scarce metals on earth 
(Figure 1.1).7 Moreover, the even distribution in the earth’s crust limits the amount 
of Ir-rich sources.8 Therefore, most research has focused on increasing the active 
surface area so that iridium loadings can be reduced.6 To date, the research goals are 
finding better dispersing supports that are stable under oxidative conditions and/or 
better catalysts preferably using less scarce metals.  
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Apart from producing H2, electrochemistry is important for utilizing the 
energy that is released when H2 is oxidized. This is achieved in fuel cells. Here, the 
HOR at the anode and the O2 reduction reaction (ORR) at the cathode are performed 
resulting in an electric current. Obviously, highly dispersed Pt catalysts are used for 
the HOR since it is the ideal catalyst. Again, it is the half reaction of Eqn. 1.2 that is 
the bottleneck. The most energy efficient catalyst for ORR is actually Pt as well.9 
Nonetheless, platinum catalysts cannot operate at the thermodynamic potential of 
1.23 V thus reducing the efficiency significantly.10 Scaling relations prevent 
predominantly the optimization of heterogeneous catalysts such as platinum. In 
brief, scaling relations suggest that catalyst binding strength of intermediates is 
dependent on each other.11, 12 As a consequence, optimizations of the binding 
strength for a specific intermediate according to Sabatier’s principle, will negatively 
affect the binding strength of another intermediate. Therefore, most heterogeneous 
catalyst development is only focused on mass transport optimization to reduce 
catalyst loadings.13 To illustrate the challenge that is faced in reducing catalyst 
loadings, the requirements for the replacement of fossil fuel driven cars by fuel cell 
driven cars is given as example. Currently, at least 50 g of platinum for a medium-
sized vehicle would be required to be able to power it via a fuel cell.14 Due to the 
scarcity and costs associated with that amount of platinum, it is estimated that there 
must be a more than 8 fold reduction of catalyst (maximum of 6 g per vehicle) in 
order to have feasible large scale fuel cell car production.15 In this scenario, only 
medium-sized vehicles are considered. One can imagine that replacing all fossil fuel 

 
Figure 1.1. Average natural abundance of elements in the earth’s crust.7 The abundance (ppm 
in weight) was corrected for the atomic weight of the elements. 
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driven processes by fuel cells is basically impossible considering the scarcity and 
costs of platinum. Thus, the need for intrinsically more efficient catalysts for both 
electrolyzers and fuel cells is high. 

1.1.2 H2O2 production from O2 

The ORR is generally considered and investigated as the reaction in Eqn. 1.2: 
the full 4 electron reduction of O2 to H2O. However, the 2 electron reduction to H2O2 
is possible as well (Eqn. 1.3). For fuel cells, H2O2 as the product of O2 reduction is 
undesired since it is highly corrosive. Moreover, the E° of O2 to H2O2 is 0.695 V 
(Equation 1.3), which is lower than that of the full 4 electron reduction to water 
(1.229 V).4 Thus, the theoretical maximum output potential of a fuel cell, when H2O2 
is the product, is lowered to 0.695 V instead of 1.229 V. Nevertheless, H2O2 is a 
valuable product. In fact, H2O2 is a bulk chemical that is used in applications varying 
from organic synthesis,16 waste water treatment,17, 18 to, most importantly, bleaching 
of wood or paper pulp.19, 20 H2O2 is a very environmentally friendly reagent following 
that only H2O or O2 are generated as waste. This is in sharp contrast to the 
production method of H2O2. The anthraquinone process is responsible for over 90% 
of the global H2O2 production.21, 22 This process relies on the reduction of O2 with H2 
by anthraquinones. These redox mediators have limited life cycles and have to 
operate in organic solvent mixtures. Obtaining highly concentrated, pure aqueous 
H2O2 solutions requires energy intensive purification steps that increase the waste 
and costs significantly. Using the electrochemical O2 to H2O2 reduction in aqueous 
media with electricity from renewable sources is a worthwhile alternative that can 
also be used as “on-site” production method. 

 

E° = 0.695 V  Eqn. 1.3 
 
The electrocatalytic reduction of O2 to H2O2 can be carried out by various 

catalysts such as metal alloys23-26 or carbon based electrodes.26-35 The latter category 
includes electrodes such as pyrolytic graphite (PG) and glassy carbon (GC) that have 
an intrinsic high selectivity for the 2 electron reduction of O2 to H2O2. Yet, defects 
and heteroatoms (such as nitrogen), introduced via in-situ electrode degradation, 
can change the selectivity towards the 4 electron reduction. Also, the overpotential 
is still significantly high. Therefore, research into selective H2O2 producing 
electrocatalysts is of high interest, especially as such a production process would be 
suitable for on-demand and on-site production of H2O2. 
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1.1.3 Homogeneous versus heterogeneous catalysis 

Overall, the reactions in Equations 1.2 and 1.3 will play a very important role 
in a sustainable energy infrastructure and an important contribution lies in the field 
of electrocatalysis. As will be elaborated, this thesis is focused on molecular 
complexes. Often, these are seen as homogeneous catalysts. A generalized difference 
between homo- and heterogeneous catalysts is whether the catalyst is in the same 
phase (homogeneous), or in a different phase (heterogeneous) as the reactants. 
Interestingly, electrocatalysis will always require an electrode which is inherently in 
a different phase (solid) than the substrate such as O2 (gas) or H2O (liquid). 
Heterogeneous electrocatalysts are often either the electrode material itself, or a 
deposited catalyst layer on a conductive substrate such as GC or a metal. In this 
perspective, homogeneous catalysts are performing electrocatalysis in the electrolyte 
itself, but only close to the surface of an (heterogeneous) electrode where these are 
able to exchange electrons. They might even have to adsorb on the electrode for that 
purpose. For that reason, concepts from heterogeneous catalysis such as surface 
area, diffusion constants and mass-transport become important. Moreover, the bulk 
of the solution is not (entirely) involved in catalysis which is all in contrast with 
classic homogeneous catalysis. Also, molecular catalysts might have different activity 
and/or selectivity when they are heterogenized (attached to the electrode surface). 
An example are FeII porphyrins that perform electrochemical O2 reduction both 
homogeneously and, when adsorbed on the electrode surface, heterogeneously.36 A 
small difference in selectivity for H2O2 production was observed which was ascribed 
to faster formation and protonation of the FeII–O2 adduct when the Fe porphyrin 
was adsorbed on the electrode. In some cases, molecular catalysts can have such high 
affinity with the electrode surface that homogeneous electrocatalysis is not possible. 
An example are planar cobalt porphyrins that adsorb readily and irreversibly on the 
surface of glassy carbon electrodes.37 Homogeneous electrocatalysis thus borders 
heterogeneous catalysis. Various electrochemical techniques derived from that latter 
field can be (partially) applied to homogeneous electrocatalysis. Vice versa, lessons 
from homogeneous catalysis, such as structure–activity correlations and 
mechanistic studies, can enhance knowledge about catalyst improvements and 
perhaps help to uncover new and improved catalytic cycles.  

The rest of the introduction will introduce the concepts of electrocatalysis by 
molecular complexes, examples of structure–activity relationships, pitfalls that are 
related to catalyst degradation and the use of electrochemical techniques to study 
kinetics, product distribution and catalyst stability.  
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1.2 Molecular complexes for redox catalysis 

1.2.1 Advantages of molecular complexes in redox catalysis 

Molecular complexes are generally highly customizable by ligand 
modifications resulting in interesting scaffolds for studying catalytic reactions.38-41 
Even though the aforementioned scaling relationships must apply to homogeneous 
catalysis as well,42 ligand modifications can still greatly enhance the efficiency of 
catalysts, but also provide mechanistic insight. One use of complexes is as structural 
mimic for enzymatic active sites, thereby offering insight and spectroscopic reference 
for the modus operandi of enzymes and perhaps mimic the enzymatic reactivity in 
catalysis. Another great use of molecular complexes is the ability for systematic 
structural modifications such as placing electron donating or withdrawing 
substituents on the backbone of the ligand or the synthesis of multi-metallic systems 
that both give vital clues to their influence on the rate determining step. In that way, 
identifying factors that improve rate, but also unraveling the catalytic mechanism 
can become straightforward. Yet, the structural diversity can come with a price. 
Ligand oxidation by reactive intermediates can result in the loss of the ligand and/or 
electrodeposition. These problems will not always be clear in advance and thus 
various spectroscopic and electrochemical techniques must be employed to identify 
what is initiating the catalytic activity: the parent complex or, in fact, the degraded 
(and deposited) complex. At first sight, the latter case seems highly undesirable. Yet, 
ligand effects may still play a role and could eventually be put to use showcasing 
where benefits from homo- and heterogeneous catalysis can be combined. 

1.2.2 Molecular complexes as structural mimics of enzymes 

One of the uses of molecular complexes is as structural mimic for enzymatic 
active sites. For example, molecular model systems can be a spectroscopic reference 
to determine the structure of the active site. Likewise, the geometry and coordination 
environment of the enzyme can serve as inspiration to design catalysts with similar 
reactivity and activity. A group of enzymes often used as inspiration for performing 
the ORR efficiently are multi-copper oxidases (MCOs). The active site of these MCOs 
contains copper clusters including type 1 (“blue copper”), type 2 (“normal copper”) 
and/or type 3 (dinuclear) copper cores.43 MCO’s reduce O2 to H2O to be able to 
oxidize a substrate. One of the most profound examples of an MCO is laccase that 
has a trinuclear copper active site that reduces O2 (Figure 1.2). Immobilization 
studies found that not only O2 reduction, but also H2O oxidation could be performed 
close to the equilibrium potential of 1.23 V.44-51 Pathways that are inaccessible to 
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traditional heterogeneous catalysts such as the destabilization of water by 
carboxylate groups from the second coordination sphere and the irreversible 
formation of a triangular µ3-O2 bond that facilitates fast electron transfer are 
suggested to be responsible for this low overpotential.52 

Long term stability and the low number of active sites are drawbacks of 
enzymatic catalysis hindering direct application in fuel cells.49-51, 54. Here, copper 
complexes that are structural mimics have played a large role to extract spectroscopic 
information of key intermediates in the activation of oxygen so that these lessons 
could lead to the design of better electrocatalysts.55-61 For example, the 
interconversion of side-on peroxodicopper and bis-µ-oxo dicopper cores in enzymes 
have been spectroscopically identified by linking the spectroscopy of model copper 
complexes for which this behavior had been unambiguously proven. 
Crystallographic studies would not have been able to reveal this dynamic 
equilibrium.62 UV-vis, Raman and electronic paramagnetic resonance (EPR) data 
have been extensively used to character the active site and the intermediates in MCO 
driven O2 reduction. 

Another enzyme that has sparked interest is the oxygen-evolving complex of 
Photosystem II. This enzymatic OER catalyst contains a manganese active site. The 
oxygen-bridged tetranuclear core contains three manganese and one calcium site 
(Figure 1.3).63 A simple complex with a di-µ-oxo dimanganese core and terpyridine 
ligands (Chart 1.1A) was suggested as catalytic mimic since the complex also achieved 
high oxidation states.64 However, under electrochemical conditions a tetranuclear 
complex is formed that is catalytically inactive.65, 66 Specifically designed tetranuclear 
Mn4O4-cubane clusters (Chart 1.1B) were found to be inactive under homogeneous 
conditions as well, but with Nafion-assisted immobilization the clusters had water 

 
Figure 1.2. Illustration of the active sites of laccase showing the T1 and T2/T3 copper sites. 
Adapted from Wasak et al.53 (CC BY 4.0 license)  
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oxidation activity.67 The authors suggested that this could be due to a more efficient 
distribution of the clusters on the electrode and simultaneous protection from the 
bulk aqueous electrolyte, though no further investigations to support these 
hypotheses were conducted. 

1.2.3 Mechanistic insight from redox catalysis with sacrificial reagents 

The reactivity of most molecular complexes for redox catalysis is studied 
initially with sacrificial reagents. For water oxidation, cerium(IV) ammonium nitrate 
(CAN) is often used as sacrificial oxidant which supplies the thermodynamic 
oxidative power for water oxidation. However, the pH range is limited with CAN 

 
Chart 1.1. The structures of dinuclear manganese complex (A) and a cubane cluster with a 
Mn4O4 core (B) proposed as mimics for the active site of photosystem II. 

  
Figure 1.3. Tetranuclear core of the active site of the oxygen evolving complex of Photosystem 
II. Adapted from Suga et al.63 
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since it is only stable at low pH.68 Among other oxidants, sodium periodate is an 
often used oxidant especially since it can operate at neutral pH as well. One field 
where the OER has extensively been studied with sacrificial oxidants, is the field of 
ruthenium based OER that started with the first known molecular water oxidation 
catalyst (the blue dimer).69 Often, the ruthenium complexes are studied 
electrochemically to establish redox potentials, while the catalytic activity is assessed 
with sacrificial oxidants. The advantage of using oxidants is that, in principle, all 
catalyst in solution can participate in the reaction. As a result, the turnover number 
(TON, amount of catalytic cycles per catalyst) and turnover frequency (TOF, TON 
per time unit) can be easily determined. Moreover, the concentration of CeIV can be 
actively tracked by UV-vis allowing for detailed kinetic studies.70 An important 
lesson that was learned from ruthenium based OER, was the importance of proton 
coupled electron transfers (PCET).71 A PCET step in a catalytic mechanism is the 
simultaneous transfer of an electron and a proton. The result of a PCET is that there 
is no net effect on the charge of the active species after oxidation or reduction. Charge 
build-up is avoided and the redox potentials of higher oxidation states of molecular 
complexes will be closer together.72 Ruthenium complexes generally need to reach 
the high RuV state to generate a metal-oxo species and can do so by starting with a 
RuIII–OH2 moiety that can undergo two consecutive PCET steps to a RuIV–OH and 
RuV=O species. Another insight gained from ruthenium based water oxidation 
chemistry is that there are two mechanisms for O–O bond formation: the water 
nucleophilic attack or the intermolecular coupling of two metal-oxyl radicals 
(Scheme 1.1).73, 74 

An important ligand modification that enhanced the activity of ruthenium 
complexes, is the addition of anionic carboxylate groups on a bipyridine ligand 

 
Scheme 1.1. Schematic representation of the water nucleophilic attack or intermolecular 
coupling of two metal-oxyl radical species. 
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(Chart 1.2A) that resulted in a distorted octahedral geometry of the complex. That 
way, a 7-coordinate dinuclear intermediate became more accessible to facilitate O–O 
bond formation via the metal–oxyl coupling mechanism which in turn increased the 
turnover frequency for OER significantly.75 Furthermore, the redox potential for the 
RuV species that is required for OER catalysis can, in general, be lowered by various 
adjustments to the ligand76 and specifically by introducing electron withdrawing 
groups.77-79 In addition, attractive non-covalent interactions of the ligand can also 
positively impact the rate of water oxidation. However, having electron withdrawing 
groups will not always improve the OER. For example, a series of terpyridine 
ruthenium complexes with substituted bipyridine ligands (Chart 1.2B) showed 
reversed trends as in that electron donating groups improve the catalytic rate.80 

The ruthenium OER chemistry has laid a good foundation for fast catalysts 
and mechanistic insight. Nevertheless, results and insight obtained by catalysis with 
sacrificial oxidants cannot unconditionally be transferred to electrocatalytic 
conditions. Regularly, electrochemically studied redox potential and catalytic onset 
potential shifts due to substituent induced electronic differences between complexes 
are compared to catalytic TOF’s derived from sacrificial reagent studies. However, 
these sacrificial reagents might actually participate in the catalytic cycle,81 or the 
oxygen atoms of the nitrate of CAN might be incorporated in the formed O2 
molecule.82 In the latter case, there is actually no formal water oxidation. Oxygen 
labeling studies could be used to investigate this possibility, though for sodium 
periodate this is not possible, since it readily exchanges oxygen atoms with water.83 
In addition, the oxidative potential of these sacrificial reagents is completely 

  
Chart 1.2. Ruthenium complex with dicarboxylate substituents on the bipyridine ligand (A) 
and ruthenium terpyridine complexes with substituted bipyridine ligands (B). 
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dependent on their concentration according to the Nernst equation and will thus 
vary uncontrollably during catalysis. To illustrate, at the start of an experiment with 
CAN there is only cerium (IV) and no cerium (III) present yet. Hence, the potential 
at the start is, in theory, infinitely high which would translate to an infinite 
overpotential under electrocatalytic conditions. In addition, care has to be taken into 
translating results to electrochemical conditions as structure–activity relationships 
might not prevail. When sacrificial reagents participate in the catalytic mechanism 
the rate determining step can be different under electrochemical conditions. In some 
cases, the influence might actually be inversed. A good example is that of a study into 
Cp* (Cp* = pentamethyl cyclopentadienyl) iridium complexes with tunable carbene 
ligands (Chart 1.3A).84 This study reported a clear correlation between electron 
donating substituents and an enhancement of the catalytic TOF with sacrificial 
reagents. In contrast, the best performing electrocatalytic system was the 
unsubstituted complex.  

A last word of caution includes the stability of complexes under 
electrochemical conditions. A series of Cp* iridium picolinate catalysts (Chart 1.3B) 
previously showed a good correlation between the electron donating ability of the 
picolinate ligands and the water oxidation activity with sacrificial reagents. Later, 
electrochemical studies showed that these relationships did not translate to those 
conditions because of catalyst degradation (see Chapter 2).85, 86 Sacrificial reagents 
are often, especially in the field of OER catalysis, used to easily study the catalytic 
performance of molecular complexes. However, these examples show that without 
actual electrocatalytic studies, one to one translation of the results of sacrificial 
reagent driven catalysis to electrocatalytic conditions is not possible. 

 
Chart 1.3. The structures of the carbene iridium complexes (A) and iridium picolinate 
complexes (B) used for comparative sacrificial and electrochemical structure–activity studies. 
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1.2.1 Structure–activity relationships in electrocatalysis 

Structure–activity relationships (SAR’s) are a powerful tool to gain 
mechanistic insight and to design better catalysts. The ligand framework of 
molecular complexes can be tuned in such a way that the geometry and/or the 
electronic properties of a complex are altered. In the previous section, SAR’s with 
sacrificial reagents have been discussed, but SAR’s can be found under 
electrocatalytic conditions as well. Often, the equilibrium redox potential of the 
metal (the E1/2) has a clear relationship, especially when substituents, that have an 
electron donating or withdrawing effect, are placed on the ligand. This electronic 
effect can be described by the Hammett parameter. Originally, this parameter was 
derived for the rate of reactions involving substituted aromatic compounds, such as 
esterification/hydrolysis and bromination, but also the pKa of benzoic acids and 
phenols.87, 88 For electrocatalysis, the Hammett parameter can correlate to the E1/2 
of the complex or even to the catalytic rate and/or onset potential. Even in cases 
without clear correlations, structural diversity can give clues regarding the rate 
determining step.  

One example of SAR studies for O2 reduction encompasses closely related bis- 
and tris-pyridyl CuII complexes (Chart 1.4A). The difference in linker length between 
the central amine and pyridine or the number of pyridines (2 or 3) shifted the E1/2 of 
the CuI/II redox couple. Interestingly, the O2 reduction rate differed among the 
complexes, but with no clear relation to the E1/2.89 Another study claimed that 
substituents on the ortho-position of the pyridines had no significant influence on 
the onset potential for O2 reduction.90 A first conclusion was that CuII to CuI 

reduction nor protonation of a superoxo species would be the rate determining step. 
Of note, this latter study studied these ortho-substituted complexes at pH 1 where 
the pyridines might be protonated and not able to coordinate to copper resulting in 
free copper ions in the solution. In addition, the lessons learned from this set of 
ligands cannot be extrapolated to all copper complexes. In contrast to the previously 
mentioned copper series, linear relationships between the E1/2 of the redox couple 
and the O2 reduction rate were in fact found for several (substituted) bipyridine and 
phenanthroline copper complexes (Chart 1.4B). In detail, the half wave potential of 
the catalytic wave corresponded linearly with the redox couple whereas the rate 
constant had an inverse correlation with the redox couples.91 Later, the linear 
dependence was pinpointed to the electron withdrawing nature and the steric 
demands of the substituent which both result in a higher half wave potential but 
lower catalytic rate.92 For the ORR, cobalt porphyrins had a clear substituent effect 
on the redox couple (Chart 1.5).93, 94 More electron donating sulfonate groups versus 
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electron withdrawing N-methylpyridine clearly shifted the redox couple to lower 
potentials. The most interesting observation was that in the case of the N-
methylpyridine porphyrins, the E1/2 of the redox couple occurred before the catalytic 
wave whereas the E1/2 of the sulfonate substituted porphyrin complex was lower than 
that of the onset of O2 reduction. A change of mechanism where O2 is reduced either 
by a CoI or a CoII species was proposed and related to a positive shift of the O2 
reduction onset for the latter. Interestingly, these porphyrins are non-planar which 
prevented adsorption on glassy carbon electrodes as opposed to the earlier discussed 
planar analogues.37 

 
Chart 1.4. Ligands used for the study of CuII complexes with variable linker length between 
the pyridine and the central amine, as well as the variable presence of a pyridinic moiety (A) 
and the structure of the bipyridine and terpyridine ligands (B). 

 
Chart 1.5. The planar cobalt complexes studied for electrochemical O2 reduction. 
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The performance of catalysts for electrocatalytic water oxidation can also be 
boosted with ligand modifications. Electron donating substituents on tetra-anionic 
tetradentateamidate copper complexes (Chart 1.6A) resulted in a reduction of the 
overpotential down to 170 mV. Additionally, computational studies suggested that 
within the catalytic cycle, the ligand stabilizes a peroxo intermediate via hydrogen 
bonds after O–O bond formation without the presence of a formal metal–O bond.95 
For a series of dinuclear manganese terpyridine complexes (Chart 1.6B), electron 
donating substituents on the terpyridine resulted in a decrease the E1/2 of their 
respective complexes as well as a decrease of the second order rate constant for the 
OER. Interestingly, some of the bulkier substituents increased the rate more than 
expected based on their respective Hammett parameters.96 However, the E1/2 
correlated linearly with the catalytic rate constant. Interesting to note here, is that 
terpyridine based ruthenium complexes actually catalyzed the water oxidation with 
higher rates with electron donating substituents on the terpyridine backbone.80 

SAR’s under electrocatalytic conditions are not always as straightforward as 
SAR’s from sacrificial reagent studies would predict. Generally, the E1/2 of a complex 
has a good relationship with the electron donating or withdrawing effect of a ligand 
and might even be correlating to the corresponding Hammett parameter. 
Interestingly, when the overpotential can be reduced by in- or decreasing the E1/2 of 
a complex, the catalytic rate is often lowered as well. Often, inverse linear 
relationships can be found under electrocatalytic conditions, but not exclusively. 
Also, there might be no clear relationship between the electronic effects of the ligand 
and the catalytic rate. Lastly, these electronic effects might even change the 
mechanism. All of these mechanistic features can only be revealed by SAR studies. 

 
Chart 1.6. Ligands of the tetra-anionic copper complexes (A) and the terpyridine manganese 
complexes (B) for electrochemical water oxidation. 
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1.2.2 Stability of molecular complexes under electrochemical 
conditions 

A major issue of molecular complexes is their stability under electrochemical 
conditions.97-99 They can degrade by forming an electrodeposition of metallic layers 
or metal oxides depending on reductive or oxidative conditions. One origin for this 
type of degradation can be a very fast ligand exchange rate.100 Cu2+ in particular has 
very fast exchange rates. For example, exchange rates in the order 107 to 109 s–1 for 
the exchange of the ligand in [Cu(1,2-diaminoethane)3]2+ and [Cu(H2O)6]2+ 
complexes have been determined, respectively. For comparison, [Ir(H2O)6]3+ has an 
exchange rate of 1.1 × 10–10 s–1 at room temperature. As these reactions are 
equilibriums, a very low concentration of unchelated metal is present at all times, 
despite high binding constants of a ligand. Under reductive potentials, this could 
form a metallic deposit which disturbs the equilibrium with the chelated complex. 
For copper complexes, this equilibrium is re-established within the order of 
nanoseconds. As the deposited, solid metallic copper is not included in the 
equilibrium, the overall concentration of the chelated copper complex is lowered. 
Therefore, copper complexes can easily degrade by deposition in the time scale of a 
short cyclic voltammogram. The actual rate of deposition would be dependent on 
potential and the binding strength of the ligand to copper, but at low reductive 
potentials this is a very likely process. Apart from electrochemical conditions, this 
fast ligand exchange rate can also affect sacrificial reagent driven water oxidation. 
For copper catalysts, ligand chelation to CeIV can take place through the same route 
as described above thereby lowering the copper complex concentration and 
inhibiting reactivity from CeIV. For other complexes, such as the aforementioned 
iridium aqua complex, ligand exchange rate is so slow that this deposition pathway 
is not applicable. In those cases, other decomposition pathways are of importance. 
Generally, ligand oxidation by reactive (radical) intermediates is the major 
degradation pathway, but the formation of an inactive complex is also possible. One 
example is the electrochemical study that compared Cp* versus Cp iridium 
complexes (Cp = cyclopentadienyl). Cp complexes had a rather low activity,101 later 
suggested38 to stem from the formation of an inactive dimerized µ-oxo complex that 
cannot be formed when Cp* was used as ligand. As will be discussed next, the Cp* 
ligand can degrade itself and the remaining iridium moieties can dimerize to form µ-
oxo-bridged species,102 which is in contrast to this proposed hypothesis of 
deactivation of Cp iridium complexes by dimerization. Some studies report ligand 
degradation or even the formation of iridium oxide (IrOx) nanoparticles during or 
after catalysis.103-128 The high water oxidation activity found by studies involving the 
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simple [Cp*Ir(H2O)3]2+ complex initiated research into the, now well-established, 
breakdown routes of the Cp* ligand for various complexes.103-119, 129 For 
[Cp*Ir(H2O)3]2+, this results in IrOx electrodeposition as after Cp* degradation only 
iridium aqua species remain that easily deposit.122 Also, (substituted) bipyridine Cp* 
complexes oxidatively degrade into inert deposits under electrochemical conditions 
as opposed to some structure-activity relationships observed with chemical 
oxidants.117 

1.2.3 Influence of the ligand on heterogenized systems 

Often, complexes are intentionally immobilized on the surface of an electrode 
to be able to combine the advantages of homo- and heterogeneous catalysis. Here, a 
distinction between two strategies has to be made. Immobilizing a complex onto the 
electrode surface has the goal to use the intact complex whereas some strategies 
merely use this complex as a pre-catalyst for a transformation to the active and 
heterogenized species by for example (intentional) ligand oxidation or 
electrodeposition. For the first strategy, many studies utilize an anchor group (thiol, 
pyrene linker) on the ligand that serves as a tether between the electrode surface and 
the complex. General methods are covalent bonding with metal oxo surfaces,130, 131 
self-assembled monolayers of thiol moieties with a gold surface,132 electrografting of 
diazonium salts to carbon or metal surfaces,133 π-π stacking based adsorption with 
pyrene linkers or Nafion-assisted dropcasting.134, 135 Notably, bringing complexes in 
close contact with the electrode can change intrinsic properties such as the redox 
couples which inherently influences the catalytic activity as opposed to the 
homogeneous complex. An example is a trispyridyl CuII complex that was found to 
be more stable in the CuI state when tethered on the electrode via a thiol moiety.136 
On the other hand, adsorbed cobalt hangman corroles (Chart 1.7) still benefited from 
electron withdrawing substituents for water oxidation, thus structure–activity 
relationships can still prevail.135  
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An interesting alternative to the aforementioned immobilization strategies, 
are pyrazine linkages between graphitic electrodes and the complex. In contrast to 
traditional, tether-based anchoring, this method is suggested to allow for fast 
electron-transfer kinetics by incorporating the catalysts as part of the electrode 
thereby facilitating conjugation through the pyrazine linkage (Scheme 1.2).137  

The second strategy is using molecular complexes as pre-catalysts. Basically, 
this strategy includes an expected (as often claimed) decomposition of the parent 
complex (or pre-catalyst) that results in the desired catalyst. For example, after 
oxidation of the Cp* moiety of [Cp*Ir(pyalc)(Cl)] (pyalc = 2-(2’pyridyl)-2-
propanolate)102, 109, 115, 116, 122 the complex turns into a dinuclear species with the pyalc 
ligands still coordinating to the iridium cores (Scheme 1.3). This species has later 
been immobilized on a metal oxide and it was shown that over 90% of the iridium 
atoms were involved in catalysis.102 Such an approach could be very beneficial for 
reducing catalyst loadings in electrolyzers. 

 
Chart 1.7. Substituted cobalt hangman corroles. 

 
Scheme 1.2. Immobilization of catalysts through pyrazine conjugation with graphitic carbon 
electrodes. 
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Another example shows that by picking the right potential and under the 
influence of the ligand a copper complex could be transformed to copper oxide with 
increased water oxidation activity and inhibited copper stripping at high oxidative 
potentials.138 Optimizing nanoparticle sizes is another field where molecular-pre-
catalysts or ligands play a role. Sometimes ligands are used to “cap” nanoparticles to 
control the nanoparticle size. However, ligands might actually participate in 
nanoparticle catalysis and thereby influencing selectivity and activity.139, 140 Striking 
examples include ligand induced inhibition of undesired phosphate adsorption on 
the surface of platinum nanoparticles,141 or actually improving the ORR activity of 
platinum nanoparticles with electron withdrawing ligands. In the study of Zhou et 
al., a clear Hammett correlation with the ORR activity could be found emphasizing 
the power of the synthetic versatility of ligands (Figure 1.4).142 

1.3 Electrochemical techniques for the analysis of 
molecular complexes 

1.3.1 Analyzing the kinetics of the catalytic reaction 

The practice of studying electrocatalysis by molecular complexes has been well 
described in many reviews and tutorials.143-149 Most often, the current response when 
the potential is cycled with a three-electrode setup is recorded in a cyclic 
voltammogram (CV) that reveals redox couples and catalytic currents. In addition, 

 
Scheme 1.3. Oxidative degradation and subsequent immobilization of the active species 
formed by [Cp*Ir(pyalc)(OH)].102 
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there are several other electrochemical techniques that can be used. Though a lot of 
information can be extracted from these techniques, the underlying theory is often 
based on certain assumptions. This section discusses both the application of these 
techniques towards the study of molecular complexes including any pitfalls that may 
lead to a wrong interpretation when the theoretical background is not considered 
completely. 

Analyzing the kinetics of an electrocatalytic reaction catalyzed by a 
homogeneous, molecular complex is different than in traditional homogeneous 
catalysis with sacrificial reagents, because catalysis is only taking place near the 
electrode surface. Nevertheless, it is possible to establish the rate of catalysis. The 
current enhancement method can be used to directly determine the observed rate 
constant of a reaction (kobs).150 It uses the ratio between the maximum current of the 
catalytic wave icat and the peak current of the reduction or oxidation of the complex 
ip (depending on the catalytic reaction). From this ratio, kobs can be calculated 
according to Equation 1.4 with n being the number of electrons, R the gas constant, 
T the temperature (in Kelvin), F Faradays constant, and 𝜈𝜈 the scan rate (in V/s).  

 

 𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐
𝑖𝑖𝑝𝑝

=
𝑛𝑛

0.4463
�𝑅𝑅𝑅𝑅𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜

𝐹𝐹𝜈𝜈
 Eqn. 1.4 

 
A downside of using the current enhancement method is that the catalytic 

peak current is used. This current can be heavily affected by mass transport 
limitations resulting in cases where for example the catalyst might be intrinsically 
very fast, but the kobs is low due to fast substrate consumption. One way to overcome 

 
Figure 1.4. Concept of para-substituted phenyl groups capping Pt nanoparticles and the 
correlation between the Hammett parameter and the ORR activity. Adapted from Zhou et 
al.142 
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this problem, is to use the foot of the wave analysis (FOWA).145-148 The FOWA is 
elaborated in Chapter 5, but in short, the FOWA allows to determine the (theoretical) 
maximum TOF (TOFmax) of the catalyst by analyzing the catalytic current close to the 
onset potential where it is assumed that the current is purely kinetic in nature. The 
downside is that precise knowledge of the mechanism is required to be able to 
correctly apply the FOWA. Also, the TOFmax is a theoretical rate which might never 
truly be obtained for instance due to catalyst degradation. 

Another technique for studying the kinetics  is to construct a Tafel plot. This 
plot can, in an ideal case, be used to benchmark catalysts and to get mechanistic 
insight. A Tafel plot is a plot of the overpotential (or potential) versus the logarithm 
of the current density (current per active surface area). In an ideal case, the linear 
part of the obtained plot is described by the Tafel equation (Equation 1.5 in a simple 
form).151 The major assumption, and pitfall when used incorrectly, is that the Tafel 
equation is only valid for a situation where the concentration of the substrate near 
the electrode is equal to the bulk concentration. In other words, the mass transport 
rate should be far larger than the kinetic rate. The current used for the Tafel plot 
should be the kinetic current 𝐼𝐼𝑘𝑘, which may be derived by using Equation 1.6 (see 
next section). In a heterogeneous system, the Tafel slope (A, V/dec) can be used to 
compare catalytic behavior. With a lower the magnitude of the slope, more catalytic 
current will be generated when the overpotential is increased which is characteristic 
for a better catalyst. i0 is the exchange current density, which is the intersection with 
the x-axis when the linear part of a Tafel plot is extrapolated. In simple terms, this 
current is the theoretical current at 0 V potential. The higher this number, the better 
the catalyst. Even for heterogeneous catalysts, ideal conditions may not be met when 
the current is not a 100% Faradaic current for the reaction of interest. Instead, 
catalyst decomposition or unwanted side reactions can contribute to the overall 
current as well. For homogeneous systems, the applicability might be limited since 
the diffusion of the catalyst itself plays a role. The theoretical background of the Tafel 
equation assumes that the catalyst is a heterogeneous and stationary surface. 
Nevertheless, Tafel plots might still be useful for catalyst benchmarking or 
mechanistic insight. The next section gives an example the use of the rotating ring 
disk electrode (RRDE) setup in combination with a Tafel analysis. 

 

 𝜂𝜂 =  𝐴𝐴 × log (
𝑖𝑖
𝑖𝑖0

) Eqn. 1.5 
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Another technique that can be used is (chrono)amperometry in which the 
applied potential is fixed and the current monitored over time. This would reveal any 
activation/deactivation processes but it also allows for bulk electrolysis (also called 
controlled potential electrolysis). The latter technique affects the entire bulk solution 
by employing large surface area electrodes, stirring of the solution, and separating 
the counter and work electrodes. This way, one might be able to replicate sacrificial 
reagent conditions where the bulk of the solution is utilized as well and TON/TOF 
calculations might be made. In addition, post-catalytic spectroscopic studies of the 
bulk solution become possible. These studies can help to detect 
intermediates/products and any degraded catalyst. Of note, it is impossible to 
accurately determine after what period of time bulk electrolysis has affected the 
entire solution which can lead to wrong interpretations. If one performs bulk 
electrolysis to check whether the catalyst remains intact, the post-catalytic 
spectroscopic observation of intact catalyst does not necessarily indicate that the 
catalyst is stable nor could any ratio of degraded versus intact complex be 
determined. Instead, it might be that this portion of intact catalyst has never been in 
contact with the electrode during the duration of the experiment. Nevertheless, bulk 
electrolysis can allow for the qualitative detection of any intermediate, product, or 
degraded complex in combination with other techniques that are discussed in the 
next section. 

1.3.2 Determining the product distribution 

One of the most powerful electrochemical techniques to study the product 
distribution of a catalytic reaction is the RRDE setup. This electrochemical setup 
allows for control over the diffusion of electrolyte towards the electrode. By rotating 
a disk electrode, a laminar flow of electrolyte towards the surface of that electrode is 
established (Figure 1.5). That way, the obtained current is no longer dependent on 
time and thus on the scan rate (as would be predict by for instance the Randles-
Sevcik equation, see next section) but purely on the electrode rotation speed as 
variable. In addition, a ring electrode could be used around the disk to detect 
products that are formed on the disk and thus the product selectivity could be 
derived. Most often, this ring electrode is a Pt electrode. In O2 reduction, H2O2 can 
be detected by setting a ring potential of 1.2 V where H2O2 is oxidized to O2, but H2O 
is not oxidized. Central to its usage is the collection efficiency (𝑁𝑁𝑐𝑐𝑜𝑜𝑐𝑐𝑐𝑐). Not 100% of 
the products formed at the disk will be detected at the ring due to geometrical 
constraints. Therefore, a well-defined redox couple such as the 
[Fe(CN)6]4–/[Fe(CN)6]3– redox couple is often used to determine the ring to disk 
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ratio which is 𝑁𝑁𝑐𝑐𝑜𝑜𝑐𝑐𝑐𝑐  in that case (Figure 1.6). Importantly, Pt is not always the best 
ring electrode as, for example, H2O2 oxidation was found to be not mass transport 
limited under alkaline conditions.152 Instead, Au was suggested as better a better 
option for the ring electrode under those conditions. As discussed in Appendix C of 
this thesis, the Pt ring is also not a steady sensor for H2O2 at pH 7 in phosphate buffer, 
especially for longer measurements (hours). The 𝑁𝑁𝑐𝑐𝑜𝑜𝑐𝑐𝑐𝑐  can become less during the 
measurement due to, for instance, PtOx formation. Also, the polish method of the 
electrode plays a role and the 𝑁𝑁𝑐𝑐𝑜𝑜𝑐𝑐𝑐𝑐  may vary after each polish. A good practice would 
be to determine the 𝑁𝑁𝑐𝑐𝑜𝑜𝑐𝑐𝑐𝑐  before each catalytic experiment preferably with the 
substrate of interest, instead of the [Fe(CN)6]4–/[Fe(CN)6]3– redox couple. For longer 
experiments, such as bulk electrolysis, the RRDE setup is less reliable for 
quantitative assessment of the product distribution and the RRDE measurement 
could be complemented with other techniques to determine the product ratio such 
as gas chromatography, mass spectrometry, or by titration of the formed products 
such as the titration of H2O2 with KMnO4. 

The current that is obtained with the disk electrode, where catalysis takes 
place, is generally described by Equations 1.6 and 1.7 which are the Koutecký-Levich 
and Levich equations, respectively.151 In an ideal case, the contributions of the kinetic 
current 𝐼𝐼𝑘𝑘 (in absence of mass transport limitations) and diffusion limited current 𝐼𝐼𝐿𝐿  
are described by Equation 1.6. The diffusion limited current is the maximum current 
that can be obtained at a certain rotation rate 𝜔𝜔 (in rad/s) and is only dependent on 
physical constants. Apart from earlier mentioned physical constants, the current is 

 
Figure 1.5. Schematic representation of a rotating ring disk electrode. 
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also dependent on ν𝑘𝑘 which is the kinematic viscosity of the electrolyte in cm2/s, the 
electrode surface area 𝐴𝐴 (in cm2), the bulk concentration of the complex 𝐶𝐶0 (in 
mol/cm3), the diffusion coefficient of the complex 𝐷𝐷0 (in cm2/s). 

 

 
1
I

=  
1
Ik

+
1
IL

 Eqn. 1.6 

   
 IL = 0.62nFADO

2/3COνk−1/6ω1/2 Eqn. 1.7 
 
These equations have many uses, but an important use is to determine 𝑛𝑛: the 

number of electrons transferred in the reaction. This number can give information 
about the product selectivity of the reaction. For example, an electron transfer 
number of 2 would indicate that H2O2 is the major product for O2 reduction whereas 
a number of 4 would point towards H2O as product. Any number in between will tell 
something about the selectivity. When performing RRDE in the potential window of 
𝐼𝐼𝐿𝐿, 𝑛𝑛 can be determined by varying the rotation rate. Important to realize is that these 
equations have been developed for single-step, one-way reactions. In reality, most 
catalysis is not. For example, a study by Qiao and co-workers in alkaline electrolyte 
showed that 𝑛𝑛 for the O2 reduction reaction depended on the rotation rate 𝜔𝜔 which 
opposes Equation 1.7 that states it should remain constant.152 Another key aspect is 
that homogeneous catalysts are freely diffusive species as well. Equations 1.6 and 1.7 
are tailored for a heterogeneous electrocatalysts that are, or situated on, the disk 

 
Figure 1.6. Typical RRDE response of the reduction of [Fe(CN)6]3– to [Fe(CN)6]4– on the disk 
(bottom panel) and the re-oxidation to [Fe(CN)6]3– on the ring (top panel). 
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electrode. If the catalytic rate (TOF) of a homogeneous complex is not fast enough, 
the catalyst might not complete a full catalytic cycle before it has passed the electrode 
surface and is thus interrupted. Very slow rotation could help, but in that case steady 
state conditions will only be achieved at very low scan rates151 and considerable lag 
between the disk and ring current response is observed.153 The exact limit of the TOF 
is not known, since it would depend on, among others, the diffusion coefficient and 
whether or not the complex can adsorb on the electrode. In that sense, even fast 
catalysts could even be affected. 

The kinetic current 𝐼𝐼𝑘𝑘that can be obtained by Equation 1.6 can be used for the 
construction of a Tafel plot, as described in the previous section. As said, the Tafel 
analysis can be used to benchmark catalysts and for mechanistic studies. For 
example, a Tafel analysis was performed for the electrochemical O2 and H2O2 
reduction by a copper trispyridyl complex.154 In this study, the Tafel plot for O2 
reduction had two linear regions with different Tafel slopes. One of the slopes 
corresponded to the slope of the linear region of the Tafel plot for H2O2 reduction. 
This finding, combined with observation of H2O2 on the ring electrode in specific 
potential windows, led to the conclusion that O2 was reduced in a stepwise 2+2 
reduction with H2O2 as intermediate and thus that O2 was reduced by two, 
consecutive catalytic cycles.  

1.3.3 Techniques to determine the homogeneity of the active species 

Several techniques can be employed to determine whether degradation of the 
molecular complex has taken place, which new species are formed and whether they 
are the active catalyst. The simple rinse-test is the most often mentioned control 
experiment showing that no deposit has formed on the electrode. In this test, the 
electrode is rinsed after being in contact with the catalyst (and optionally having 
performed electrocatalysis) and subsequently tested in catalyst-free electrolyte. This 
test will give a first indication whether a deposit is formed and if it is catalytically 
active. Mistakenly, this test is often the sole evidence for the presence or absence of 
any deposit (and thus catalyst degradation). This would either ignore cases with 
catalytically inactive deposits or deposits that reversibly desorb as soon the potential 
is lifted.155-157 Moreover, discrepancies between the before and after voltammograms 
could be incorrectly be assigned to catalyst degradation. The latter case is especially 
important in the case of glassy carbon. This electrode is widely employed for studying 
homogeneous complexes. However, electrode corrosion can alter its voltametric 
response even in the absence of catalyst. At high potential and depending on pH, 
glassy carbon can severely degrade and as a result increase the double layer 
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capacitance and significantly affect the CV or amperogram (see also Chapter 2 and 
Appendix A).158 In general, electrodes are not inert substances and, depending on 
conditions, can actually degrade during the experiment.159 Therefore, a rinse test 
should always be complemented with other techniques to establish whether catalyst 
degradation and/or deposition takes place. 

Another often used simple technique is to record CV’s at different scan rates 
and plot the peak current of the redox couples against the scan rate or the square 
root of the scan rate. The idea behind this technique is that homogeneous species 
will give a linear relationship with the square root of the scan rate, which is based on 
the Randles-Sevcik equation (Equation 1.8).151 The equation describes the 
relationship between the scan rate at which the potential is swept 𝜈𝜈 (in V/s) and the 
peak current 𝑖𝑖𝑝𝑝 (in A) of a redox reaction. Important to note, is that this equation 

considers the peak current of a redox process in which diffusion plays a role. In this 
case, there is a diffusion layer between unaffected species in the bulk of the 
electrolyte and electrochemically converted species near the electrode surface. The 
size of diffusion layer determines how quickly unreacted species can diffuse to the 
electrode and subsequently converted. The size of this layer is dependent on the scan 
rate: a faster scan rate yields a smaller diffusion layer. As a consequence, at a higher 
scan rate more unreacted species can diffuse to the electrode and thus the peak 
current of the reduction or oxidation is larger.143 The Randles-Sevcik equation can 
be put to use in several ways to investigate molecular complexes. First of all, the 
diffusion coefficient of a diffusive species can be calculated when the electron 
transfer number is known. In addition, if the reduction/oxidation of the complex 
corresponds to diffusive process, the peak current of that redox reaction is 
proportional to 𝜈𝜈1/2. If diffusion does not play a role, the peak current is directly 
proportional to 𝜈𝜈.151 Usually, the diffusive species is the homogeneous complex. This 
equation is therefore often used to prove that a species is homogeneous. However, 
finding that a redox couple is related to a diffusive process does not necessarily prove 
this. For example, complexes that have been tethered on the surface of electrodes 
can also be regarded as diffusive species when they have freedom of movement due 
to flexible tethers and will give a peak current versus 𝜈𝜈1/2 relationship. As a 
consequence, one could wrongly conclude that heterogenization by ligand tethering 
has failed. 

 

 𝑖𝑖𝑝𝑝 = 0.4463𝑛𝑛𝐹𝐹𝐴𝐴𝐶𝐶0 �
𝑛𝑛𝐹𝐹𝜈𝜈𝐷𝐷0
𝑅𝑅𝑅𝑅

�
1
2

 Eqn. 1.8 
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A direct method to study deposition in operando is the electrochemical quartz 

crystal microbalance (EQCM). This technique can monitor the weight changes of the 
electrode during the measurement. In the ideal case, features of the cyclic 
voltammogram can be directly linked to electrodeposition, deposit stripping, or the 
absence of these phenomena and thus direct evidence for the homogeneity of a 
molecular complex under electrochemical conditions.86, 122, 128, 138, 160 This technique 
is based on the vibration of a quartz crystal on which the electrode surface resides. 
Key to EQCM is the Sauerbrey equation (Equation 1.9).161 

 

 ∆𝑓𝑓 = −  
2𝑓𝑓0

2

𝐴𝐴�𝜌𝜌𝑞𝑞𝜇𝜇𝑞𝑞 
∆𝑚𝑚 Eqn. 1.9 

 
Here, the frequency change ∆𝑓𝑓 of the quartz crystal is measured and can be 

linked to the mass change of the electrode ∆𝑚𝑚 (g/cm2) by the surface area of the 
crystal (A, cm2), the nominal frequency resonant frequency of the crystal (𝑓𝑓0, 6 MHz 
for the setup used), the density of quartz (𝜌𝜌𝑞𝑞, g/cm3), and the shear modulus of 

quartz (𝜇𝜇𝑞𝑞, g/cm s2). In practice, 2𝑓𝑓0
2

𝐴𝐴�𝜌𝜌𝑞𝑞𝜇𝜇𝑞𝑞  
 can be replaced by a sensitivity coefficient 

that can be experimentally determined with a known electrochemical deposition 
process such as Pb deposition.128, 162 Of note, a relative negative frequency change 
with respect to the pre-experimental oscillation frequency corresponds to a mass 
increase. 

Importantly, Equation 1.9 was originally derived for crystals that are in 
contact with air. For liquid interfaces, the density and viscosity of the liquid affect 
the oscillation frequency.163 Under catalytic conditions, where substrates are 
consumed at a fast pace and possibly gaseous products are formed, the frequency 
can change without any actual deposit forming or stripping by, for example, changes 
in hydrophobicity of the electrode surface or the viscosity of the electrolyte.164 
Moreover, small frequency changes can relate to catalyst adsorption/desorption 
rather than electrodeposition and catalyst degradation. For these reasons, results of 
EQCM data are best combined with ex-situ spectroscopic surface studies. Several 
spectroscopic techniques are available that can detect the size of the deposit 
(tunneling or scanning electron microscopy), soluble colloidal particles (dynamic 
light scattering), and the elemental composition of the electrode surface (various X-
ray techniques such as X-ray photoelectron microscopy, energy-dispersive X-ray 
spectrometry, X-ray absorption spectroscopy).97-99 These techniques complement 
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each other and provide a powerful tool as is demonstrated in Chapters 2 and 3. 
EQCM is a quick technique for a first in operando check of electrodeposition and 
more informative than the above-mentioned simple rinse test and scan rate 
dependence studies. Determination of the homogeneity and the nature of the active 
species is very important to avoid incorrect conclusions and these studies should be 
done with several techniques instead of relying on just one. 

1.4 Scope of thesis 

The brief review of molecular catalysts in electrocatalysis shows that 
structure–activity relationships can be found within electrocatalysis by molecular 
complexes. On the other hand, decomposition of these molecular catalysts is a 
significant issue in electrocatalytic studies and should always be kept in mind when 
studying new catalysts. Chapters 2 and 3 discuss such electrochemical 
decomposition studies for several iridium complexes for water oxidation and a 
copper based oxygen reduction catalyst, respectively. Chapters 4 and 5 discuss 
molecular copper complexes for which the active species is the complex itself. Here, 
structural adjustments such as linking active sites (Chapter 4) and placing electron 
withdrawing substituents (Chapter 5) are shown to directly affect catalytic rates and 
selectivity. 

In Chapter 2, the electrochemical study of several known molecular iridium 
complexes for OER is elaborated. Structure–activity relationships that were 
previously obtained under sacrificial reagent conditions did not prevail. By using a 
combination of spectroscopic techniques such as XPS, UV-vis and NMR, and 
electrochemical techniques such as EQCM we have been able to show that these 
complexes suffer from ligand oxidation, such as Cp* degradation, and form 
catalytically active deposits on the electrode. Nevertheless, small, ligand-induced 
differences in activity were observed and, combined with XPS characterization, led 
to the suggestion that small IrOx clusters with incorporated ligand residues were 
responsible for the catalytic activity. 

In Chapter 3, it is shown that a triazole based copper complex, previously 
regarded as the benchmark for O2 reduction for molecular copper complexes, 
disintegrates to form a metallic copper layer under electrochemical conditions. This 
result was obtained by simply mixing the salt and ligand with a carbon support (the 
previously reported procedure), as well as for an in situ generated complex. Again, a 
combination of spectroscopic techniques (EPR, SQUID, UV-vis, XPS) and EQCM 
was employed to identify the copper deposition as the active species. In addition, we 
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were able to show that the triazole ligand still influences the deposit as it prevents 
this metallic layer from being oxidatively stripped close to the onset of O2 reduction. 

In Chapter 4, a molecular copper complex, consisting of two fused 
mononuclear copper complexes through a covalent bond, is reported to drastically 
change the O2 reduction selectivity to H2O2 instead of H2O. Furthermore, high 
Faradaic efficiencies for the formation of H2O2 were obtained over prolonged 
measurements. For the first time, elaborate bulk electrolysis experiments for H2O2 
production with a molecular complex have been performed for which factors that 
negatively affect catalyst stability were identified. The experimental design was 
optimized by, for instance, applying Cu0 stripping intervals, to directly improve the 
Faradaic efficiency. 

In the last experimental chapter, Chapter 5, substituted copper trispyridyl 
complexes are discussed. The effect of electron donating or withdrawing substituents 
on the electrochemical O2 and H2O2 reduction was investigated. Remarkably, the 
onset potential of O2 reduction was not affected leading to a new insight into the 
observed O2 to H2O2 reduction mechanism that was taking place on the time scale of 
the experiment. On the other hand, we found that electron withdrawing substituents 
substantially improved both the onset potential and rate for H2O2 reduction. 

Overall, this thesis focusses on ligand effects in electrocatalysis by molecular 
(pre)catalysts and proper characterization of the active species. In all cases, the 
ligand plays a role in catalytic activity of the complex, its decomposition, and/or in 
the catalytic activity of the deposited active species. 
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