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Abstract 

n this chapter the development of artificial photosynthesis, especially in dye-
sensitized photoelectrochemical (DS-PEC) devices, and the context for this 

thesis is introduced. In addition, a brief outline of the various computational 
methods and supporting theories that are used throughout this thesis is presented. 

  

I 
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1.1.  Introduction 

1.1.1  Moving toward Sustainable Energy Sources 

With the incremental rise of the global population and rapid development of 

industrialization and urbanization in the 21st century, the deterioration of 

environmental and energy crises has been aggravated due to the immoderate 

usage of non-renewable and carbon-based energy resources such as oil, coal, and 

natural gas. Currently, approximately 80% of the energy supply worldwide is 

provided by such fossil fuels, which are closely tied to severe environmental 

issues, e.g., large quantities of emissions of carbon dioxide (CO2), sulfur oxide, 

and other oxide particles, one of the major sources of greenhouse gases for global 

warming and air pollution.1 In addition, the global energy consumption has grown 

at an alarming rate since 2000 without energy innovation to substantially reduce 

CO2 emissions, and is predicted to steadily increase to 22 TW in 2030.2 It is 

therefore imperative for humankind to search urgently for clean, sustainable, 

renewable, and environmentally friendly carbon-neutral/carbon-free alternatives 

of energy sources that have the potential to meet the present and future energy 

demand in the age of Anthropocene.3 

Extensive research has been devoted to emerging alternatives such as 

photovoltaics (PV), dye-sensitized solar cells (DSSC), wind turbines, geothermal 

energy, tidal energy, and hydroelectric power plants. Renewables are expected to 

pass the level of 1 TW by 2025 at the latest, mainly due to PV and wind energy, 

and driven by the emerging economies from China and India. However, the 

regional dependence, as well as the difficulties and challenges in the storage and 

transportation of the converted energy in the form of electricity, is considered a 

hurdle on the way to full large-scale deployment and thus restrict the share of 

renewables in the future energy markets.4-5 Since more solar energy provided by 

the sun is delivered to the surface of the earth every hour than the global energy 

consumption for a whole year, and it is available almost anywhere, sunlight is 

considered the most abundant renewable energy source on the planet and to be 

the ultimate solution for the global energy problem facing humanity.6-7 Highly 

efficient conversion of solar energy to other forms of exploitable energy could 

therefore contribute to the realization of the green earth and a sustainable 

society. To displace energy carriers from fossil fuels, which are actually stored 
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sunlight, carbon-free solar fuels storing energy in the form of chemical bonds 

would be an attractive and practical option.8 

1.1.2  Natural Photosynthesis 

In nature, plants and organisms convert solar energy into chemically accessible 

energy in the form of chemical bonds via natural photosynthesis by utilizing 

sunlight, in which molecular oxygen (O2) and energy-dense carbohydrates (e.g., 

sugar C6H12O6) are produced from H2O and CO2 through a series of 

photochemical and chemical reactions, also known as ‘Z-scheme’ according to the 

shape of the flow diagram (see Scheme 1.1).5, 9 
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Scheme 1.1. Schematic representation of photosynthesis with the light-absorbing 

units PSI and PSII, the electron transport chain, the oxygen-evolving center 

(OEC), and NADP+ reductase. Adapted from Ref. 5 with permission from The 

Royal Society of Chemistry. 

Two coupled cofactor-protein complexes are involved in natural photosynthesis, 

denoted as photosystem II (PSII) and photosystem I (PSI), respectively (see 

Scheme 1.1).10 The absorption of sunlight by chlorophyll P680 (P680 → P680*) of 

PSII initiates the photosynthesis by pumping electrons to a nearby pheophytin 

and then to the acceptor side of PSI through rapid electron transfer (ET) steps, 

generating a charge-separated state (or electron-hole pairs) stable for hundreds 

of microseconds.11 The oxidized P680+ provides to the system a necessary driving 

force to perform redox-reactions and thus activates the photosynthetic water 
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oxidation and oxygen evolution occurring at the oxygen evolving complex (OEC) 

of PSII. The OEC consists of a cluster of four manganese ions and a calcium ion 

(Mn4Ca). Driven by sunlight, two water molecules are oxidized to form molecular 

oxygen. Four electrons and protons (H+) are released by PSII after four light 

absorption processes (see Scheme 1.1), as shown in eq. 1.1:  

 2H2O → O2 + 4H+ + 4e‒. (1.1) 

The electrons are transferred to PSI via plastoquinone and cytochrome b6f 

molecules to regenerate P700 from the oxidized P700+, the chlorophyll molecules 

of PSI that are excited and oxidized after capturing a photon. Meanwhile, the 

reducing power generated by the electron transport chain is used by the ATP 

synthase complex to drive the conversion of ADP with inorganic phosphorus (P) 

into ATP. The protons are finally consumed in PSI together with the electrons 

from the excited P700* for the reduction of NADP+ to NADPH (nicotinamide 

adenine dinucleotide phosphate).12-13 The total net reaction for the natural 

photosynthesis is 

 2H2O + 2NADP+ + 3ADP + 3P → O2 + 2H+ + 2NADPH+ + 3ATP, (1.2) 

where the generated NADPH and ATP are subsequently used to fixate 

atmospheric CO2 into carbohydrates in the light-independent Calvin-Benson-

Bassham cycle. 

1.1.3  Artificial Photosynthesis 

As a product of mimicking the natural photosynthesis system, artificial 

photosynthesis has sprung up and attracted dramatically increasing interest in 

the field of renewable energy production in the past decades.13-16 The term 

artificial photosynthesis is commonly used to refer to any human-mediated 

process that captures and stores solar energy in the chemical bonds of useful and 

high-enthalpy chemicals, i.e. carbohydrates and so-called “solar fuels”. Solar 

energy can be converted either directly into chemical fuels via 

photoelectrochemical cells (PEC) or indirectly into fuels via PV-electrolysis (PV-

E) systems driven by the electricity generated from solar energy (see Figure 1.1).14, 

17 Compared to centralized PV-E, decentralized PEC shows intrinsic advantages 

since the integration of the PV and electrocatalysis into one device enables it to 
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operate at low current density, reducing the overpotential and concentration 

losses.18 The production of solar fuels and chemicals in artificial photosynthesis 

has been increasingly investigated since the beginning of the the 21st century, in 

particular hydrogen production from water splitting, carbon-neutral fuel 

production from CO2 reduction, ammonia production from nitrogen fixation, 

epoxide production from hydrocarbon oxygenation, and hydrogen peroxide 

production from oxygen reduction.19-23  

(a)  Conventional PEC device

Photoanode PEM Cathode

Anode PEM Cathode

(b)  PV-E device

 

Figure 1.1. Schematic representation of light-driven water electrolysis via 

artificial photosynthetic systems. (a) Conventional PEC device model; (b) PVE 

device model. PEM (proton exchange membrane) indicates a proton exchange 

membrane for selective proton transport to the cathode. 
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As the smallest and simplest molecule among all the solar fuels, the energy-rich 

hydrogen (H2) produces only water (H2O) as its combustion product and from 

this perspective it is a most desirable and sustainable energy carrier to fulfill 

future increasing global energy requirements and to address the environmental 

pollution issues with zero emission of greenhouse gases.9 Molecular hydrogen can 

be derived from a wide variety of feedstocks, especially the cleavage of the 

abundant resource of water, which covers 70% of the earth. However, the majority 

of commercial H2 being used is currently obtained primarily via steam reforming 

of hydrocarbons with fossil fuels as a feedstock, since H2 is not readily available 

in nature. This is costly, complicated, and unsustainable.24-25 To employ H2 as a 

real clean and long-term fuel on a large scale, extensive research effort is still 

required to develop techniques for the scalable, sustainable, economically viable 

production of H2 from renewable sources, such as solar H2 production by means 

of direct solar energy conversion from H2O to storable and transportable carbon-

free H2. In addition, solar-driven CO2 reduction is also considered as a key process 

in artificial photosynthesis systems, in which the atmospheric CO2, one of the 

predominant greenhouse gases causing global warming and climate change, is 

fixed to synthesize valuable and sustainable carbon-neutral fuels.  

1.1.4  Dye-sensitized Photoelectrochemical cell  

Photoelectrochemical water splitting is a promising strategy for direct 

conversion of solar energy to storable H2 or CO2-derived fuels with oxygen as a 

by-product, providing a sustainable source of renewable energy.26 A PEC device 

should in principle combine three key functions governing natural 

photosynthesis: light harvesting by light absorbers, charge generation and 

separation in the light absorbers, as well as catalytic water oxidation and 

reduction.27 Considerable efforts have been devoted to the development of high-

efficiency PEC devices since the pioneering work by Fujishima and Honda in 1972, 

in which the photoelectrochemical water splitting into H2 and O2 was first 

demonstrated using a rutile TiO2 semiconductor photoanode coupled with a 

platinum (Pt) cathode.28 The use of rutile as photoanode, having a bandgap of 3.0 

eV, limits the light absorption to ultraviolet (UV) region, and thus the quantum 

yield of water splitting under sunlight typically below 2%. Although other visible 

light-harvesting materials (e.g. α-Fe2O3
29, WO3

30, and BiVO4
31) have been 

investigated as possible photoanodes, the general drawbacks of them such as 



8 | Chapter 1 

 

 

 

narrow absorption in the solar spectrum, poor hole transport properties, and 

large bias voltages still need to be improved.12 One alternative strategy for PEC 

devices would be to attach molecular photosensitizers onto the surface of the 

semiconductor anode. Besides, progress in the field is also being challenged by 

the fundamental understanding of the charge generation and separation 

processes, as well as the photocatalytic mechanisms, the search for efficient 

catalysts, etc.15 
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Figure 1.2. (a) Schematic representation of the DS-PEC device model for 

photocatalytic water splitting. (b) Schematic diagram of a proposed DS-PEC for 

solar-energy conversion. PEM indicates a proton exchange membrane for selective 

proton transport to the HEC. CB stands for the conduction band. 
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Inspired by DSSCs, visible light-harvesting sensitizers are integrated with water 

oxidation catalysts (WOCs) or hydrogen-evolving catalysts (HECs) on metal-

oxide electrodes, thus overcoming the limitations imposed by the band gap of the 

metal oxide (e.g. TiO2) material. In dye-sensitized PEC (DS-PEC) devices (see 

Figure 1.2), photons are absorbed in the photoanode, inducing the electron 

injection from the light-harvesting dye to the metal-oxide semiconductor and 

thus generating holes on the dye, the so-called charge separation process (see 

Figure 1.2b). The photo-oxidized dye should provide sufficient driving force for 

the catalytic multi-electron water oxidation half-reaction and serve as electron 

acceptor in the catalytic reaction. Under the catalysis of a WOC, water molecules 

are oxidized to molecular oxygen and protons by the photo-generated holes at 

the oxidized dye.  

The photo-generated electrons migrate through an external circuit or electron-

conducting membrane to the (photo)cathode, where protons are consumed for 

hydrogen production or CO2 reduction.9 DS-PECs for solar-driven water splitting 

provide an opportunity to develop artificial photosynthetic devices in a scalable, 

affordable and sustainable way for direct solar-to-fuel conversion. 

1.1.5  Catalytic water oxidation mechanism  

The photocatalytic multi-electron water oxidation half-reaction occurs at the 

photoanode, requiring a high thermodynamic potential E0 ≈ 1.23 V, and has long 

been considered the most challenging and time-demanding step throughout the 

entire process limiting the overall yield and large-scale application of DS-PEC 

devices. In particular, the third catalytic water splitting step involving the O‒O 

bond formation represents a thermodynamic and kinetic bottleneck because of 

the considerably high activation free energy barrier, especially when considering 

a single-site catalyst proceeding via a water nucleophilic attack (WNA) 

mechanism (see Scheme 1.2) partially due to the higher potentials required to 

produce a sufficiently electrophilic metal–oxo chemical species.32 

In both natural and artificial photosynthetic systems, the water oxidation 

proceeds via multiple photo-induced proton-coupled electron transfer (PCET) 

steps33-34, which is broadly defined as any process involving the transfer of at least 

one electron and proton in a single kinetic step. Two general types of mechanisms 

for these PCET reactions have been widely accepted, either the sequential 
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mechanism in which the electron transfer and proton transfer (PT) occurs in a 

stepwise manner (ET first or PT first, see the extended eight-step Kok cycle in 

Figure 1.3a) or the concerted mechanism in which the movement of both electron 

and proton occurs simultaneously (also known as concerted electron-proton 

transfer (EPT)), (see Figure 1.3b).35 In practice, the distinction between sequential 

and concerted PCET reactions is normally not rigorous and in part depends on 

the time scale that one considers. For example, a concerted PCET reaction 

identified at a long time scale is likely to be decoupled into two-step electron and 

proton transfer processes within short enough time scales. As a result, these two 

modes of PCET reactions are often experimentally hard to distinguish one from 

the other.36 For the water oxidation in DS-PECs, the overall photocatalytic cycle 

consists of four PCET steps, which is a greatly uphill reaction requiring the input 

of energy (Gibbs energy of +237.178 kJ mol-1)12, as depicted in Figure 1.3c showing 

the pH-independent free energy changes between intermediates along the 

photocatalytic water splitting cycle.37 One should bear in mind that a concerted 

PCET (or EPT) process is normally desirable since it presents a lower energy 

barrier than that of a sequential PCET reaction. The sequence of these involved 

electron and proton transfer processes could therefore be fine-tuned to evoke 

concerted PCET and thus accelerate the catalytic water splitting, which can be 

achieved by ligand modification38-42 of WOCs or solvent environmental tuning.43-

46  

 

Scheme 1.2. Overview of water nucleophilic attack (WNA) and oxo–oxo coupling 

(I2M) mechanisms for water oxidation catalysis. Copyright from Ref. 32 with 

permission from The Royal Society of Chemistry. 
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Figure 1.3. (a) Extended Kok’s classical S-state cycle model including not only 

four oxidation but also four deprotonation steps by the Mn4Ca complex in natural 

systems, as reproduced from Dau et al.36 In the framework model the coupling 

between the ET step and the PT step is not covered. (b) The four PCET steps 

between intermediates (Ii) from I1 to I0 for water oxidation in a typical DS-PEC 

device. The vertical and horizontal double arrows correspond to the pathways of 

sequential mechanisms, either ET first or PT first. The diagonal double arrow 

denotes the broadly defined PCET and in the top panel the concerted mechanism 

labeled as EPT (concerted electron-proton tranfer). The stable states are shown 

in black. The ligand exchange I0 + H2O → I1 + O2 is also indicated. The third step 

from I3 to I4 is specifically described in the top panel for clarity. The top panel is 

reproduced with permission from ref. 34. (c) The uphill free energy changes for 

the four PCET steps by a heterogeneous WOC at an overpotential of η = −1.23 V, 

where * indicates the adsorbents. Adapted with permission from ref. 37.  
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In a typical DS-PEC for water splitting, the photoanode combines necessarily 

two major fundamental components. First, ideal visible light-harvesting 

photosensitizers exhibit broad absorption in the solar spectrum, have robust 

anchoring groups to bind to the metal oxide semiconductor surface under 

aqueous conditions, show high charge carrier mobility, and establish an 

appropriate redox potential to drive the catalytic water oxidation at a WOC. 

Second, efficient WOCs modules have high intrinsic activity to overcome the 

reaction barriers, and show excellent optical and chemical stability, low 

overpotential, and high reaction rate for catalytic water oxidation. The way these 

two components are assembled plays a significant role in determining the 

photostability and efficiency of the DS-PEC device since fast electron transfer 

between the WOC and the oxidized sensitizer is critical to reducing the charge 

recombination from the semiconductor surface to the sensitizer and thus 

increasing the quantum yield.12 A variety of strategies have been explored for the 

assembly of DS-PEC devices in the past years, for example, (i) the co-deposition 

method where the sensitizer and the WOC are deposited as separate moieties on 

the metal oxide semiconductor surface and (ii) the supramolecular approach 

where the sensitizer and the WOC are covalently bound forming a complex 

anchored onto the semiconductor surface.47-49 In particular, the supramolecular 

assembly approach by constructing WOC–dye dyads has experimentally and 

theoretically turned out to be able to facilitate rapid electron transfer from the 

WOCs to the oxidized sensitizers effectively in homogeneous systems.9, 50-52 On 

the other hand, a proper choice of the components in the WOC–dye 

supramolecular complex in light of the energetics and optical properties of 

sensitizers and WOCs provides an effective approach to the improvement of a 

dye-sensitized photoanode as well.53-55  

Apart from developing novel dinuclear or multinuclear WOCs inspired by the 

Mn4Ca complex in natural systems,36 increasing attention has been focused on 

mononuclear WOCs since their first appearance in 2005, which breaks the dogma 

that at least two metal sites are required for catalytic water oxidation.56-58 The 

mononuclear complexes serving for water splitting provide guidance in the 

pursuit of cost-effective and efficient WOCs owing to their common advantages, 

including simple structures, ease of chemical modification, high catalytic 

activities, etc.32, 59 In addition, as an equally important component in the dye-

sensitized photoanode, the oxidized sensitizer performs the task of stabilizing the 
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hole and acting as a primary electron acceptor during the catalytic water 

oxidation cycle, analogous to that of the redox-active tyrosine (Yz
•+) near the OEC 

in PSII (see Figure 1.3a).36 However, the search for ideal sensitizers is particularly 

challenging since rare molecules meet all the stringent requirements noted above 

so far.12, 60-61 Further optimization of the photoanode design can be achieved by 

the screening of light-absorbing dyes with excellent optical properties,62 inclusion 

of anchoring groups with established chemical and thermal stabilities,63-65 bridge 

units with rectifying properties,66 and ancillary chromophores with 

complementary absorption properties and redox potentials.67 

In order to achieve further progress in the field of photoelectrochemical water 

splitting, computational techniques are and will be increasingly employed in the 

design and screening of optimal WOCs and sensitizers, in the estimation of the 

electronic, optical and overall properties of dye-sensitized photoanodes or DS-

PEC devices, in the prediction of what happened and what will happen in the real 

systems that are being studied in response to variable conditions and parameters, 

in the fundamental understanding and unraveling of the electron transfer 

processes and catalytic water oxidation mechanisms, as well as in providing 

additional insights into various engineering problems.68 The combination of 

experimental and theoretical approaches has turned out to be necessary to fully 

understand a given system or process since computational techniques constitute 

a very useful tool complementary to experiment serving as meaningful 

touchstones in an easier, reliable and efficient way, which are capable to avoid an 

expensive trial and error experimental strategy and provide a clear indication on 

the most cost-effective direction to undertake.34 The collaboration between 

experimentalists and theoreticians will be critical for addressing the challenges of 

demonstrating photocatalytic water splitting at a near-unity yield. 

Despite all the efforts in the development of novel DS-PEC devices with 

improved photoelectrodes69-70 or ion-exchange membranes71-72, the overall yield 

of the water oxidation half-reaction is still low, normally less than 20%.73 

Nevertheless, the motivation and determination for developing and optimizing 

high-performance artificial photosynthetic devices have remained and the work 

on artificial photosynthesis, especially concerning DS-PEC devices, is continuing 

to promote the realization of the green earth and sustainable society from the 

blueprint to reality. 
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1.2.  Computational Tools 

1.2.1  Density Functional Theory (DFT)  

Considering that the nuclei are much heavier than the electrons in mass (about 

2000 times), the nuclei move on much longer timescales than the electrons, 

allowing the electrons to respond almost instantaneously to the motion of the 

nuclei. In light of this fact, the Born-Oppenheimer (BO) approximation has been 

proposed in the early period of quantum mechanics, in which the electronic 

motion and the nuclear motion in molecules are treated separately, thus 

facilitating the description of the quantum states of molecules.74 More precisely, 

in the BO approximation the motion of the atomic nuclei is neglected, i.e. the 

nuclei are assumed to be fixed at given positions when describing the electrons 

in a molecule. On this basis, the electronic structure ( ground state and excited 

states) of given systems can be determined by solving the electronic Schrödinger 

equation as a function of the nuclear coordinates.  

With the goal of simulating the behavior of atomic and molecular systems, 

density functional theory (DFT) has been widely used as one of the most popular 

and successful computational quantum mechanical approaches for ab initio 

calculations of the structural and dynamical properties of many-body systems. As 

Kohn noted in his Nobel lecture, DFT “has been most useful for systems of very 

many electrons where wave function methods encounter and are stopped by the 

“exponential wall”.75 At variance from Hartree-Fock and multi-c0nfiguration 

theories that deal directly with the many-body wavefunction, in DFT the 

electronic energy of the system can be obtained as a functional of the electron 

density ρ(r), which is defined as the average number of electrons per unit volume. 

The use of the electron density in obtaining an approximate solution to the 

Schrödinger equation and therefore describing the complicated physics behind 

the many-body electronic interactions, makes DFT computationally less 

expensive than wave function methods and yet sufficiently accurate. 

At the heart of DFT, the Hohenberg-Kohn theorem states that the electron 

density determines all ground-state properties of the system, indicating the total 

energy of a many-body system as a functional of the ground-state density.76 
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According to the form of the electronic Schrödinger equation, the energy 

functional of a many-electron interacting system can be written as 

 E[ρ] = T[ρ] + Vext[ρ] + Vee[ρ], (1.3) 

where the functional of the nucleus-electron interaction Vext[ρ] is explicitly 

known. It can be expressed in terms of a general external potential vext(r) created 

either by the electrostatic field of the nuclei or external electric fields applied to 

the system 

 𝑉ext[𝜌] = ∫ 𝜌(𝐫)𝑣ext(𝐫)d
3𝐫. (1.4) 

Unfortunately, the other two energy components, the kinetic energy functional 

T[ρ], and the electron-electron interaction functional Vee[ρ], are unknown. In 

order to realize the direct minimization of the energy, proper approximations to 

these unknown terms are necessary.  

In Kohn-Sham (KS) theory,77 a fictitious system of N non-interacting electrons 

was proposed, in which a single determinant wavefunction in N “orbitals” {𝜙i} was 

introduced to describe the N non-interacting electrons. These KS orbitals {𝜙i} can 

be used to obtain the electron density of the KS non-interacting system 

 

 

(1.5) 

in atomic units, in which the Coulomb’s constant, electron mass, elementary 

charge and the reduced Planck’s constant are defined to be 1. The kinetic energy 

for the many-body system is expressed in terms of {𝜙i} according to 

 

T[ρ] = Ts[ρ] + Tc[ρ] 

                

 

(1.6) 

where Ts[ρ] is the kinetic energy of the KS non-interacting reference system and 

the kinetic correlation energy Tc[ρ] indicates the remaining unknown part of the 

kinetic energy for the actual interacting many-body system. 

Considering that the classical Coulomb interaction J[ρ] accounts for a significant 

component of the electron-electron interaction Vee[ρ] in many-body systems, the total 

𝜌(r)=∑|𝜙𝑖(r)|
2

N

𝑖

 

= −
1

2
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Vee[ρ] can be expressed as the sum of two parts, the known classical Coulomb 

interaction J[ρ] and the unknown non-classical part Vnc[ρ] integrated over all space 

 

Vee[ρ] = J[ρ] + Vnc[ρ] 

                     . 

(1.7) 

The ground state energy of the many-body system is then formulated as 

 

E[ρ] = T[ρ] + Vext[ρ] + Vee[ρ] 

= (Ts[ρ] + Tc[ρ]) + Vext[ρ] + (J[ρ] + Vnc[ρ]) 

= Ts[ρ] + Vext[ρ] + J[ρ] + (Tc[ρ] + Vnc[ρ]) 

= Ts[ρ] + Vext[ρ] + J[ρ] + Exc[ρ], (1.8) 

where the exchange-correlation functional Exc[ρ] is introduced to represent the 

total error made in using non-interacting kinetic energy and in treating the 

electron-electron interaction classically.  

With a given approximation for the Exc[ρ], the minimization of the energy 

functional leads to the KS equations 

 
 

(1.9) 

where the local exchange-correlation potential vxc(r) is the functional derivative 

of the exchange-correlation functional with respect to the density 

 
 

(1.10) 

The self-consistent-field solution of the KS equations provides the ground state 

energy, which depends on the given/approximated Exc[ρ] functional. 

Although there is still no explicit form available for the key exchange-

correlation functional Exc[ρ], luckily Exc[ρ] is in general energetically substantially 

smaller than any other known terms, theoretically allowing for reasonable simple 

approximations of Exc[ρ] to obtain accurate estimates of the ground-state many-

body energy. 

=
1

2
∬
𝜌(r)𝜌(𝐫′)

|𝐫 − 𝐫′|
d𝐫d𝐫′ + 𝑉𝑛𝑐[𝜌] 

[−
1

2
∇2 + 𝑣ext(𝐫) + ∫

𝜌(𝐫′)

|𝐫 − 𝐫′|
d𝐫′ + 𝑣xc(𝐫)]𝜙𝑖(r)=휀𝑖𝜙𝑖(r), 

𝑣xc(𝐫)=
𝛿𝐸xc[𝜌]

𝛿𝜌
. 
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1.2.2  Exchange-Correlation Functionals and Other Approximations 

In the search for an exact formulation for density functionals, Exc[ρ] can be 

expressed as 

  

= (𝑇[𝜌] − 𝑇s[𝜌]) + (𝑉𝑒𝑒[𝜌] − 𝐽[𝜌]). 
(1.11) 

To develop accurate exchange-correlation functionals for DFT, the form of 

Exc[ρ] has to be approximated in a sufficiently precise way for different 

applications, which will determine the level of accuracy of the DFT results. With 

this goal, a variety of density functional approximations have been proposed, 

leading to great improvements in practical expressions for Exc[ρ], such as the local 

density approximation (LDA), the gradient expansion approximation (GEA), the 

generalized gradient approximation (GGA), and the Hybrid Exchange 

Functionals.78 

In particular, the introduction of the first derivative of the density in GGA leads 

to an energy functional that depends not only on the density but also on the 

gradient of the density, taking into account as well the non-homogeneity of the 

true electron density, and then initially enables the satisfactory application of 

DFT in the chemistry community. The general form for a GGA functional is 

 
 

(1.12) 

As one of the best-performing GGA functionals, OPBE,79 which combines 

Handy’s optimized exchange (OPTX) with the PBE correlation, is primarily used 

in this thesis since the OPBE functional has shown to be able to accurately 

describe the transition-metal complexes, especially regarding the prediction of 

spin states. 

In DFT, molecular orbitals are usually expanded as a linear combination of basis 

functions, most often atomic-like orbitals. However, when dealing with periodic 

systems, an alternative basis set consists of plane waves within a chosen cut-off 

energy. The choice of the basis set determines the level of accuracy and efficiency 

in DFT calculations. In the ADF (Amsterdam Density Functional software 

package80-81) calculations, the Slater-type basis set, all-electron TZP (triple-ζ 

𝐸xc(𝜌)=min
Ψ→𝜌

⟨Ψ|𝑇 + 𝑉𝑒𝑒|Ψ⟩ − 𝑇s[𝜌] − 𝐽[𝜌] 

𝐸xc
GGA[𝜌, ∇𝜌]=∫ρ(r)𝑣xc(𝜌(𝐫), ∇𝜌(𝐫)) d𝐫. 
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polarized), is used for the considered systems, which provides an excellent 

balance between the accuracy of the results and the computational cost.  

To further improve the computational efficiency of DFT-based calculations, 

pseudopotentials have been proposed to dramatically simplify the electronic 

structure calculations and thus save valuable computing time by replacing the 

core (i.e. non-valence) electrons and the strong nuclear potential with a softer 

potential (or pseudopotential) in a reliable way. Furthermore, the use of 

pseudopotentials in conjunction with a plane-wave basis set is a commonly used 

approach in electronic structure calculations. Specifically, the Car-Parrinello 

Molecular Dynamics program82 (CPMD) extensively used in this thesis, makes use 

of the plane wave/pseudopotential implementation of DFT, with 

pseudopotentials in the separable (Kleinman-Bylander) form.83-84 

Additionally, considering that the van der Waals interactions play a significant 

role in most chemical systems, dispersion corrections developed by Grimme are 

also added to account for the effect of van der Waals forces in the systems.85 

1.2.3  Car-Parrinello Molecular Dynamics (CPMD) 

Molecular dynamics (MD) is a powerful technique to investigate the real-time 

evolution of a system of interacting particles and thus to analyze equilibrium 

thermodynamic and dynamic properties of rather complex many-body systems at 

an atomistic level of description. In MD simulations the trajectories of atoms and 

molecules are governed by classical mechanics and Newton’s laws of motion are 

used to predict the spatial position of each atom in the system as a function of 

time. Electrons are not present explicitly in MD simulations and the forces 

exerted on each atom are computed from molecular mechanics force fields 

comprised of empirical parameters, which are fitted to available experimental 

data or to results of quantum mechanical calculations. The simplified description 

of interatomic interaction and atomic motion, the poor transferability of force-

fields, together with the insufficient predictive power in simulating chemical 

bonding processes are severe limitations of classical MD methods to provide a 

realistic quantitative analysis of the behavior and properties of real systems, 

especially when dealing with chemical reactions. Therefore, attractive approaches 

based on first principles are desirable to remove these limitations, such as in ab 

initio molecular dynamics (AIMD). However, AIMD simulations to increase the 
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accuracy and predictive power normally come at a significant computational cost 

because of the need to solve the electronic problem to compute atomic forces.  

The CPMD approach, introduced by Car and Parrinello in 1985,86-87 is an 

extremely efficient implementation of AIMD. While in the straightforward Born-

Oppenheimer Molecular Dynamics (BOMD) method explicit minimization of the 

electronic density functional is required at each time step, in CPMD this is done 

only for the initial nuclear configuration. In CPMD, a fictitious Newtonian 

dynamics is introduced for the electronic variables that keeps the electrons on 

the electronic ground state corresponding to each instantaneous ionic 

configuration, leading to a system of coupled electron-ion dynamics. More 

specifically, the electronic structure is only minimized for the initial configuration 

in CPMD simulations and then evolved in time using an extended Lagrangian 

formulation, which in turn provides accurate forces to drive the nuclear 

dynamics. The Euler-Lagrange equations of motion resulting from the Lagrangian 

are 

 
 

(1.13) 

and 

 

 

(1.14) 

for the dynamics of the nuclei with mass M and the evolution of the electrons 

respectively, where μ is the fictitious mass of the electronic degrees of freedom, 

Λij the Lagrange multipliers associated to the orthonormalization condition of the 

KS orbitals 𝜙i, and E the energy functional as expressed in equation 1.8. 

With such an algorithm, the computational cost of CPMD simulations is 

significantly lowered owing to the simultaneous calculation of the nuclear 

trajectory and corresponding instantaneous electronic ground state, thus 

allowing the dynamical investigation of relatively large systems (several hundred 

atoms) for a time scale of the order of ~10 ps in practical applications. Although 

in principle AIMD can be used in conjunction with any electronic structure 

method, DFT is most commonly employed to solve the electronic problems with 

the advantage of highly balanced accuracy and computing time. 

𝑀I
𝑑2

𝑑𝑡2
𝐑𝐼= − ∇𝐼𝐸[{𝜙𝑖}, 𝐑𝐼] 

𝜇
𝑑2

𝑑𝑡2
𝜙𝑖(𝐫, 𝑡)=−

𝛿𝐸

𝛿𝜙𝑖
∗(𝐫, 𝑡)

+∑𝛬𝑖𝑗𝜙𝑗(𝐫, 𝑡)

𝑗
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1.2.4  Free Energy Calculations 

Activated processes, such as the PCET steps in artificial photosynthetic water 

splitting, are customarily regarded as rare events occurring with low frequency. 

In these processes a transition occurs between two stable states, the initial state 

(IS) and final state (FS), separated by an activation free energy barrier (∆G*), 

which is the free energy change from the initial state of stable reactants to the 

transition state (TS). If the activation free energy barrier is very high compared to 

the thermal energy kBT, the reaction is very unlikely to proceed spontaneously 

within the typical MD simulation time scale, which therefore leads to a low 

probability to locate the system close to the transition state.  

xIS xTS xFS

<


>
x

G
0

G

Reaction coordinate

G*

(a)

(b)

 

Figure 1.4 (a) Time-averaged constraint force represented by the Lagrangian multiplier 

<λ>x as a function of the reaction coordinate x. (b) Free energy profile along the reaction 

coordinate computed from thermodynamic integration. ∆G0 represents the 

thermodynamic driving force. 

The “bottleneck” regions of the phase space would be rarely reached during a 

DFT-based Car-Parrinello MD (DFT-MD) simulation. The so-called Blue Moon 

approach,88 is a constrained MD method,89-90 and is employed in this thesis to 

compute the free energy profile along the photocatalytic water oxidation reaction 

consisting of four PCET steps. Particular attention is devoted to the third PCET 
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step involving the O─O bond formation process. To do so, the reaction 

coordinate, a function of the positions of the nuclei (in this thesis the distance 

between two atoms), is constrained to a series of fixed values in the range of xIS < 

x < xFS along a certain reaction path, where xIS corresponds to the reaction 

coordinate at the initial state and xFS the reaction coordinate at the final state. For 

each value of the reaction coordinate x a time-averaged constraint force (or mean 

force) <λ>x is obtained, where λ is the Lagrangian multiplier associated to the 

constraint at x. This time-averaged constraint force should be equal to zero at an 

equilibrium or transition state, i.e., 〈𝜆〉𝑥IS= 0 , 〈𝜆〉𝑥TS= 0 , and 〈𝜆〉𝑥FS= 0  (see 

Figure 1.4). The free energy change for each catalytic step is then obtained by 

thermodynamic integration of the time-averaged constraint force along the 

reaction path 

 
 

(1.15) 

According to standard transition state theory,91-92 the reaction rate (k) 

determined by the activation free energy barrier ∆G* can be expressed as 

 
 

(1.16) 

where R and T are the universal gas constant and thermodynamic temperature, 

respectively. One should keep in mind that in the DFT-MD simulations protons 

are treated classically and thus proton tunneling effects are neglected. In the 

current study, only the activation energy barrier is considered as the main factor 

governing the reaction rate. 

1.3.  Aim and Outline of This Thesis 

PCET plays a crucial role in a wide range of biological and chemical reactions 

concerning energy conversion processes, such as natural and artificial 

photosynthesis. Given that the overall catalytic water oxidation consists of four 

consecutive PCET steps, sequential or concerted, it is therefore of fundamental 

significance to unveil the intrinsic catalytic mechanism as well as the factors 

determining the PCET rate and thus to find strategies to facilitate the catalytic 

water oxidation. Computational tools provide a powerful and essential technique 

∆𝐺(𝑥)=∫ 〈𝜆〉𝑥d𝑥.
𝑥𝐹𝑆

𝑥IS

 

𝑘=
𝑘B𝑇

ℎ
∙ 𝑒−

∆𝐺∗

𝑅𝑇 , 
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for the understanding and engineering of efficient DS-PEC devices for water 

splitting. 

In Chapter 2, constrained AIMD simulations are performed to explore the 

photocatalytic water splitting cycle driven by a supramolecular WOC─dye 

complex integrating a mononuclear Ru-based WOC with a fully organic 

naphthalene-diimide (NDI) dye in explicit water solvent and to estimate the free 

energy profile for each catalytic step. The proton and electron dynamics are 

followed to demonstrate the effect of spin alignment and solvent rearrangement 

in facilitating the PCET processes.  

Since the O−O bond formation process via water nucleophilic attack has been 

confirmed to be the thermodynamic and kinetic bottleneck in photocatalytic 

water oxidation due to the considerably high activation free energy barrier, in 

Chapter 3 a proton acceptor group (OH−) is introduced in the hydration shell near 

the catalytic active site to investigate how and to what extent the solvent tuning, 

in this case the introduction of an extra proton acceptor, can accelerate the O−O 

bond formation process in a WOC−dye supramolecular complex by means of 

CPMD simulations. 

Recent analysis of PCET reactions acknowledges the importance of 

nonadiabatic terms connecting electronic states, which are usually treated as 

probabilistic events for the conversion of reactants into products in the context 

of nonadiabatic transition state theory.34, 93 Constrained AIMD simulations are 

carried out to investigate the rate-limiting step in catalytic water oxidation in a 

series of WOC–dye supramolecular complexes functionalized with different alkyl 

groups on the catalyst component to understand if and how the resonant 

coupling between electronic and nuclear motions can accelerate the PCET rate in 

the O─O bond formation process in Chapter 4. 

In Chapter 5, a two-channel model for ET in a dye−WOC−dye supramolecular 

complex is proposed for photocatalytic water splitting, in which a Ru-based WOC 

is covalently bonded to two NDI dyes. The two-channel model with two separate 

electron-transfer channels is investigated by constrained AIMD simulations to 

estimate the probability of the concurrent ET event from the WOC to the two 

separate dyes and to explore the possible intermediates involved and the 

sequence of ET/PT/PCET events along the photocatalytic water splitting cycle. 
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