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General introduction and
outline

Two research fields meet

A single glance at the title of this thesis might give rise to questions on the
focus and scope of the work reported here. Is this thesis a mere aggregation
of two separate studies? What is the relation between research on the origin
of friction and on the growth of graphene? Why is a theoretical study
combined with experimental work?

The key to the answer to these questions can be found in previously
reported work that was performed by Dienwiebel et al.[1]. In that work, it
was discovered that the incommensurability between rotated graphite layers
results in ultralow friction, also known as superlubricity. This e↵ect of
ultralow friction, measured at the nanometer scale, invites us to investigate
the friction of a nanocontact: which parameters are essential to capture an
atomic-scale contact in a simple model? Can we describe, understand and
predict the behaviour of friction contacts, based on this model?

The results of Dienwiebel et al. invite us to think about a scaled-
up version: is it possible to reproduce the low-friction behaviour between
rotated layers of graphite at the macroscopic scale?

To perform such a macroscopic low-friction experiment, a first require-
ment is the availability of surfaces that are characterized by atomically flat
and defect-free, macroscopic-sized single crystals of graphite or graphene.
Can we realize such surfaces? Are there atomic-scale processes that can
assist in the synthesis of perfect, macroscopic-sized graphene-covered sur-
faces?
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Part I: On the origins of friction

The research reported in this thesis deals with the two types of questions
outlined above. First, we present our studies into the origins of friction.
Our approach is to focus on the dissipation of a single-asperity friction
contact.

After an introduction of the subject and a brief overview of the current
status of the research field on single-asperity friction in the first chapter, we
present a bottom-up estimate of the dissipation of a frictional nanocontact
in Chapter 2. The result shows that there is a significant discrepancy
between our estimate and the typical values assumed in the literature. In
order to solve this discrepancy, we present a more physical, but still rather
simple method to describe a single asperity.

In Chapter 3, the numerical method to simulate and evaluate our new
description of single-asperity friction is presented.

Chapter 4 contains the results of our computations. These results are
discussed and compared with experimental results from the literature. This
study brings us to a more fundamental understanding of a friction nanocon-
tact. Additionally, it casts new light on the behaviour of sliding surfaces
and invites us to speculate about new ways to control friction by manipu-
lation of the contact geometry.

Part II: Graphene growth on Ir(111)

The second part of this thesis is dedicated to the experimental work per-
formed on the graphene-iridium system. Using our high- and variable-
temperature STM we studied the behaviour of graphene at nucleation and
growth conditions on the Ir(111) surface.

In Chapter 5, the recent literature is discussed and the most relevant
aspects of the experimental setup are described in combination with some
methods used in our work.

Chapters 6-8 are dedicated to the results of the experiments, focussing
on the nucleation, growth and ripening of graphene on Ir(111). Chapters 9
and 10 present some findings on the closure of a graphene film and on the
high-temperature impact of iridium steps on the graphene overlayer.
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Chapter 1

Introduction and motivation

1.1 Hunting for the fundamentals of friction

1.1.1 A historical note

Friction is an everyday life phenomenon. The first research on friction was
performed in the 15th century by Leonardo Da Vinci, resulting in the first
friction laws. Da Vinci’s unpublished findings have been repeated indepen-
dently in the 18th century by Amontons and Coulomb[2]. The resulting
Amontons-Coulomb law states that the kinetic friction force between two
sliding macroscopic objects is given by

F = µN (1.1)

with N being the normal load, i.e. the force with which the two bodies
are pressed against each other, and µ the macroscopic friction coe�cient.
One of the most remarkable aspects of this relation is the absence of both
the real or apparent contact area (see Figure 1.1) and the relative velocity
between the two sliding objects. The absence of the apparent contact area
in Equation 1.1 can be explained by focussing on the real contact between
the two bodies. As illustrated in Figure 1.1, the real contact is formed by
the ensemble of asperities on the two surfaces that mechanically touch the
opposite surface[3]. Plastic and elastic deformations of the asperities under
the applied normal load lead to a total contact area that is more or less
proportional to that load. If we assume that the friction force, i.e. the
lateral force required to make the interface slip, is proportional to the real
area of contact, the proportionality between the normal force and the real
contact area makes the friction force directly proportional to the loading
force, in accordance with Equation 1.1.
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Velocity

Phonons and 
other excitations

Figure 1.1: Schematic view of the interface between two macroscopic
bodies. On the microscale, only a small fraction of the apparent contact
area is in genuine, mechanical contact. This real contact area is established
by a large number of microscopic asperities.

1.1.2 Experimental studies of a single asperity

When one realizes that a friction contact is formed by an ensemble of small
asperities, it is straightforward to study the properties of one single asperity
in order to research the origins of friction. The invention of the Atomic
Force Microscope (AFM) has resulted in a tool that allows one to study
friction at the atomic scale using its tip as a single-asperity contact[4].
This has resulted in the development of a special type of AFM, tailored to
investigate atomic-scale friction, known as the Friction Force Microscope
(FFM) or Lateral Force Microscope (LFM). A two-dimensionally sensitive
LFM has been constructed by our research group[5]. As the experimental
data of the FFM was used intensively in our work, this instrument will be
discussed here briefly.

1.2 The Friction Force Microscope

The FFM is based on the AFM and typically consists of a cantilever with
an almost atomically sharp tip, see Figure 1.2a. This tip is brought into
contact with a clean substrate. Under a constant normal load of typically
some nN, the tip is scanned over the surface using an XY-piezo stage. This
scanning motion forces the tip to bend laterally, until the force built up in
the cantilever is su�cient to make the tip slide over the surface. In most
FFM instruments, the deflection of the cantilever is probed using a laser
which is pointed at and reflected by the cantilever. The deflection is derived
from the shift of the reflected light spot on a split photodiode. By using
a four-quadrant photodiode, the normal and lateral forces can be followed
simultaneously.
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Figure 1.2: (a) Schematic view of a FFM setup. An atomically scharp tip
at the end of a cantilever is pulled over a substrate. The relevant forces are
obtained via the cantilever deflection which is measured using a laser and a
position-sensitive photodiode. (b) Typical lateral force map (3⇥ 0.8 nm2),
obtained by friction force microscopy[6]. In each line, the silicon-tip moves
from left to right over the substrate (in this case HOPG). The gray scale
indicates the strength of the opposing lateral force. (c) Schematic view
of the FFM experiment; a rigid support (white rectangle) is moving at
constant velocity and drags the tip (blue triangle) via a spring over the
atomically corrugated substrate (red spheres). The extension of the spring
is a direct measure of the lateral force experienced by the tip. (d) Lateral
force variation during an individual sweep of the tip from left to right (blue
curve; center line in panel (b) and from right to left (green). Panels (b)
and (d): data courtesy of Prof. A. Schirmeisen, Justus-Liebig Univerisity,
Giessen, Germany
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The lateral force data recorded during the scan of the tip over the sub-
strate surface can be plotted as function of the support position, set by the
piezo-scanner. Hence, a 2D-image can be constructed easily. This proce-
dure is well established and a typical result of such a measurement is shown
in Figure 1.2b. The data in this image was provided by A. Schirmeisen[6].

1.2.1 Stick-slip motion

One feature that is typical for high-quality FFM experiments and that is
clearly visible in Figure 1.2b, is a periodic saw-tooth-like variation in the
lateral force. In a two-dimensional lateral force map, a lattice emerges that
perfectly matches the atomic periodicity of the substrate. A single com-
bination of a forward trace (blue), with the tip running from left to right,
and a backward, right-to-left trace (green) of this image is presented in
Figure 1.2d. The sawtooth character of these traces is formed by the com-
bination of straight sections in which the lateral force builds up linearly,
separated by sections where the lateral force drops abruptly. The sections
where the lateral force builds up are associated with configurations in which
the tip is e↵ectively stuck in an energy minimum on the corrugated sub-
strate. When the lateral force reaches a threshold value, the tip slips over
an energy maximum and ends up in the next energy minimum, one atomic
distance further along the substrate. This is why this typical sawtooth-like
behaviour is called ‘stick-slip motion’.

1.2.2 Modelling a single asperity

Over the years, several theoretical approaches have been constructed to
address friction mechanisms. These are ranging from rather simple, me-
chanical models to more sophisticated concepts, involving phonons[7] or
even quantum e↵ects[8]. In spite of all the modelling e↵orts invested, we
are still very remote from having full predictive power with respect to en-
ergy dissipation rates and friction coe�cients.

The simplest mechanical model, which is extremely popular in the field
of nanotribology, is the Prandtl-Tomlinson (PT) model. It is an almost
fully deterministic description of a friction contact using a Langevin-type
equation of motion[9, 10]. This model appears to be very successful in
reproducing experimental data, see e.g. References [6, 11, 12].
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1.3 The theoretical model

The core of the PT model is the mass-spring system, as shown in Figure
1.2c. It basically consists of an e↵ective mass, m

e↵

, which is pulled through
a corrugated, periodic substrate potential V

subs

with amplitude U
0

. The
e↵ective mass is connected to the scanning support via a spring with an
e↵ective spring coe�cient k

e↵

. In combination, the periodic lattice and the
spring result in a total potential with the shape of a corrugated parabola.
When the lattice corrugation is su�ciently large, local wells are present
in the potential. The model assumes an instantaneous dissipation of the
kinetic energy the tip acquires, which results in the tip to be always in one
of the (local) minima present. While the support is moving, the spring
potential (the parabola) shifts along the corrugated lattice. This results
in an emergence and disappearance of the local minima in the corrugated
parabola. As soon as the barrier between two local minima has vanished
and the tip is in one of these minima, the system is mechanically instable
and the tip slips to the next minimum. The observed stick-slip behaviour
as shown in Figure 1.2d is characteristic for this fully deterministic model.

The PT model assumes a instantaneous dissipation of energy. In order
to make the description of a single asperity contact more mature, a term
containing a characteristic energy dissipation rate can be introduced in the
model. This would allow us to study the physical dissipation mechanism,
which is typically assumed to be linearly dependent on the velocity of the
object executing the stick-slip motion. Automatically, the introdution of a
dissipative element will add a noise term related to the exchange of energy
of the tip with the substrate.

After the introduction of these two dynamic terms, the system can now
be described mathematically by the following Langevin equation:

m
e↵

ẍ
t

= �@V
subs

(x, y)

@x

����
(x,y)=(xt,yt)

� k
e↵

(x
t

� x
support

) + ⇠ � �ẋ
t

(1.2)

where x
t

is the position of the tip. This force-equation expresses the acceler-
ation of the tip as function of four elements: (1) the force of the substrate
potential on the tip apex, (2) the e↵ect of the e↵ective spring between
tip and support, (3) ⇠: the thermal noise on the tip and finally (4) the
dissipative element causing the loss of energy that results in the friction
force. The reader should note that the values of the dissipation rate �
and the amplitude of the noise term ⇠ are connected to each other via the
fluctuation-dissipation theorem[13]. Further details of the elements 1, 2
and 4 are described in detail in Section 3.3.
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As noted earlier, the Langevin model just described can reproduce the
observed lateral force traces. This invites us to translate the variables used
in the model into physical elements that are present in the experimental
setup. During the construction of this translation, it is important to com-
pare both schematics in Figure 1.2.

First we focus on the most important variable: x
t

: it is the position
of the entity which we denote as the tip. According to Eq. 1.2 the tip
makes contact with the substrate and at the other hand, the friction force
is calculated by �k

e↵

(x
t

� x
support

). Translating to the experiment, the
measured friction force, which is deduced from the cantilever spring deflec-
tion, is directly related to the position of the tip and hence the tip position
can be estimated experimentally.

The e↵ective mass m
e↵

refers not only to the tip atoms that are in
direct contact with the substrate, but comprises also the other atoms that
are moving together with the tip, which is usually thought to also include
a significant fraction of the (much heavier) cantilever.

Another important ingredient is k
e↵

: the e↵ective spring coe�cient. A
pragmatic, experimental way to determine the e↵ective spring coe�cient is
by using the stick-slip motion measured by the FFM, as shown in Figure
1.2d. The slope of the lateral force curve during each stick-phase is a
direct estimate of the e↵ective spring in the experiment. Typical values
found experimentally are around 2N/m. These values are significantly
lower than the lateral/torsional spring coe�cients of the cantilevers used
(typically 10� 200N/m), indicating that another spring is active in series.
There can be several origins of this extra, see Equation 1.3. First, the extra
spring can be attributed to the tip, of which the final section is so narrow
that it is more flexible than most cantilevers. For an ideally sharp tip,
ending in an apex of just a few atoms, we may expect an e↵ective spring
coe�cient in the order of that of a single interatomic bond, which is indeed
in the order of 1N/m.

A second factor that influences the e↵ective spring coe�cient is the
tip-substrate interaction (TSI). This interaction results in a force that can
be described via a spring coe�cient k

TSI

, which is dependent on many
parameters, such as the precise tip apex position and the normal load[14].

A third additional component that a↵ects the e↵ective spring coe�cient
is the sti↵ness of the substrate itself, characterized by k

subs

. As the sub-
strate is a 3-dimensional body consisting of many atoms that are coupled
together via atomic bonds, this body is rather sti↵. This results in a spring
coe�cient k

subs

that will be significantly larger than k
tip

.

Summarizing, the experimentally observed e↵ective spring coe�cient
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can be calculated via

k�1

e↵

= k�1

cant

+ k�1

tip

+ k�1

TSI

+ k�1

subs

⇡ k�1

tip

+ k�1

TSI

. (1.3)

As explained above, k
cant

and k
subs

are usually significantly larger than
k
tip

, so their impact on the e↵ective spring coe�cient will be minimal.
The tip-surface interaction can be manipulated in the experiment via the
normal load. Relatively high normal loads make k

TSI

high, which makes k
e↵

approximately equal to k
tip

. This provides an excellent recipe to estimate
the k

tip

experimentally[14], which is the case we will deal with in the next
chapters. Hence, in our work, we can assume that k

e↵

⇡ k
tip

.

1.3.1 Towards a 2-mass-2-spring model

The need to resort to an e↵ective spring coe�cient, described above, indi-
cates that the simple description of the dynamics of a single mass, given
by Equation 1.2, falls short of capturing the full dynamics that is at play.
Instead of a single mass (tip + part of the cantilever) dragged through the
potential energy landscape via a single spring (Figure 1.2c), we are dealing
with two springs in series (cf. Equation 1.3) and, hence, also with two
masses. One of them, to be associated with the tip, is necessarily small,
while the other, associated with (a large part of) the cantilever, must be
much larger. We should expect that the massive cantilever will not be able
to follow the probably much more rapid dynamics of the tip. Since the
force signal in FFM-measurements is obtained from the cantilever defor-
mation, we should expect that much of the actual contact dynamics is not
appropriately reflected in the recorded forces.

The need of a more refined description of a friction contact was realized
a few years ago, leading to a small number of models with two or more
springs. S. Maier et al. reported a nice combination of results from high
frequency data sampling experiments with simulations using a two-mass-
two-spring model[15]. Their results hint that highly time resolved research
is crucial for further understanding the friction contact behaviour. Also the
work of Abel et al. indicates that friction is a very dynamic phenomenon
asking for attention to extremely rapid evolving processes[16].

In the following chapter, we will critically evaluate the common interpre-
tation and simulations in order to identify a discrepancy which is inherent
in most models reported so far. We will be forced to change our under-
standing of the contact dynamics and the mechanism of energy dissipation.
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Figure 1.3: The calculated mean friction force as function of the corruga-
tion potential, picture reprinted from [17]. Several friction regimes emerge,
depending on the calculation parameters. The open symbels denote calcu-
lations without thermal e↵ects (T = 0), the external spring is the cantilever
spring. The stick-slip (SS), superlubric (SL) and thermolubric (TL) regimes
are discussed in the text briefly. The other regimes present are stochastic
stick-slip (SSS), stuck in slipperiness (SinS), slipping via an intermediate
position (SIP) and ‘passive apex’ (PA). A detailed description of all the
friction regimes is given in the original publication.

1.4 A first look at 2-mass-2-spring behaviour

Incorporating a second spring and a second mass into the description of a
single-asperity friction contact, introduces a wealth of dynamic phenomena
in the combined motion of the cantilever and the tip. This rich dynam-
ics has been explored theoretically intensively, of which a comprehensive
overview is present in Reference [17]. Depending on e.g. the lattice con-
stant, the temperature, the masses of tip and cantilever and the two spring
coe�cients di↵erent friction behaviour is observed. A graphical overview of
these friction regimes is presented in Figure 1.3, which is reproduced from
Reference [17]. This figure shows a surprisingly large number of friction
regimes, each indicated by one of the acronyms. Here we briefly mention
the three most relevant ones.

Stick-slip (SS) Stick-slip motion is the motion introduced before, in
which the tip is periodically trapped in a potential well and is forced to slip
through the potential energy landscape, lattice spacing by lattice spacing.
This type of motion occurs when the amplitude of the tip-substrate poten-
tial is su�ciently high with respect to the e↵ective spring coe�cient, when
the temperature is su�ciently low, and when the dissipation rate at the

19



tip-substrate contact is su�ciently high. It is observed in a large fraction
of FFM experiments.

Superlubricity (SL) When the amplitude of the tip substrate potential
is lowered enough with respect to the e↵ective spring coe�cient, sliding
proceeds without slip-instabilities and the friction force is reduced nearly
to zero. This situation can be realized either by reducing the normal force
between tip and substrate, typically requiring one to exert a negative nor-
mal force (to compensate part of the tip-substrate attraction)[14], or by
shaping the contact in the form of an incommensurate interface between
two crystalline lattices[1, 18]. The latter geometry is known under the name
‘superlubricity’[19].

Thermolubricity (TL) Another regime of extremely low friction arises
when the corrugation of the tip-substrate interaction potential is su�ciently
low with respect to the thermal energy that the tip overcomes the energy
barriers between neighbouring energy minima frequently on the timescale of
the support motion. This leads to a kind of biased di↵usion of the tip with
hardly any energy dissipation. This regime of thermally assisted motion
has been introduced under the name ‘thermolubricity’[20].

Throughout the first part of this thesis, when needed, specific aspects
of the friction regimes will be discussed and characterized in more detail.

1.4.1 Focus of this part of the thesis

The theoretical approaches listed here do reproduce experimental data quite
often. However, they still contain subtle assumptions or hidden contradic-
tions. This thesis will first elaborate on the conventional interpretation
of FFM-data using the Prandtl-Tomlinson model. We will show that this
interpretation hides a fundamental contradiction. Via an estimate of the or-
der of magnitude of the dissipative forces required to produce atomic-scale
patterns in the so-called stick-slip motion of a friction nano-contact, we
find that the energy dissipation must be dominated by a very small, highly
dynamic mass at the very end of the asperity. Based on these findings, a
more physical, but still rather simple method to describe the single-asperity
contact will be presented. The evaluation of this method casts new light
on the behaviour of sliding surfaces and invites us to speculate about new
ways to control friction by manipulation of the contact geometry.
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Chapter 2

The dissipation of a
single-asperity contact: a
problematic discrepancy

2.1 Background

In the previous chapter, the PT-model was introduced. This classical model
is very successful in capturing many features of atomic-scale friction experi-
ments. However, as was already indicated, there are two ways in which this
PT-model does injustice to the physics that is crucial for friction. First of
all, dissipation is not instantaneous. It must be governed by a finite dissi-
pation rate that reflects the actual mechanism by which the excess energy is
removed from the accelerated slider. Secondly, according to the fluctuation-
dissipation theorem, the dissipation couples the slider to the thermal bath
of the dissipating medium and, hence, introduces thermal noise.

Introducing these two elements, finite dissipation and noise, leads to an
alternative and somewhat more sophisticated version of the PT-model, in
the form of the Langevin equation given in Equation 1.2. In this picture,
the e↵ective mass represents the tip plus a significant part of the cantilever,
which can be viewed as moving together with the tip. It can be estimated
easily on the basis of the cantilever dimensions or it can be taken from the
readily measured eigenfrequency of the cantilever, in combination with the
spring coe�cient of the cantilever. The e↵ective spring coe�cient di↵ers
from the cantilever spring coe�cient. It can be measured directly from
the ‘stick’-part of a force-versus-displacement curve (cf. Figure 1.2d) and
usually is dominated strongly by the flexibility of the tip apex, which acts
as a soft spring. Typical values used for these parameters are an e↵ective
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mass in the order of 10�11 kg and an e↵ective spring coe�cient of 2N/m.
The only free parameter left in Equation 1.2 is the dissipation rate �,

which is therefore used as a kind of fitting parameter in order to reproduce
the experimentally observed data. The resulting value for � is typically
around 10�6 kg/sec[6, 11, 12, 21]. A more refined two-mass-two-spring
model used by Maier [15] was applied using a similarly small ‘tip’-mass of
10�12 kg and a dissipation parameter tuned such that the stick-slip patterns
were observed. The value for the small mass was varied by a factor 10 and
yielded no observable di↵erences in the calculations[15].

Even though the Langevin equation (Equation 1.2) and the related nu-
merical descriptions of the atomic-scale sliding motion seem to reproduce
experimental observations successfully, they do not lead to a physical un-
derstanding of the friction mechanism: what does the e↵ective mass mean
and how do we have to interpret the values of the dissipation rate obtained
from the fitting procedures? Actually, as our studies aim to understand
the friction parameter, we do not want to use it as a fitting parameter, but
prefer to argue its origin and try to predict its value.

2.2 The friction force on a single atom

In order to provide a better basis for understanding the dissipation rate,
we will construct a simple, bottom-up description of the dissipation that
is easy to quantify. By first studying the friction of a single atom, the
dissipation rate of a small friction contact composed out of several atoms
can be established. We will use this approach as the quantitative basis for
our model calculations.

To get an estimate of the typical time it takes for an atom in the friction
contact to lose its excess energy, we resort to related subjects in the field
of surface science. Especially both experimental and theoretical studies
on atomic and molecular vibrations and studies on di↵usion and jumps of
atoms and small molecules on surfaces are helpful[22–25]. These show that
the motion of atoms and molecules on surfaces is approximately critically
damped: the time it takes to dissipate excess momentum is in the order of
the natural vibration frequency of the atoms or molecules on the surface,
which frequency is in the order of 1012Hz.

2.3 The dissipative force on a single asperity

We now assume that the momentum dissipation rate of an atom, �
at

,
present at an atomically sharp tip, in contact with a substrate, is of the

22



same order of magnitude as the dissipation rate of a single atom on a sur-
face. In addition, we assume that, in case the tip apex is not atomically
sharp, the total dissipation rate scales linearly with the number of atoms in
the tip apex that make contact with the substrate, N

c

. This second assump-
tion might seem to be crude and one might argue a sublinear dependence
would be more appropriate as the dissipation per atom might degrade when
more than one atom is constituting the friction contact. However, as will
become clear at the end of our study, the possible overestimation of the
total dissipation rate will make our conclusions even stronger.

Finally, we assume that the basic dissipation form in Equation 1.2,
in which the dissipative force is proportional to velocity, remains valid.
The combination of these three assumptions should enable us to produce
a coarse prediction of the friction force on a complete asperity given its
contact size, which is what we will perform in the next section.

The above assumptions can be combined into the following equation for
the friction force experienced by a tip that has N

c

atoms in contact with
the substrate and moves over the substrate at a velocity of ẋ

t

:

F
diss

= ��
diss

ẋ
t

= ��
at

N
c

ẋ
t

(2.1)

A subtle di↵erence with typically used descriptions of the friction force,
is the absence of the (e↵ective) tip mass. The only (implicit) mass depen-
dence is present in the factor �

at

N
c

. One should note that in the approach
presented here, we associate the actual dissipation entirely with the atoms
that make up the frictional contact. It is their number and their velocity
that count. The resulting dissipation force is independent of the mass of
the rest of the tip, even if that moves at the same velocity as the contact
atoms. Even though this may seem obvious, this approach is not followed
generally.

Already at this stage, an estimate can be made of the dissipation rate
�
diss

of a single asperity. In reports containing data from FFM-experiments,
typically the size of the tip apex (the friction contact) is discussed[26–29].
In these experiments, point defects in the substrate lattice or step edges
on crystal terrace were used to estimate the tip size. Typical sizes of the
realized FFM friction contacts (N

c

) vary from single-atom up to tens of
atoms. For this moment, we will assume a contact size of 10 atoms. If
tungsten is chosen to be the tip material, the characteristic lattice vibration
frequencies are in the order of 1012Hz. Taking these values, the momentum
dissipation rate of the friction contact is in the order of 10�12 kg/sec.

The value estimated here for the dissipation rate that should be ex-
pected for a typical FFM friction contact is extremely much lower than
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(a) (b)

Figure 2.1: A (a) macroscopic and (b) nanoscopic schematic view of
the deformation of the tip apex, prior to a slip event. The green tip apex
atoms are the N

c

atoms that make contact with the red substrate. The blue
atoms share most of the lateral displacement of the green atoms. Together
with the green atoms, they establish the N

d

‘dynamic’ atoms that will be
accelerated most in the upcoming slip event. The lateral displacement of
the yellow atoms is so modest, that these atoms are associated with the
rigid part of the tip.

the values typically obtained when one uses the dissipation rate as the fit-
ting parameter in the Prandtl-Tomlinson type Langevin equation shown
in Equation 1.2 (cf. Section 2.1). The discrepancy is as large as six or-
ders of magnitude. Introducing a sublinear relation between �

diss

and N
c

,
as a further element of sophistication in our description, would make the
discrepancy even larger.

Using the low value for the dissipation rate, estimated above, the Lange-
vin equation predicts heavily underdamped motion of the tip, resulting in a
high probability for slip events over multiple lattice distances and thereby
completely ruining the visibility of the atomic periodicity in the lateral
force images.

2.4 Finding the origin of the discrepancy

When we re-inspect the Langevin equation (Equation 1.2), we recognize
that the only parameter that is not defined rigorously, is the e↵ective mass
m

e↵

. We will now first discuss the character of this mass and then establish
a mathematical derivation of this mass.

The e↵ective mass comprises all atoms that move with approximately
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the same velocity as the N
c

atoms of the contact. This includes the N
c

con-
tact atoms and all other atoms that can be regarded as e↵ectively forced to
move together with these contact atoms. Typically, this mass is interpreted
as being both the tip and a sizeable part of the cantilever, resulting in a
value of around 10�11 kg. However, the relatively soft e↵ective spring co-
e�cient, by which the contact is connected to the support (k

e↵

= 2N/m),
suggests that an alternative choice for this mass could be more appropri-
ate, namely that of a small portion of the tip apex, as schematically shown
in Figure 2.1a. In this figure, the tip apex is drawn while it is deformed
by the shear force exerted by the substrate. Most of the deformation is
concentrated near the very end of the tip.

A more detailed schematic of the tip apex is shown in Figure 2.1b. In
this schematic, the tip is atomically resolved. The N

c

tip atoms that are
in direct contact with the substrate are coloured green. Atoms close to
the friction contact, which are part of the deformed tip and hence are part
of the e↵ective mass too, are coloured blue. For reasons that will become
even more clear later, the amount of atoms taking part of the e↵ective mass
(the green and blue atoms in Figure 2.1b) is denoted as N

d

, the amount
of ‘dynamic’ atoms. We propose to replace the combined e↵ective mass
m

e↵

, used in Equation 1.2 to describe the motion of the contact and the
resulting dissipation, by the dynamic mass m

d

.

2.5 Estimating the dynamic mass

We can easily derive the e↵ect that the dynamic mass has on the experi-
enced dissipation force in the following way. During a slip event, the apex
of the tip is accelerated under the combined influence of the spring force
that it experiences and the interaction force with the substrate. Over the
slip distance this provides the tip apex, i.e. the dynamic mass, with an
amount of kinetic energy that is independent of its own mass. The maxi-
mum velocity that this kinetic energy corresponds to, is therefore inversely
proportional to the square root of m

d

. According to Equation 2.1, we
should thus expect that:

F
diss

/ 1/
p
m

d

(2.2)

We see that the combination of the observed, high friction forces with our
low expectation value for the microscopic dissipation rate indicates that
the dynamic mass is microscopically small. The earlier discrepancy of six
orders of magnitude is resolved when we assume a value for m

d

of 10�23 kg,
i.e. twelve orders of magnitude lower than the typical value of 10�11 kg for
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the tip plus part of the cantilever. This small dynamic mass corresponds
to a very modest number of atoms, in full accordance with the notion,
introduced above (Figure 2.1), that it is associated with the very end of
the tip apex.

The reduction of the dynamic mass to such a small size, means that only
the very end of the tip apex is deformed significantly during the stick phase.
According to Equation 1.3, the observed e↵ective spring coe�cient k

e↵

gives
a good estimate of the flexibility associated with the dynamic mass. The
typical experimentally found value of k

e↵

(2N/m) agrees with our picture
of a very small, flexible end hence dynamic mass that is performing the
SS-motion. For this reason, from here, we will denote the spring coe�cient
of the dynamic mass by k

d

instead of k
tip

.
An alternative, but equivalent line of argumentation to estimate the

size of the dynamic mass, is based on the two typical timescales involved.
On the one hand, we have the eigenfrequency of the dynamic mass. This
sets the timescale for each slip event in terms of the dynamic mass and the
e↵ective spring coe�cient, via the following relation:

t�1

slip

= 2!
d

= 2

s
k
d

m
d

(2.3)

The other timescale is given by the time the friction contact needs to dissi-
pate the excess energy. This timescale is set by a damping rate, denoted by
⌘
diss

, expressed in [ sec�1]. This damping rate is related to the dissipation
rate, via

t�1

diss

= ⌘
diss

= �
diss

/m
d

(2.4)

where �
diss

= N
c

�
at

, as before. We express the atomic dissipation rate �
at

as �
at

= m
at

⌘
at

, in which ⌘
at

is that atomic damping rate.
As the motion of single atoms is close to critically damped (see above),

the atomic damping rate can be expressed as follows:

⌘
at

= 2!
at

= 2

r
k
at

m
at

(2.5)

where !
at

is the atomic vibration frequency and k
at

the characteristic
atomic bond sti↵ness. Based on these relations, the damping rate of the
contact can be estimated to be

t�1

diss

= ⌘
diss

=
�
diss

m
d

=
N

c

N
d

�
at

m
at

=
N

c

N
d

⌘
at

. (2.6)

How are the two timescales, t
slip

and t
diss

related? The mere observation
in FFM experiments of atomic lattices characterized by stick-slip motion of
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the tip apex, indicates that the excess, potential energy that is stored in the
e↵ective spring during the stick-phase is released and dissipated fully during
the slip-phase of the tip apex. All potential energy is converted to kinetic
energy, which is dissipated via the sliding tip. This requires the dissipation
time t

diss

to be smaller than or equal to the slip time t
slip

. Apparently, the
system has to be at least critically damped. This allows us to connect those
two timescales explicitly. For convenience, we define the following relative
damping rate:

D =
⌘
diss

2!
d

=
�
diss

2
p
m

d

k
d

(2.7)

so that D = 1 corresponds precisely to the critically damped case. The
relative damping rate D can be rewritten in a form that depends only on
numbers of atoms:

D =
N

c

m
at

⌘
at

2
p
N

d

m
at

k
d

=
2N

c

m
at

!
at

2
p
N

d

m
at

k
d

=

s
N2

c

N
d

k
at

k
d

(2.8)

The condition that the motion of the contact is at least critically
damped, can thus be expressed as:

N
d

 k
at

k
d

N2

c

(2.9)

This rather simple inequality has a strong implication. As the factor k
at

/k
d

is close to 1 for typical FFM experiments, the dynamic mass has to be
extremely small. This means that for a typical 10-atom contact the dynamic
mass consists of at maximum 100 atoms, corresponding to a microscopic
mass in the order of 10�23 kg. As discussed before, this mass is some twelve
orders of magnitude below the e↵ective mass that is typically associated
with FFM experiments.

The ultra small size of the dynamic mass that is exploring the substrate
lattice continuously and is performing the stick-slip motion, confronts us
with a fundamental change of interpretation of its behaviour. Due to its
size, its eigenfrequency is in the terahertz regime. As a result, the tip apex
is exploring the lattice in trajectories in which it reaches extremely high
velocities. This enables the tip apex to dissipate the released slip energies
with extreme e�ciency.

The estimates and scaling relations, presented above, ask for verification
by use of adequate numerical simulations. In order to investigate and inter-
pret this new friction scenario further, a combined 2-mass-2-spring model
is necessary in which both the extremely high dynamics of the tip apex
and the slow response of the cantilever are taken into account. This new
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model is introduced in the next chapter, after which the results and their
interpretation are given in Chapter 4.

2.6 Summary

By an estimation of the friction force on a single atom, we were able to
calculate the typical dissipation rate of a friction contact. This value was
found to be approximately six orders of magnitude lower than values typ-
ically used in the literature. The solution of this discrepancy was found
in the choice for the mass that is deformed significantly during the stick
phase and that moves significantly during the slip phase. We argued that
this mass corresponds to a very modest number of atoms that is associated
with the very end of the tip apex. The experimentally found value for the
e↵ective spring constant agrees with our picture of a very small, flexible and
dynamic mass that has a value in the order of 10�23 kg. Due to this small
mass, the tip apex acquires extremely high velocities, which enables the
tip apex to dissipate the released slip energies with extreme e�ciency. Our
findings are in agreement with the observed SS-behaviour in experiments,
that predicted an approximately critically damped system.
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Chapter 3

The refined 2-mass-2-spring
model

3.1 Introduction

As concluded in the previous chapter, a new calculation method is needed to
simulate the behaviour of single-asperity friction in a realistic manner. This
chapter will describe the method we constructed to simulate the essential
aspects of an FFM experiment, by following the highly dynamic behaviour
of the apex of an atomic-scale tip, exploring the interaction potential with
the substrate, in combination with the much slower dynamics of the more
macroscopic components of the FFM setup, further away from the actual
contact. We also pay attention to some caveats and subtle issues.

As the content of the current chapter is rather technical, the reader
might prefer to skip to the next chapter that is focussing on the physical
outcome of the numerical calculations. However, to fully understand the
origin of some phenomena encountered in the next chapter, the present
chapter may prove useful.

During the description of the calculation methods, abbreviations and
symbols will be used. We remind the reader that a list of symbols is pre-
sented in Appendix B, which can be found after Chapter 4.

3.2 From schematics to Langevin equations

Figure 3.1 shows the schematic interpretation of a single asperity friction
experiment that is used as the basis for our calculations. The rigid support,
which represents the scanner of the FFM, is driven by piezo-motors and
scans the surface in a line-by-line mode, as is typical for AFM and STM
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Figure 3.1: Schematics of the tip-cantilever-support combination, casted
in the structure of a two-mass-two-spring model. The tip apex (the dynamic
mass) is connected to the scanning support via the cantilever and it is
experiencing a lattice potential with corrugation U

0

. The support is moving
at a constant velocity v

supp

.

imaging of surfaces (see Figure 10.4). When the tip apex is stuck in the
corrugated potential energy landscape, the springs of both the cantilever,
k
cant

, and the tip apex, k
d

, are progressively deformed. Here, we replaced
the e↵ective spring coe�cient k

e↵

by the spring coe�cient k
d

associated
with the dynamic mass m

d

. The reason for this is conceptual: k
e↵

is an
e↵ective parameter, estimated by measuring the slope of the lateral force
curve during the stick-phase. In contrast, k

d

represents the real sti↵ness of
the tip apex.

As we have argued in the previous chapter and as we will demonstrate
by our computational results, it is essential for a complete understanding of
the complex sliding behaviour, that our numerical calculations capture both
the rapid dynamics of the tip apex and the slow dynamics of the cantilever.
This forces us to solve the motion of two coupled 2-mass-2-spring models,
namely one for the x-direction and one for the y-direction. Following the
arguments provided in the previous chapter, we concentrate the damping
fully in the actual tip-substrate contact.

The two-dimensional 2-mass-2-spring model can be described best with
two sets of two Langevin equations: one set of two equations for the can-
tilever mass (x- and y-direction), and another set for the two directions of
motion of the tip apex. These equations form the core of our calculation.
For the tip apex, the force equations are given by

m
d

ẍ
d

= �@V
subs

(x, y)

@x

����
(x,y)=(xd,yd)

� k
d

(x
d

� x
cant

) + ⇠
x

� �
diss

ẋ
d

(3.1)
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We have already made several choices in these equations. For example, we
use a single value of k

d

for the x- and the y-direction. This is justified by
the axial symmetry of the tip, which makes the tip equally soft along x
and y. Similarly, we choose the same dissipation rate �

diss

along the two
directions. The last term in each of the equations shows how the velocity of
the tip apex leads to a dissipative force. The velocity of the tip relative to
the cantilever does not appear in these equations. This reflects our notion
that energy dissipation takes place exclusively at the sliding interface and
not somewhere inside the tip, the cantilever or any of the springs.

The motion of the cantilever is described by two even simpler equations.

m
cant

ẍ
cant

= �k
cant

(x
cant

� x
supp

)� k
d
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� x
d

) (3.3)

m
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)� k
d

(y
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� y
d

) (3.4)

Note, that, again sticking to our notion that damping is localized in the
very tip-substrate contact, there is absolutely no damping in the latter two
equations.

The individual components in this model are described in the following
paragraphs. After the full description of the model, the computational
scheme will be presented. In the final section of the chapter, we will discuss
some essential timing issues.

3.3 The 2-mass-2-spring model in full detail

In this section, important details of the model are discussed. Some of these
are crucial to allow a proper interpretation, others are relevant in order
to understand the results quantitatively or are needed to reproduce our
calculations.

3.3.1 The substrate potential

The substrate potential V
subs

represents the interaction between the sub-
strate and tip apex. In this work, the potential used describes a graphite
lattice. In the framework of friction, its mathematical description was first
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used by Kerssemakers[30, 31]. Here, the same equation will be used, except
for its amplitude.

V
subs

(x, y) = �U
0
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The factor 4.5 in the denominator ensures that the di↵erence between the
maxima and minima of V

subs

is equal to U
0

.

3.3.2 The spring coe�cients

The values of the cantilever and tip apex spring coe�cients were chosen to
be k

cant

= 30N/m and k
d

= 2N/m, respectively, which are typical values
(see e.g. [6, 15]). This results in an e↵ective spring coe�cient k

e↵

that is
approximately identical to the experimentally estimated value of 2N/m.

3.3.3 The damping at the contact

In the preceding chapter, we have argued that the dissipation rate �
diss

should only depend on the characteristic atomic dissipation rate, �
at

, and
the number of atoms in the tip that make contact with the substrate di-
rectly, N

c

.

3.3.4 The damping of the cantilever

The energy dissipation rate of a resonator is often expressed via its so-
called Q-factor, which is defined as Q = f

r

/�f , where f
r

is the resonator
frequency and �f the full width at half maximum of the resonance spec-
trum. Typically, the Q-factor of an AFM or FFM cantilever, oscillating
either in vacuum or in air, is very high, in the order of 105 or more. This
means that the cantilever motion is extremely underdamped. In the case
of our model, this implies that the cantilever dissipation is negligible with
respect to the dissipation at the friction contact. For this reason, we have
completely left out dissipation terms from the two equations for the motion
of the cantilever (Equations 3.3 and 3.4). The only damping that the can-
tilever experiences is via its connection to the tip apex, which is explicitly
damped (Equations 3.1 and 3.2). Note that a drop has been reported in
Q-factor of cantilevers, when the tip is brought in contact with the sur-
face[15]. As we will discuss later in this thesis, we ascribe this to a di↵erent
origin.
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3.3.5 The thermal noise

The thermal noise term ⇠ is a Gaussian distributed, uncorrelated random
signal, which is completely determined by the fluctuation-dissipation theo-
rem[13]. This thermal force is defined as

⌦
⇠(t)⇠(t0)

↵
= 2�

diss

k
B

T �(t� t0) (3.6)

Computational aspects to calculate this term are discussed in Section 3.5.2
of this thesis.

3.4 Computational architecture

In order to explore the complex dynamics emanating from the four coupled
Langevin equations (Equations 3.1-3.4), we have developed a tailored, nu-
merical computational scheme. As a programming language, we have used
C++. In view of the enormously di↵erent characteristic timescales for the
motion of the tip apex and that of the cantilever, the calculations necessar-
ily become lengthy. Therefore, we have been forced to pay much attention
to the implementation of strategies to optimize the e�ciency and speed
of the calculations. The main structure of the calculation is presented in
Figure 3.2. In the following paragraphs, aspects in the programming code
concerning the architecture are discussed. Further details on the numerical
generation of thermal noise and on the precise choice of the computational
time step are presented in the next section.

At the beginning of the code, the user input variables are defined. In
essence, only a few input variables are required: N

c

, N
d

, U
0

, k
d

, k
cant

and
m

cant

. All other parameters, such as �
diss

, were calculated on the basis of
the user input.

Next, the time step dt was calculated. This value is the smallest time
step in the full calculation loop. It is chosen short enough that the fast
dynamics of the tip apex can be modelled correctly. The precise details of
this choice are given in the next paragraph.

The thermal noise term requires random numbers that are rather time
consuming to generate, as is detailed in the next section. As the number
of these random numbers needed during the entire simulation is extremely
large, the following method was chosen to optimize for speed. Two long ar-
rays (several gigabyte) were created in the RAM of the computer to store
the generated noise values for the x- and y-direction separately. Before
the model calculation was started, these arrays were filled with properly
scaled random numbers. Then, a separate thread was started that updated
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Start calculation

Get user input
e.g. Nc , Nd,  scansize

Start thread that generates random numbers

Move scanner support to new position

Calculate accelarations, velocities, displacements, forces
of cantilever and tip apex in x- and y-direction

Save cantilever force to array1 and array2
Save tip apex position (x,y) to array3 and array4

After certain interval1 (20MHz):
 Calculate average cantilever force (array1), save to file and empty array

After certain interval2 (0.5pixel):
Save tip apex position histogram to file

After certain interval3 (1pixel):
Calculate average cantilever force (array2), save to file and empty array

Calculate additional parameters
e.g. γdiss, dt

Stop thread that generates random numbers

Stop calculation

t=
t+

dt

Figure 3.2: Basic structure of the software program designed to perform
the model calculations. The structure is discussed in the main text in more
detail.
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these arrays with random numbers continuously. This thread was kept ac-
tive until the entire simulation was finished. Meanwhile, the main thread
started to perform the numerical calculations of the FFM-motion. Dur-
ing these calculations, the random numbers were taken from the arrays in
the computer memory when needed. As each loop of the FFM-simulation
required much less time than the update of the random numbers, the pro-
duced random numbers were used multiple times. However, as the arrays
were refreshed partially before each number was reused, the occurrence of
calculation errors caused by periodicities in the random number use, was
minimized. This calculation method results in two cpu cores that are being
used for 100% during the simulation: one for the evaluation of the Langevin
equations and one for the update of the random numbers.

As will be explained in the next section, data output to a file is not
necessary during every cycle of the inner calculation loop, which is devoted
to the rapid dynamics of the tip apex. Therefore, during most calculation
cycles, the parameters eventually needed for the output, e.g. the lateral
cantilever force and the tip apex position, were stored in the RAM. Only
after a certain number of cycles, all stored values were processed (if needed)
and written to a data file.

After the simulation was finished, the resulting data was processed,
analysed and visualised by Python-scripts.

3.5 Time-step calculation, thermal-noise genera-
tion and data averaging

For calculation results without significant digitization noise or computa-
tional instabilities, attention has to be paid to an appropriate choice of
time steps in the numerical calculation. This timing does not only e↵ect
the execution time, but also the thermal noise generation and the averaging
of data points. These issues are discussed in the next paragraphs.

3.5.1 The smallest time step

An issue that has to be addressed when performing model calculations is
the smallest time step required in order to capture the full behaviour of
the constructed model. A time step that is too large, might make the
calculation diverge and will obscure crucial, dynamic behaviour. On the
other hand, a very small time step will make the execution time of the
calculation very long. Therefore, an upper limit of the size of the time step
has to be found.
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In the calculations performed here, the maximum size of the time step
is set by two conditions taken from the 2-mass-2-spring model. The first
condition derives from the eigenfrequency of the most dynamic element
present, i.e. the tip apex. We define one upper limit of the time step as
10% of the shortest vibrational eigenperiod of the tip apex:

dt
1

= 0.1 · 2⇡
r

m
d

k
d

+ kmax

TSI

(3.7)

in which kmax

TSI

is the maximum e↵ective contribution of the lattice potential
to the e↵ective spring coe�cient, see Equation 1.3. In this manner, the
time step is adapted such that the most dynamic events can be simulated
correctly during the calculation.

The second constraint on the time step is taken from the random force,
generated by the noise term ⇠. In case of high dissipation, the fluctuations
deriving from the noise will increase too, as these are coupled to each other
via the fluctuation-dissipation theorem. Hence the influence of the noise on
the acceleration will increase and thus one has to decrease the time step in
order to prevent computational instability. As the noise has a characteristic
timescale that is set a.o. by the dissipation rate, a fraction of this timescale
is used to set a second upper limit to the time step:

dt
2

= 0.2 · m
d

�
diss

(3.8)

In order to capture all the dynamics in the calculations, the time step
used is the shortest of these two upper limits: dt = min(dt

1

, dt
2

). In
practice, this leads to time steps typically in the order of 10�12 sec.

3.5.2 Thermal-noise and random-number generation

The amplitude of thermal force ⇠ is defined by the fluctuation-dissipation
theorem[13]. It is a Gaussian distributed, uncorrelated random noise term.
To numerically calculate this element, first a Gaussian distributed random
number has to be generated. Subsequently, this number has to be multi-
plied by a certain standard deviation.

The generation of uncorrelated random numbers that are Gaussian dis-
tributed, is done by first using a linear random number generator. The
Box-Muller transformation[32], is applied to obtain Gaussian distributed
random numbers with a standard deviation of 1.

The standard deviation of the random force, �
F

, is defined as

⌦
⇠(t)⇠(t0)

↵
= �2

F,c

�(t� t0), (3.9)
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where �(t� t0) is the Dirac delta function of the time di↵erence between t
and t0. The discrete version of this definition is

⌦
⇠(t)⇠(t0)

↵
= �2

F,d

dt�
t,t

0 , (3.10)

where �
t,t

0 is the Kronecker delta function of t and t0. This can be verified
by integration/summation of Equations 3.9 and 3.10. Hence, according to
the definition of the thermal force as presented in Equation 3.6, the discrete
version of the standard deviation, �

F,d

, is defined as:

�
F,d

=

r
2k

B

T�
diss

dt
(3.11)

Summarizing, the standard deviation of the random force is directly de-
pendent on the time step of our calculation. The multiplication of �

F,d

with the generated Gaussian distributed random number gives the value of
⇠ used for the thermal force experienced by the tip apex.

3.5.3 Data averaging

The calculations result in a dataset with a time resolution in the order of
10�12 sec. This resolution is not comparable to the time resolution of a
typical FFM experiment, which is at best in the order of ms or µs. Hence,
in order to compare the calculation results with experimental data, data
averaging has to be performed. As the most detailed experiments reported
were carried out using a data acquisition system with a maximum sampling
rate of 20MHz, data averaging was applied in order to realize a simulated
sampling rate of 20MHz.

Further downscaling of the sampling rate in order to match specific
representations in literature, was done using additional Python-scripts. The
impact of data averaging that results in lower (kHz-regime) sampling rates
is discussed in the next chapter.

3.6 Summary

In this chapter we have introduced a 2-mass-2-spring model that describes
the coupled motion of the light tip apex and the heavy cantilever in two
dimensions by use of four coupled Langevin-type equations. In order to
perform numerical calculations, a special C++-code was written. Several
aspects of the calculations, e.g. speed optimization and noise generation
were discussed. In the next chapter we will discuss the results of computa-
tions performed with this 2-mass-2-spring code.
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Chapter 4

Computational results, their
interpretation and
implications

The refined 2-mass-2-spring-model, featuring a very small dynamic mass
representing the tip apex, is evaluated extensively by numerical calcula-
tions. Several friction regimes were explored systematically. The most
striking and elucidating results are presented in this chapter, together with
their interpretation. We also highlight the implications of the results of our
studies.

4.1 Results - a limited regime of atomic resolution

Following the discussion presented in Chapter 2, the friction behaviour of a
friction contact is dependent on (amongst others) the number of atoms in
the tip apex that make contact with the substrate, N

c

, and the number of
tip apex atoms that e↵ectively move together with the contact atoms, N

d

.
In order to study the impact of these parameters, we performed numerical
calculations in which N

c

was fixed at a value of 100 (atoms) and N
d

was
varied from 2500 to 108 atoms. The value of 100 atoms for N

c

is larger than
the number that one should associate with a typical friction contact. The
number of contacting atoms in the case of contact-AFM is typically 10. For
FFM, we should expect a similar number. We have chosen a higher value for
N

c

in order to avoid unpractically long calculation times. However, our re-
sults should still be considered representative for the stick-slip dynamics in
typical FFM experiments. The values for N

d

were chosen such that, in ac-
cording to Equation 2.9, overdamped, critically damped and underdamped
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(a) (b)

(c) (d)

Figure 4.1: Numerically calculated lateral force maps, with the param-
eters chosen to match those of the FFM-experiments. (k

cant

= 30N/m,
k
d

= 2N/m, v
supp

= 30µm/sec, m
at

= 74 amu, U
0

= 0.8 eV(peak-peak),
T = 298K), and a number of contacting atoms of N

c

= 100 (see text).
The number of dynamic atoms N

d

was chosen di↵erently for each panel,
in order to vary the damping regime. (a) N

d

= 108, corresponding to one-
hundredfold underdamped motion. (b) N

d

= 106, b= tenfold underdamped.
(c) N

d

= 4 ⇥ 104, b= twofold underdamped. (d) N
d

= 2500, b= twofold
overdamped. Note that the two underdamped cases in (a) and (b) show
many occasions with multiple slip events and that the overdamped case
shows an increase in the force fluctuations. For lateral force patterns with
a well-defined lattice signature, the damping should be close to critical.
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situations were realized. Other parameters were chosen to match typical
FFM experiments. The calculations resulted in 2-dimensional lateral force
maps, of which typical examples are presented in Figure 4.1.

The numerically calculated friction force maps are in agreement with
the qualitative damping rate of the friction contact that can be calculated
via Equation 2.8. In the regime of a critically damped tip apex (e.g. Figure
4.1c), a regular stick-slip (SS) pattern was observed, which presents itself
in a clearly visible atomic periodicity and a minor amount of thermal noise,
similar to what was observed in FFM experiments. As expected, all excess
kinetic energy that the tip apex acquired during the slip was dissipated
rapidly enough to prevent the occurrence of double slips. On the other
hand, a heavily underdamped tip apex, which corresponds to Figure 4.1a,
led to a nearly complete vanishing of the atomic periodicity in the friction
maps. Although the SS-behaviour was still observed, the motion had be-
come very irregular: the precise moment and the length of the slip were
unpredictable. Slips with a length of more than one atomic spacing (the so-
called multiple slips) occurred frequently, which indicated that the excess
kinetic energy of the tip apex was not dissipated in time and the tip apex
was able to overcome the next potential barrier. As a direct consequence,
the tip was able to slip to the second-next potential well at once.

The result of the calculation in which the tip apex was chosen to be
slightly overdamped, is shown in Figure 4.1d. A remarkable observation
is the slight degradation of the atomic periodicity in the SS-behaviour.
As further overdamping of the tip apex resulted in very long calculation
time, no complete 2D-maps of heavily overdamped systems were calculated.
However, a quick survey showed that a more overdamped friction contact
destroyed the atomic periodicity even more. A close look at the manner
in which the atomic periodicities were lost, revealed that it originated in
a higher degree of unpredictability of the precise moment a slip was initi-
ated. In contrast to the underdamped situation, the occurrence of multiple
slips was negligible. The origin of this stochastic-type of stick-slip can be
found easily in the noise term present in the Langevin equations: it is the
fluctuation-dissipation theorem that is causing the noise term to increase
in a situation of high dissipation. In the overdamped case, the dissipation
is relatively high and so is the noise term. These fluctuations dominate
the motion of the tip apex, resulting in a loss of atomic periodicity in the
friction curves.
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N
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multiple slips

no atomic patterns

unphysical

single slips

atomic patterns

D=1

D=0.1

statistical slips

no atomic patterns

Figure 4.2: Friction ‘phase’ diagram as a function of the number of atoms
N

c

in the contact and the number of dynamic atoms N
d

. The blue, solid
line indicates the situation for critical damping of the tip apex motion,
D = N2

c

/N
d

= 1, the blue dash-dotted line indicates a tenfold underdamped
system. The colours indicate the quality of the stick-slip patterns. Green
corresponds to a clearly recognizable atomic lattice, and red to strongly
washed out patterns.

4.2 Interpretation - modes of friction

Our theoretical description of the tip apex, presented in Chapter 2, already
predicted friction behaviour of the tip apex that should depend on the tip
geometry. The numerical calculations presented here show this dependence
too. In case of a close to critically damped tip apex, regular SS-motion
is observed. A deviation from the critically damped situation leads to
a loss of atomic periodicity in the lateral force signal of the cantilever.
Apparently, a limited window exists where the dissipation is high enough
to avoid multiple slips and where the statistical fluctuations are not causing
irregular slip occurrences.

This friction picture can be summarized and visualized by a ‘phase’
diagram as presented in Figure 4.2. This figure indicates the quality of
the atomic patterns as function of the tip geometry. The colour coding is
based on the numerical calculations that we performed, the indicated lines
are drawn in accordance to Equations 2.8 and 2.9. We see that the friction
regimes are characterized by the geometry of the tip, which is defined by
N

d

and N
c

. The lower right, black coloured, area is physically inaccessible
as the ensemble of dynamic atoms at least consist of the atoms making up
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the friction contact.
In Figure 4.2, just above the unphysical area, a narrow regime is present

characterised by a relatively small number of dynamic atoms and a large
contact size. This makes the dissipation rate of the friction contact rela-
tively high, resulting in overdamped behaviour. The high dissipation in-
creases the noise on the contact behaviour, which explains that this regime
is characterised by statistically initiated jumps (c.f. Figure 4.1d). The blue
solid line in Figure 4.2 indicates the case of a critically damped friction
contact, D = 1. The area around this line represents a regime in which
regular SS-motion of a tip of an FFM will yield the typically observed
atomic lattices in the 2D lateral force maps.

In case of a slightly underdamped tip geometry, e.g. D = 0.1 indicated
by the dashed blue line in Figure 4.2, multiple slips occur. These slips
degrade the atomic patterns in the 2D force maps, as can be seen in Figure
4.1b, where the tip geometry realized a damping factor D = 0.1. An even
further underdamped scenario, having a damping factor of D = 0.01, yields
a complete vanishing of atomic periodicities in the observations, see Figure
4.1a. This situation belongs to the red area in the top-left corner of the
friction phase diagram shown in Figure 4.2.

4.3 Implications - tuneable friction

In view of the strict conditions on the tip geometry for obtaining atomic
patterns by an FFM, visualized by the green area in the phase diagram in
Figure 4.2, one might wonder why so many FFM-experiments yield regular
SS-motion that results in the typically observed atomic periodicities. The
answer to this question is surprisingly natural: most tips used in AFM-
and FFM-experiments have geometries that make the tip apex naturally
fall in the green area of the phase diagram. As a result, a typical AFM
probe has a tip apex that will realise an approximately critically damped
friction contact. But, on the other hand, in case we would use a completely
rigid tip in an FFM, which one might regard as the optimal configuration,
we would never observe regular SS-motion. Namely, this would make the
dynamic mass very high, which would bring us to the upper-left, red area in
the friction phase diagram: a heavily underdamped situation that destroys
the observation of atomic patterns.

Our characterisation of single asperities and the narrow window of tip
geometries that lead to regular SS-motion allows us to think about new
strategies to control friction. For example, although the red areas in Figure
4.2 indicate a loss of regular SS, friction contacts that fall in the upper-left
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red zone will result in a reduction of the average friction force experienced.
The further away from the critically damped scenario, the more delocalized
the single asperities will be. We regard this as a novel and attractive
way to achieve low-friction contacts. Based on this approach, we can not
only think of individual ‘designer’ asperities, combining a specific tip apex
geometry and sti↵ness. The concept can be used on a macroscopic scale
by an appropriate patterning of the entire surface into an ensemble of such
low-friction contacts, thus generating a macroscopic, low-friction interface.

4.4 A detailed look at FFM experiments and their
interpretation

Experimental reports that can be used to verify our theoretical work are
rather scarce as highly time-resolved experiments are required. One of the
most suited reports in the literature is the work performed by S. Maier et
al.[15]. In their work, the focus was on fluctuations and jump dynamics
in atomic friction experiments. Using a FFM equipped with a high-speed
data acquisition system, single-asperity friction on graphite and KBr(100)
was studied with a 20MHz sampling rate. Here we will evaluate the experi-
mental data reported in Reference [15] in the light of our work and based on
this we present an alternative interpretation of their findings. The results
obtained by our numerical calculations will be used to study and discuss
both the tip apex behaviour and the impact of this behaviour on the ob-
served lateral deflection of the cantilever. Consequently, the validity and
strength of our numerical approach will emerge.

4.4.1 Data averaging

Both in numerical calculations and in experiments, the acquired data is
often averaged in order to cancel high-frequency noise. Extra attention has
to be paid in case the data rate after averaging is approaching the frequency
of relevant components in the original signal within one order of magnitude.
The impact of data averaging on the amplitudes of harmonics in the original
signal can be evaluated by calculating the transfer function of such a digital
process. In our case, data averaging of a sine function f

0

(t) = A sin (!
0

t)
over a certain time interval T

ave

can be described mathematically as follows:
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T
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f
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Figure 4.3: Transfer function of typical digital data averaging of an input
signal towards a 66 kHz sampling rate as function of the input frequency.
The graph shows that even at a frequency as high as 300 kHz signals are not
completely suppressed by the low sampling rate and that at intermediate
frequencies the undersampling can even lead to sign reversals of the filtered
signal.

For simplicity, we show the operation in continuum space. Performing the
integration and using the product-to-sum identities, leads to
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which can be rewritten into
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This means that data averaging over a time interval T
ave

a↵ects the ampli-
tude of a harmonic with frequency !

0

with a factor sinc (0.5!
0

T
ave

).
In case of a 15µs time resolution (as used in the work in Reference [15],

which was the result of averaging over 50 data points of data recorded with
3.3MHz sampling frequency), the transfer function of the data averaging
applied in their situation is plotted in Figure 4.3. This figure shows the
ratio between the output and input amplitudes of a harmonic signal, as
function of the frequency of the harmonics in the input signal.

In order to let the calculations performed in our work match with the
work done in Reference [15], we configured our filtering such that it matched
with the filtering performed in Reference [15] as closely as possible. Since
the eigenfrequency of the modelled cantilever was not precisely identical to
that of the cantilever in the experiment, we adjusted the filter frequency
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accordingly. In practice, the data for the modelled cantilever (which was
stored to a file with a sampling rate of 20MHz) was averaged over 600 data
points.

As a side remark, we note that the impact of data averaging on thermal
noise is such that the high-frequency part of the noise (roughly > 0.5MHz)
is removed completely and hence the observed noise band is reduced.

The residual noise band Maier et al. observed after data averaging,
had an amplitude of 0.7 nN. The primary origin of this noise cannot be
thermal fluctuations, as a quick calculation shows that unfiltered thermal
noise on the cantilever would result in a noise force with an amplitude less
than 0.3 nN. Additional data averaging would reduce this amplitude even
further by nearly one order of magnitude. Hence we assume that the noise
band reported in Reference [15] has its major origin in electronic noise
generated by the photodiode.

4.4.2 A close look at the motion of the tip apex

The calculations performed in our studies take into account the full dy-
namics of both the cantilever and the tip. This detailed study allows us to
zoom in on the motion of the tip apex and on the occurrences op slips and
allows us to follow the reaction of the cantilever.

In order to compare the cantilever behaviour and the tip apex dynam-
ics, one has to bridge a gap of timescales (kHz vs THz). For this, his-
tograms were made of the tip apex positions. Every single calculation cycle
(THz-scale), the x- and y-coordinates of the tip apex were stored internally.
Then (on the MHz-scale) a histogram was constructed out of all tip-apex-
position-data-points. This histogram was written to a file. After the cal-
culations were finished, a Python-script imported all these histograms and
plotted them as function of time (e.g. see the upper panel of Figure 4.4). In
this way, a 2-dimensional map was created, which clearly shows the most
frequently occurring tip apex positions along a single direction (e.g. x),
over time. These maps, plotted together with the lateral force on the can-
tilever, enable us to look at the origin of the typically measured friction
traces and to analyse the interplay between tip apex and cantilever.

A typical example of this interplay is shown in Figure 4.4. This figure
is based on a simulation in which a tip was scanning a graphite lattice. In
the upper panel, a histograms of the x-coordinate of the tip apex position
is shown as function of time. Each individual histogram is plotted along
the vertical axis and shows a distribution of the x-positions of the tip apex
during a certain time interval. This map shows that the tip has performed
e↵ectively four slips during the calculations. However, an accurate look at
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Figure 4.4: (Upper panel) Statistical representation of the x-coordinate
of the tip-apex plotted as function of time. Each vertical column of pixels
originates from one histogram. The colours run from blue (zero proba-
bility) via yellow (intermediate) to red (maximum probability). (Center
panel) Unfiltered, 20MHz data representing the lateral force on the can-
tilever. (Bottom panel) Lateral force data, originating from the cantilever,
averaged in order to the simulate experimental conditions in Reference
[15], as detailed in the text. A zoom in of the data at the position that is
indicated by the green, dashed line is presented in Figure 4.5. The calcu-
lation was performed on a graphite lattice, using the following parameters:
U
0

= 0.45 eV
pp

, m
cant

= 10�10 kg, m
d

= 10�20 kg, v
supp

= 30nm/sec, and
T = 298K.
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each of these four slip events reveals that at each slip the tip apex jumps
multiple times at high frequency forward and backward from one lattice
well to the next.

The second panel presented in Figure 4.4 shows the lateral force on
the cantilever. The data sampling rate was 20MHz. The third panel also
presents the lateral force on the cantilever, but in this panel the data points
were averaged over 600 points in order to e↵ectively create the same con-
ditions as realized in the experiments in Reference [15]. The impact of
data averaging is clearly visible from the di↵erence between the lower two
panels of Figure 4.4: the SS-signature is much more pronounced after data
averaging. The e↵ect of data averaging is identical to the one reported in
Reference [15]. Our focus on the tip apex position in combination with
the force on the cantilever forms an additional tool that allows us to study
the interaction between the tip and cantilever in more detail using our
calculation model.

The next sections focus on the interpretation of the dynamics of both
the cantilever and the tip apex. The experimentally inaccessible timescale,
at which the tip apex moves, will be accessed by our calculations. Based
on the experimental support of the results of our calculations, we reveal
the behaviour of the apex of a friction contact.

4.4.3 Cantilever oscillation

The impact of a single slip-event of the tip apex on the cantilever can be
studied when we compare the non-averaged (20MHz) lateral-force data of
the cantilever with the history of the tip apex position. In Figure 4.5, a
zoom-in is presented of the first part of the first slip-event shown in Figure
4.4. The upper panel shows that the tip apex jumps forward and backward
between lattice wells multiple times at a high frequency. The influence of
each slip event of the tip apex on the cantilever is visible in the lower panel
of Figure 4.5. In this figure we see that the lateral force on the cantilever
oscillates. The force oscillation occurs with the cantilever eigenfrequency
and is a direct consequence of the oscillatory motion of the cantilever. The
amplitude and phase of the cantilever oscillation are both changed abruptly
each time that the tip apex jumps.

A comparison of the middle and bottom panels of Figure 4.4 with the
bottom panel of Figure 4.5 enables us to explain the complex motion of the
cantilever in Figure 4.4. Especially the middle panel in Figure 4.4 shows
a noisy, scattered set of data points during episodes where the tip apex
jumps forward and backward many times between its current and its next
lattice position. The abrupt changes in the amplitude and phase of the
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Figure 4.5: Zoom in of Figure 4.4 at the position indicated by the green,
dashed line in Figure 4.4. Both the tip apex position (upper panel) and
the non-averaged lateral force on the cantilever (lower panel) are plotted.

cantilever oscillation at each tip apex jump results in very complex and
erratic cantilever behaviour. On the other hand, during episodes in which
the tip apex is localized in a certain lattice well, a well-defined, broad band
is visible in the middle panel of Figure 4.4, which means that the oscillation
of the cantilever is not disturbed.

The insight in the influence of a tip-apex jump on the cantilever motion
brings us to a new level of understanding of single-asperity friction. First,
as the cantilever is not damped significantly (in our calculations it is even
completely undamped), the energy inserted into the complete 2-mass-2-
spring system by the moving support, has to be dissipated exclusively via
the tip-surface contact eventually. So all energy present in the cantilever
oscillation will finally reach the friction contact, although energy can be
stored in the cantilever motion temporarily. The coupling of the cantilever
to the tip apex is rather weak (m

d

/m
cant

< 10�10). Therefore, direct
dissipation of the cantilever’s kinetic energy via the resulting, forced motion
of the tip apex is negligible, as can been recognized in the second panel of
Figure 4.4, where the amplitude of the cantilever oscillation remains nearly
constant between subsequent jumps of the tip apex. The only way for
the cantilever to lose energy e�ciently, is by a sudden loss of potential
energy as the direct consequence of a sudden change in the equilibrium

48



Figure 4.6: A schematic view of the change of the cantilever potential
due to a jump of the tip apex. The situations before and after the jump
are indicated by the blue and green curves respectively. The two curves
indicate the full potential experienced by the cantilever, as a result of its
connections to both the support and the tip apex. The oscillatory motion
of the cantilever is indicated by the sine function. During the rapid jump
of the dynamic tip apex, the position of the cantilever is not changed. The
precise position and velocity of the cantilever at the moment of the tip apex
jump determines its new amplitude and phase.
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position of the cantilever. The equilibrium position of the cantilever is
determined by the positions of the support and the tip apex (and their
spring coe�cients). The position of the support can be considered to remain
unchanged on the timescale of a slip event. However, a jump of the tip apex
from one lattice well to another takes place at a timescale characterized by
the eigenfrequency of the tip apex, which is in the THz-regime. As a
consequence, each time the tip apex jumps, both the equilibrium position
of the cantilever and the potential energy stored in the tip-cantilever spring
are changed. As the cantilever moves very slowly with respect to the tip
apex, the cantilever experiences instantaneously a di↵erent force after a
sudden jump of the tip apex. This results in abrupt changes of both the
amplitude and phase of the cantilever oscillation. Basically, the position of
the cantilever at the moment the tip-apex jumps, is crucial for its future
motion. A schematic view of the change of the cantilever potential and its
motion before and after a tip apex jump is shown in Figure 4.6. Note, that
the change in potential energy of the cantilever goes hand in hand with an
opposite change in kinetic energy of the tip apex, which is accelerated or
decelerated due to the force exerted by the cantilever. This forms a highly
e�cient pathway for the exchange of energy between cantilever and tip
apex, as is illustrated by the strong variations in the cantilever’s oscillation
amplitude in Figures 4.4, 4.5 and 4.6.

4.4.4 Slip duration, intermediate tip positions

Most of the highly time-resolved experiments presented in Reference [15]
were performed on a KBr(100)-lattice. In order to check the influence of
the substrate, we also performed numerical calculations using a lattice po-
tential corresponding to the KBr(100)-lattice. The result of a calculation
using a lattice corrugation of 0.45 eV (peak-peak) is shown in Figure 4.7.
The scanning support of the cantilever was moved over 5 lattice constants,
comparable to the calculations for graphite. The upper panel of Figure 4.7
shows the distribution of the x-coordinate of the tip apex as function of
time. A pronounced di↵erence with respect to the calculations performed
on a graphite lattice, is the alternating long and short residence time of the
tip apex in lattice wells. In the calculations shown in the upper panel, 11
locations are visible at which the tip apex resided (including the starting
position). One might have expected to observe only 4-5 tip apex jumps,
as the support moves over 5 lattice spacings. However, intermediate jumps
are present. These are sideways jumps of the tip apex to the most easily ac-
cessible wells. In other words, the apex jumps not purely in the x-direction
in which the motion of the support takes place, but it follows a minimum-
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Figure 4.7: (Upper panel) Distribution of the x-coordinate of the tip-apex
plotted as function of time. Each vertical column of pixels originates from
one histogram. (Center panel) Unfiltered, 20MHz data representing the
lateral force on the cantilever. (Bottom panel) Lateral force data averaged
in order to simulate experimental conditions (as applied in Reference [15]).
The calculation was performed on a KBr(100)-lattice, using the following
parameters: U

0

= 0.45 eV
pp

, m
cant

= 10�10 kg, m
d

= 10�18 kg, v
supp

=
30nm/sec, and T = 298K.
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energy zig-zag trajectory over the surface, in which it passes through other
energy wells at intermediate x-coordinates. The y-motion of the tip apex,
recorded in our calculations, supports this interpretation.

A detailed look at the tip apex behaviour on graphite, as shown in
Figure 4.5, reveals that also in that case the tip performs jumps with a
length of half a lattice distance in the x-direction. Also on graphite, the
tip performs jumps in the sideways directions. However, the position of the
tip apex in those sideways-positioned lattice wells is energetically not very
favoured, which leads to negligibly short residence times of the tip apex in
these positions.

The dynamic behaviour of the tip apex jumping between lattice wells
results in a very specific behaviour of the cantilever deflection, especially
after data-averaging. This can be seen most clearly in the lower panels in
Figures 4.4 and 4.7. On the KBr(100)-lattice, the stable, intermediate po-
sitions of the tip apex result in an extra level in the lateral force curves. On
graphite, the jumpiness of the tip apex shows up di↵erently in the friction
force data. After averaging of the tip apex x-position over many individ-
ual jumps, a gradual slope emerges. This is the result of the statistical
average of the amount of time the tip resides in the discrete lattice wells.
So the rapid dynamics of the tip apex, which jumps between well-defined,
discrete positions is obscured in the experiment by the both the relatively
slow cantilever and the subsequent data averaging.

In short, in the experiment, the slips may appear like very slow events,
however, in reality, each individual slip duration is more or less identical
(characterized by the eigenfrequency of the tip apex) and the apparent
slip duration is a consequence data averaging carried out on the deflection
signal of the ‘slow’ cantilever. This new insight explains most of the data
observed in Reference [15] and yields a more fundamental interpretation of
their experiments, based on the dynamic behaviour of the friction contact.

4.4.5 The Q-factor of the cantilever

In Section 3.3.4 the damping of the cantilever was described by its Q-factor.
As we show in Appendix A, the Q-factor of the cantilever can be expressed
as follows.
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(4.4)
In this equation, not only the influence of the connection of the cantilever
to the support and to the dynamic mass, but also the influence of the
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(a) (b)

Figure 4.8: Result of a numerical calculation of a tip scanning over
graphite at room temperature. (a) Distribution of the x-coordinate of the
tip apex (top) and the non-averaged lateral force on the cantilever (bot-
tom) during a typical SS-motion on graphite. (b) Fourier spectrum of
the lateral force on the cantilever. The estimation of the Q-factor is indi-
cated by the green fit, which is characterised by the following parameters:
FWHM = 83.1Hz, Center = 89.8 kHz, Q = 540.

tip-substrate interaction is taken into account.

The Q-factor of the cantilever is known to decrease many orders of mag-
nitude when the tip is brought in contact with a substrate, although the
origin of this e↵ect is not fully understood yet [15]. Our numerical calcu-
lations present a suitable tool to investigate the e↵ect of the tip-substrate
interaction on the Q-factor of the cantilever. First, a calculation was done
in which a typical FFM experiment was simulated. The cantilever and tip
were dragged by the support moving at a velocity of 30 nm/sec over the gra-
phene lattice potential with a corrugation of 0.4 eV, at room temperature.
The Q-factor was determined by a Fast Fourier Transformation (FFT) and
found to be approximately 540, see Figure 4.8. Second, a situation was
created that was intended to realize a ‘delocalized’ tip that is jumping for-
ward and backward between two lattice wells. To realise this, the support
was fixed at a position just in between two lattice wells in the tip-substrate
interaction potential, maximizing the enharmonic contribution of the inter-
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(a) (b)

Figure 4.9: Result of a numerical calculation at room temperature of a
tip-cantilever system, while the support is positioned right in between two
minima, i.e. above a local maximum, of the interaction potential between
the tip apex and the graphite substrate. (a) Distribution of the x-coordinate
of the tip apex (top) and the non-averaged lateral force on the cantilever
(bottom) during a typical SS-motion on graphite. (b) Fourier spectrum of
the lateral force on the cantilever. The estimation of the Q-factor is indi-
cated by the green fit, which is characterised by the following parameters:
FWHM = 2.41 kHz, Center = 89.2 kHz, Q = 18.5.
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(a) (b)

Figure 4.10: Result of a numerical calculation of a tip-cantilever system,
while the support is positioned right in between two minima, i.e. above a
local maximum, of the interaction potential between the tip apex and the
graphite substrate. The temperature wat set to 0K in order to prevent ther-
mally activated jumps of the tip apex. (a) Distribution of the x-coordinate
of the tip apex (top) and the non-averaged lateral force on the cantilever
(bottom) during a typical SS-motion on graphite. (b) Fourier spectrum of
the lateral force on the cantilever. The estimation of the Q-factor is indi-
cated by the green fit, which is characterised by the following parameters:
FWHM = 38.5Hz, Center = 89.8 kHz, Q = 1170.
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action potential. The thermal fluctuations cause the tip to jump between
the minima in the interaction potential many times, as can be seen in the
results of the calculations that are presented in Figure 4.9. The Q-factor
of the lateral force signal from the cantilever has dropped significantly to a
value of 18.5. In order to verify that thermal fluctuations have been solely
responsible for this strong reduction of the Q-factor, we have repeated the
calculation for precisely the same configuration, i.e. with the support posi-
tioned precisely between two neighbouring potential wells, but now at zero
temperature. As can be seen in Figure 4.10, the absence of fluctuations
resulted in a very ‘localized’ tip. The Q-factor has increased to a value of
at least 1170. In fact, this value should be regarded as a lower estimate of
the Q-factor, as a result of the finite resolution of the calculation.

These numerical calculations reveal a dramatic impact of the tip-sub-
strate dynamics on the measured Q-factor. As demonstrated in Figures
4.8-4.10, the mere presence of the lattice does not explain the deterioration
of the Q-factor. In Section 4.4.3 we demonstrated that a delocalized tip
apex that is jumping forward and backward, has a major impact on the
amplitude and the phase of the oscillating motion of the cantilever. As a
direct result, the cantilever motion can no longer be described properly by
a single resonance frequency and the FFT acquires a significant width, as
is illustrated dramatically in Figure 4.9. The impact of this noise on the
Q-factor is in the order of several orders of magnitude. Summarizing we
can state that the Q-factor is a↵ected significantly by the dynamics of the
tip apex.

Our findings are supported fully by the experimental results presented
in Reference [15]. In that report, it can be recognized that the ‘noisy’
FFT-spectrum measured using a sharp tip on an Al

2

O
3

(0001)-substrate
is fully consistent with the analysis and interpretation presented here. In
addition, the spectra reported in Reference [15] that are recorded using
micrometer-scale spherical tips do not exhibit the discussed ‘noise’, which
is not a surprise as these tips are not expected to create a single-asperity
contact with the substrate. As a consequence, the recorded lateral forces
originate from an averaged behaviour of all individual nanocontacts of the
blunt tip with the substrate.

Using the interpretation presented here, both the qualitative nature of
the lateral force spectra and the quantitative behaviour of the Q-factor is
explained. The origin of the behaviour of the measured cantilever deflection
is rooted in the extremely dynamic behaviour of the tip apex. Although the
cantilever is much heavier than the tip apex, every single high-frequency
slip of the tip apex a↵ects the cantilever motion, resulting in a significant
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impact on the Q-factor of the cantilever.

4.5 Summarizing conclusions

Numerical calculations using the refined 2-mass-2-spring model resulted in
friction force maps that contained a limited regime in which atomic peri-
odicities are clearly observed. This regime is characterised by a specific
ratio between the number of atoms present in the contact and in the dy-
namic mass. When this ratio led to a critically damped tip apex, regular
SS-patterns were observed. In other scenarios, either the underdamped
tip apex led to multiple slips or the overdamped tip apex resulted in a
stochastic-type of stick slip.

Our numerical model allowed us to zoom in on the motion of the tip
apex and on the reaction of the cantilever on slip events of the tip apex.
Based on the experimental support of the results of our calculations, we
revealed the behaviour of the tip apex of a friction contact. The typical
observations of the lateral deflection of the cantilever was explained and
further insight in special behaviour of the tip apex was achieved.

Also, we concentrated on the Q-factor of the cantilever. The absence
of explicit damping on the cantilever and the marginal damping of the
cantilever via the small tip apex could not explain the drop in the A-factor
that is typically reported in literature. We showed that the SS-behaviour
of the tip apex as a significant influence on the determined Q-factor of the
cantilever.

Based on our theoretical model of a friction contact and on the calcu-
lational results, we constructed a friction ‘phase’ diagram. As most tips
used in AFM- and FFM-experiments have geometries that make the tip
apex naturally critically damped, regular SS-motion is readily observed.
Deliberate construction of asperities with a geometry that would lead to
low friction contacts, opens a way to predict and tune the friction of maybe
even macroscopic surfaces.
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Appendix A

Theoretical description of
the Q-factor of the cantilever

In Chapter 4, the Q-factor of the cantilever was discussed. The Q-factor was
estimated via the frequency spectrum of the lateral force on the cantilever.
At the very beginning of the discussion, a theoretical expression of the Q-
factor was given in Equation 4.4. Here, we will derive this equation. But
first, we motivate the need for an alternative expression with respect to
known versions present in the literature.

A.1 Motivation

In Reference [15], a derivation of the Q-factor was made by Maier et al.
in an attempt to explain the Q-factors that were estimated based on their
experiments. One of the assumptions made in this derivation, was that the
tip apex followed the motion of the cantilever. The results of our numer-
ical calculations do not justify this assumption: we have shown that the
tip apex is oscillating most of its time in the lower part of the substrate
potential wells. At the same time, the sti↵ cantilever oscillates with its
own charactiristic frequency. The relatively soft spring between the can-
tilever and the tip apex makes the tip apex significantly decoupled from
the cantilever.

Our alternative derivation is meant to incorporate the e↵ect of the pres-
ence of the substrate potential and the e↵ect of the decoupling between the
tip apex and the cantilever.
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A.2 Derivation of Equation 4.4

The Q-factor of the cantilever is defined as

Q = 2⇡
E

�E
, (A.1)

where E is the energy stored in the oscillator, and �E is the energy loss
per oscillation cycle of the cantilever. Here, we are interested in the case
where the cantilever is coupled to the flexible tip apex, which turns our
system into a 2-mass-2-spring system.

For the sake of simplicity, we treat the symmetric case, in which the
equilibrium positions of the support, the cantilever and the tip apex are
coinciding with a local minimum in the substrate potential.

We will calculate the energy loss per oscillation cycle of the cantilever
�E, under the following assumption:

Assumption 1: We assume that the intrinsic damping of the cantilever
is so weak that it can be ignored completely.

This assumption simplifies our derivation of �E, as the energy dissipa-
tion is now only concentrated in the tip apex:

dE

dt
= ��

diss

(ẋ
d

(t))2. (A.2)

Now, we have to establish a relation between the motion of the cantilever
and that of the tip apex. First, we define the motion of the cantilever as
follows:
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The motion of the tip apex, x
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, is coupled to the time-dependent position
of the cantilever and to the substrate. This coupling can be made explicit
via the combined potential that is experienced by the tip apex:
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in which the two terms on the right-hand side represent the tip-cantilever
spring potential and the tip-substrate interaction potential, respectively. As
the tip apex is a very dynamic element, especially with respect to the much
heavier cantilever, we can describe its motion as a rapid oscillation around
the time-dependent minimum x⇤
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of V
d

. The position of this minimum is
given by
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Assumption 2: As the amplitude of the tip apex oscillation is small
with respect to width of the substrate potential wells, we can approximate
the shape of the substrate potential by a parabola, so that sin(ax) ⇡ ax.

This assumption simplifies Equation A.5 to:
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We can describe the motion of the tip apex as a rapid oscillation around
this time-dependent potential energy minimum:
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From this we obtain the velocity of the tip apex:
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This can be used to calculate the energy dissipation rate at the tip apex:
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If we integrate this over one full oscillation period of the cantilever, we
obtain the total energy loss per cycle:
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In the integration, the cross term in dE/dt leads to a zero contribution.
The two remaining terms can be associated with the dissipation due to the
separate contributions from the rapid tip apex motion and the much slower
motion of the tip apex’s equilibrium position due to the cantilever oscilla-
tion. It is the latter term that we associate with the modest dissipation of
the cantilever motion via the tip apex. This is the cantilever energy loss
per oscillation cycle that we need to determine:
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The energy of the cantilever oscillation is equal to:
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Using these expressions for E and �E, we can now calculate the corre-
sponding Q-factor to be:
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Using Equation 2.7, which stated that �
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Equation A.13 as
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This relation can be further simplified, which results in the expression of
the Q-factor given in Equation 4.4:
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What the equation shows is that the mass ratio between the cantilever and
the tip apex makes the damping of the cantilever motion via the forced
motion of the tip apex extremely ine�cient. In addition it shows that
the e↵ectiveness of this weak dissipation channel depends strongly on the
amplitude of the tip-substrate interaction potential.

The form derived here for the Q-factor was tested by numerical calcula-
tions that comprised ringdown tests using our 2-mass-2-spring model with
various, realistic amplitudes of the graphite substrate potential, including
the extreme case of a flat potential. The Q-factor in these calculations,
that was estimated via the decay of the cantilever oscillation amplitude,
was (within the statistical error margin of the calculations) identical to the
Q-factor calculated via Equation 4.4.
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Appendix B

List of symbols

List of all symbols used in the first part of this thesis. The symbols are put
in alphabetical order. Greek symbols are put at the end of the list.

a lattice constant of the substrate
D relative damping rate of the friction contact, D = 1

corresponds to the critically damped case
F
diss

the dissipative force on the dynamic mass m
d

k
at

spring constant associated with each of the atomic
bonds in the tip

k
B

Boltzmann’s constant
k
cant

(torsional) cantilever spring constant
k
d

spring constant with which the dynamic tip mass m
d

is connected to the rigid remainder of the tip plus the
cantilever

k
e↵

e↵ective spring constant of the entire system (from
support to substrate)

k
subs

spring constant associated with the sti↵ness of the
substrate

k
tip

spring constant of the tip
k
TSI

spring constant associated with the tip-substrate in-
teraction

m
at

atomic mass of the atoms in the tip
m

cant

e↵ective mass of cantilever
m

d

dynamic mass, i.e. the mass associated with the N
d

dynamic atoms
m

e↵

e↵ective mass present in the 1-mass-1-spring model,
which is pulled through the substrate potential
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N
c

number of atoms making physical contact with the
substrate

N
d

number of dynamic atoms, i.e. the e↵ective number
of atoms moving at same speed as the N

c

contact
atoms

Q quality factor of an oscillator, which is in our work
the cantilever

T the temperature of the system
t
diss

timescale set by the damping rate ⌘
diss

t
slip

timescale for a slip event of the dynamic mass
U
0

corrugation amplitude of the periodic substrate po-
tential V

subs

V
subs

substrate potential
v
supp

velocity of the support
x
cant

x-coordinate of the cantilever
x
d

x-coordinate of the dynamic mass
x
supp

x-coordinate of the support
x
t

x-coordinate of the tip apex

Greek symbols
� dissipation rate [kg/sec]
�
at

dissipation rate of one single atom in the contact
[kg/sec]

�
diss

dissipation rate of the entire contact [kg/sec]
⌘
at

damping rate of one single atom in the contact [sec�1]
⌘
diss

damping rate of the dynamic mass [sec�1]
µ macroscopic friction coe�cient
⇠ Gaussian distributed random noise term
�
F

standard deviation of the random force
!
at

typical (angular) frequency for vibrations of an atom
in the tip

!
d

(angular) eigenfrequency for vibrations of the dy-
namic mass
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Part II

Graphene growth on Ir(111)
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Chapter 5

Introduction,
instrumentation and
methods

5.1 A short introduction to graphene

5.1.1 The need for reliable graphene production methods

After the experimental discovery of graphene by Geim et al. in 2004[33],
this material has obtained enormous attention as many of the extraordinary
properties that have been predicted theoretically, have been confirmed by
scientific experiments. The uniqueness of graphene is in its internal struc-
ture. Graphene is the thinnest possible material, with a thickness of a
single atom. It is a 2-dimensional network of carbon atoms solely, which
are ordered in a honeycomb lattice. All carbon atoms are connected to
each other via sp2-bonds, which make it mechanically the strongest mate-
rial known. Although graphene sheets can be stacked, for example to form
graphite, the VanderWaals interactions between the sheets are weak with
respect to the strong, in-plane bonds.

The rather simple internal structure of graphene makes it attractive
both theoretically and experimentally. For example, research has shown
that graphene is resistant to many chemical environments, putting graphene
forward as a candidate for protective coatings[34]. Its electronics properties
make graphene promising for future electronics, for example for photonics,
high-frequency and energy storage applications[35–37]. In addition to this,
the strength and the 2-dimensional nature of graphene can be used to apply
graphene on surfaces in order to reduce friction at interfaces[1].
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For industrial applications and all other forms of large-scale use of gra-
phene, e.g. in research, methods are required for mass production of high-
quality graphene. The first samples of graphene were obtained via me-
chanical exfoliation of graphite[38]. Using Scotch tape, natural graphite
was cleaved repeatedly until one layer of graphite (i.e. graphene) was left.
This method is su�cient for many laboratory purposes, but does not sat-
isfy industrial requirements of scalability and controlled quality. Currently,
well-known ways to synthesize graphene applicable for mass production are
the growth from silicon carbide (SiC) and the chemical vapor deposition
(CVD) of graphene from a carbon containing gas on a transition metal[35].

It has turned out to be far from straightforward to synthesize graphene
with a quality, e.g. defect density, as good as graphene obtained by me-
chanical exfoliation. Nevertheless, graphene production recipes are being
developed delivering material of steadily improving quality[39, 40]. How-
ever, the graphene sheets produced nowadays still su↵er from various is-
sues, such as defects in the form of domain boundaries[41], contaminations
and wrinkles that originate from the growth method or from used transfer
methods[42, 43].

The most promising and and most widely used method to synthesize
graphene is the growth via CVD. In this process, typically hydrocarbons are
deposited on a transition metal. At a certain temperature, the hydrocarbon
molecules decompose and leave carbon on the substrate. When appropriate
conditions are applied (e.g. gas pressure, substrate temperature) the carbon
atoms will form graphene nuclei and growth of graphene can be realized by
further addition of carbon.

A complete understanding of the complex CVD-process is required in
order to manage it such, that one can prevent the creation of defects and
suppress other processes that degrade graphene. Once all stages of the gra-
phene growth process are fully under control, a process flow can be designed
such that nearly perfect, macroscopically sized layers of graphene can be
synthesized. This should result in a reliable recipe to produce graphene on
an industrial scale.

5.1.2 Graphene growth on Ir(111)

To study thin film growth, typically single crystals are used. The crys-
tal surfaces are used as model systems and allow systematic research of
the synthesis of e.g. graphene. A popular substrate surface used to grow
graphene, is the Cu(111) surface. As the solubility of carbon in copper is
relatively low, this substrate allows for self-limiting growth of monolayer
graphene.

66



The growth of graphene on copper takes place at a temperature of
approximately 1325K. At this temperature, the vapor pressure of copper
is so high, that copper is leaving the surface at a rate of approximately
200 monolayers per second[44]. This e↵ect would make it hard to scan
the surface with the STM for long periods of time as the surface level is
retracting itself over time. In addition, we find that the scanning of a copper
surface with the STM at 1325K immediately leads to the formation of a
‘neck’ between the surface and the STM tip, like reported before in the case
of scanning of Pb surfaces with an STM tip at a temperature of 318K[45].
Summarizing, the growth of graphene on copper cannot be studied by STM
in situ at the appropriate, high CVD temperaturef.

In order to use STM imaging to obtain atomic-scale insight in CVD
growth of graphene on metal surfaces, we are forced to take refuge in al-
ternative metals. One of the metal surface that we have employed for this
purpose is Rh(111). Studies on this surface, performed in our research
group, showed that the substantial solubility of carbon in rhodium can-
not be neglected during growth of graphene[46]. Carbon that is dissolved
into the rhodium bulk during the CVD process and that segregates to the
surface of the rhodium crystal when the rhodium is cooled down to room
temperature, subsequently, was found to a↵ect the growth of graphene and
to complicate the recipe to grow graphene with a minimal density of grain
boundaries.

A metal that has both a low vapor pressure and a negligible carbon
solubility is iridium. Ir(111) has been used already to study the growth of
graphene, which revealed that the iridium surface is well suited for studying
the growth of monolayer graphene in an ultrahigh vacuum (UHV) environ-
ment, even at high temperatures. Like several of the other metal surfaces,
the lattice mismatch between Ir(111) and graphene leads to the formation
of a superstructure, a moiré pattern, that enables one to study properties
of graphene growth at the atomic scale, without necessarily having atomic
resolution with the STM. For these reasons, Ir(111) was chosen as the sub-
strate for our experiments.

The nucleation and growth of graphene on Ir(111) have been studied
before using di↵erent techniques. Examples are: room-temperature investi-
gation at the atomic scale by STM in UHV after temperature-programmed
growth (TPG)[47]; real-time, in situ investigation by carbon evaporation
in high vacuum by Low Energy Electron Microscopy (LEEM)[48] and real-
time, in situ investigation of the thermal evolution of room-temperature de-
posited ethylene by high-energy-resolution, fast X-ray photoelectron spec-
troscopy[49]. These experimental approaches have improved significantly
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the understanding of the growth mechanism of graphene on Ir(111). How-
ever, a direct observation of the nucleation, ripening and growth of graphene
at the nanoscale is still lacking. A technique that would allow us to perform
such observations might answer several fundamental questions on graphene
synthesis.

A promising instrument to provide these nanoscale observations is the
variable-temperature STM (VT-STM) in a UHV system[50]. This STM
setup combines both the nanoscale resolution and the well-defined, variable-
and high-temperature environment to study the nucleation and growth of
graphene in situ. In our research group, such a microscope was developed
and built-up several years ago. More details on this equipment can be found
in the next section. In this part of the thesis, we present the experimental
results on the graphene-iridium system, obtained using this home-built VT-
STM.

5.2 Instrumentation

All experiments reported in this part of the thesis were performed in the
UHV system that is described in more detail in the PhD thesis of M.J.
Rost[51]. The system was located in the Huygens-Kamerlingh Onnes Lab-
oratory of Leiden University. In this section we mention the most relevant
components of this setup, with an emphasis on the parts that have been
modified for the present work.

5.2.1 Vibration isolation

In order to reduce the influence of external vibrations, several measures
were taken to minimize the sensitivity to these vibrations. First, the system
is resting on a floor segment with separate foundation. Second, the vacuum
system is put on four Newport[52] Laminar Flow Stabilizers. Next, the
STM is suspended by a set of springs and finally an eddy current damping
system is installed.

5.2.2 Vacuum system

The setup currently consists of four chambers, two of them containing
a variable-temperature STM. These two chambers are connected to each
other via a transfer chamber with a loadlock system attached to it.
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The loadlock system

The loadlock system allows the users to load and unload both samples and
STM scanheads/tips without venting the STM and transfer chambers. A
Pfei↵er[53] TCM 180 magnetically levitated turbopump is used to pump
down the loadlock compartment. Eurotherm[54] programmable tempera-
ture controllers and heating tapes are used to bake the loadlock system.
In case a quick check or repair of either a sample or an STM scanner is
needed, baking is not required: quick heating of the open loadlock unit in
air using a heat gun, prior to pumpdown is su�cient.

The transfer chamber

The transfer chamber contains a mechanism to distribute samples or STM
scanheads inside the whole vacuum system. This mechanism exists of a
tape drive, which can be operated via two rotary feedthroughs. Using
those feedthroughs, a tape with a carrier attached to its very end can be
driven over a rails into the desired UHV chamber. Then, wobble sticks
can be used to (un)load samples or scanners on the carrier. A Riber[55]
ion pump is used to maintain the vacuum in the transfer chamber. Three
pneumatic gate valves are located in between the transfer chamber and
the other chambers (i.e. the loadlock system and the two STM chambers).
Typically, the pressure in the transfer chamber is 1⇥ 10�8mbar.

A new component added to the transfer chamber in the course of these
studies, is a tip-sputtering system. This system consists of a Riber[55]
sputter gun, which is used to sputter the STM tip with argon ions along
the axial direction. A wobble stick is installed to pick up the STM scanner
from the transfer system and to put it in front of the sputter gun. The
sputter gun is aligned such that the 5mm diameter ion beam hits the tip
from the front. This method is used to clean the tip mildly, typically after
experiments involving gas exposure.

The main STM chamber

The main chamber of the setup is equipped with a number of components
that are listed in the PhD thesis of M.J. Rost[51]. Here, we list the most
important components and those that have been added or modified during
the work described in this thesis.

The base pressure of the chamber was most of the time below 1 ⇥
10�11mbar.
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Turbomolecular pump A Pfei↵er[53] TCM 180 magnetically levitated
170 l/s pump is used to reach high vacuum and to pump during gas expo-
sure. When high-resolution is aimed for, it is possible to turn o↵ the pump
without venting it.

Ion pump A 410 l/s Varian[56] Starr Cell ion pump is used especially for
the low-pressure range and during high-temperature experiments.

Pressure Gauge The Varian[56] Bayard-Alpert Ion Gauge is now
equipped with a UHV-24p, able to record pressures down to 7⇥10�12mbar.
The pressures listed in this thesis are not corrected for specific sensitivities
to di↵erent gasses.

Sputter gun A di↵erentially-pumped ion sputter gun from Specs[57]
(IQE 12/38) is used in combination with a Wien filter to bombard the
sample with 800 eV Ar+ ions perpendicularly. The sputter gun is pro-
grammed to scan a square grid in order to optimally sputter the sample
with a focussed beam. A typical sputter current measured through the
sample was 220 nA.

As a transfer and loadlock system are used to exchange samples and
STM scanheads, almost no reasons are left to vent the STM chamber.
During the experimental work reported in this thesis, the STM chamber
was vented and baked-out only once.

An additional, small STM chamber

A new vacuum chamber was added to the transfer chamber, which contains
a second programmable temperature STM. It will contain only an STM,
an ion sputter gun and an electron gun. The design of this chamber is kept
very simple, which makes that this part of the system is expected to be
even more stable and easier to use.

Gasses

The main source for the graphene synthesis in our experiments was ethylene
gas. A 3.5N purity high pressure gas bottle was purchased from Aldrich[58].
In order to grow the graphene by CVD, the substrate was exposed to ethy-
lene via a leak valve.

Other gasses used for sputtering and annealing were 5.0N Argon, 5.0N
Hydrogen and 5.0N Oxygen bought from Messer[59] and packed in 1L,
12 bar CANgas bottles.
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5.2.3 The high- and variable-temperature STM

The STM that was used for the work reported here is the improved pro-
grammable temperature STM, which was also used by M.J. Rost, K.
Schoots and G. Dong; its properties are discussed elsewhere, properties
such as its high-temperature performance[50] and its high-speed capabili-
ties[60]. This STM is situated in the largest vacuum chamber of the setup,
which also has ion sputtering, mass spectrometry, Low Energy Electron
Di↵raction (LEED) and Auger electron spectroscopy facilities. Also, in
this vacuum chamber, the sample can be exposed to precursor gasses, such
as ethylene, in order to grow graphene by CVD. The uniqueness of the STM
is its capability to allow the user to keep a specific area of the substrate
in view during a substantial temperature variation of up to hundreds of
Kelvin. In the work reported here, the STM was used in a temperature
range from 298 to 1250K. Typically, during an experiment, the STM was
scanning the surface while the temperature was being increased. In this
way, properties like the mobility and decomposition of deposits on the irid-
ium substrate surface could be studied as a function of temperature.

An additional, special feature of the STM is its possibility to scan fast.
This allowed us not only to scan at video rate (not used in the work reported
here) but especially to realize high tip speeds and data rates. The core of
this facility is in the analog scan generation combined with fast feedback
control. We used a home-built pre-amplifier with a bandwidth of 50 kHz.
All these components together allow the user to scan large areas at relatively
high frame rates. For example, typically a 500⇥ 500 nm2 surface area was
scanned in 512⇥ 512 pixels in only 30 s.

The temperature of the substrate was measured via a K-type thermo-
couple that was welded directly to the surface using a laser spot welding
technique. In this way, the true temperature of the substrate was measured
and a systematic error in the temperature reading was minimized.

5.3 Methods

5.3.1 The substrate: Ir(111)

Although copper is the most popular substrate for large-scale production
of graphene, in our work this material was not chosen. The main reason
for this choice is that the vapor pressure of copper is too high: at a typical
temperature for graphene synthesis (1325K) copper atoms are leaving the
substrate at a rate of approximately 200 monolayers per second[44]. This
condition makes it impossible to scan at.
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A good alternative is an iridium substrate. Like copper, it is a transi-
tion metal that catalyses the cracking of hydrocarbons into smaller com-
ponents. Another property that both copper and iridium share is the low
carbon solubility: this is a useful property for uniform monolayer growth
of graphene layers. Unlike rhodium and ruthenium, no attention has to
be paid to carbon segregation from the bulk e.g. when cooling down from
graphene synthesis conditions[46, 61, 62]. Finally, the system graphene on
iridium exhibits a superstructure that is visible at the nanometer scale.
This so-called moiré pattern relaxes the requirement of atomic resolution.
Atomic-scale defects in the graphene lattice are directly visible in the moiré
pattern. More information on the moiré pattern is given further on in this
chapter.

For the substrate, an Ir(111) crystal was purchased from Surface Prepa-
ration laboratory[63]. It had been aligned within 0.1� of the (111) orienta-
tion (using Laue and ✓�2✓ X-ray di↵raction) and cut in the right shape to
fit in our STM sample holder (4.8⇥ 4.8⇥ 1mm3). Finally, it was polished
mechanically. Halfway the experimental period, the sample has been re-
polished due to thermocouple material that was found to be present on the
crystal surface. This contamination was caused by an accidentally expo-
sure of the sample to a very high temperature (> 1300K) that allowed the
thermocouple material to distribute itself partially over the iridium surface.

5.3.2 Sample preparation

The iridium single crystal was cleaned by cycles of argon sputtering, an-
nealing in oxygen and hydrogen and finally flashing to high temperature in
UHV. These steps will quickly be discussed here.

Argon ion sputtering was performed for about 50min. This resulted in
the removal of approximately 5ML (assuming a sputter yield of 1). Sput-
tering was mainly used to remove surface contaminants and to damage
graphene islands after a graphene-growth experiment. The latter is nec-
essary in order to facilitate the removal of carbon during the oxygen and
hydrogen treatments.

In case large amounts of carbon were expected to be present, the system
was exposed to oxygen. However, iridium reacts with oxygen more strongly
than e.g. rhodium. In the temperature range of 870 � 1000K, iridium is
known to be converted to IrO

2

(s) when oxygen is present[64–66]. Around
1370K, the IrO

2

present on the surface will decompose or gaseous IrO
3

might form. This means that one should be careful when oxygen is brought
into contact with iridium at high temperatures.

In our work, we exposed the surface to oxygen at room temperature
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(typical exposure of 10 L), followed by a slow, 10-minute temperature ramp
to 870K in oxygen. In order to prevent the heating filament to break, the
oxygen partial pressure was limited to 5⇥ 10�8mbar during high temper-
ature exposures.

The removal of residual hydrocarbons and oxides was performed by a
hydrogen gas treatment after the oxygen exposure. This should result in the
removal of both residual contaminants. We typically exposed our iridium
sample to a 5 ⇥ 10�8mbar partial pressure of hydrogen at a temperature
of 1200K for 10min.

Each cleaning cycle was completed by a short (1min) flashing of the
sample to 1400K in UHV. The pressure typically stayed below 1⇥10�9mbar
during this treatment. The high temperature was applied in order to
remove residual oxide and argon that was implanted in the sample (see
below). Additionally, the iridium surface was smoothened by the high-
temperature step, resulting in wide terraces and clean, straight steps.

Before each experiment, the condition of the Ir(111) surface was checked
by STM at room temperature. Special attention was paid to iridium terrace
edges, as contaminants typically accumulate there and a↵ect edge shapes.
Cleaning was continued when contaminants and pinning sites were observed
at the steps.

As a consequence of the normal-incidence bombardment of the surface
with Ar+ ions, a fraction of the argon can be implanted in the near-surface
region. Indeed, sometimes residual subsurface argon was left after cleaning.
This showed up in the STM images as local protrusions of the surface,
as argon inclusions deformed the lattice[67]. The possible impact of the
argon bubbles on our experiments was checked every time. Although the
argon bubbles can act as nucleation sites, their density was su�ciently low
(< 1 bubble/900 nm2), that a significant influence on our analysis can be
excluded.

5.3.3 Tip preparation

STM-tips were etched electrochemically from a 0.25mm diameter tungsten
wire. After etching, the tip was cleaned in an ultrasonic bath in acetone,
ethanol and iso-propanol and then dried with nitrogen gas. In the load-
lock system the scanner and the tip were baked out at a temperature of
approximately 150 �C. Then the scanner was transferred from the loadlock
chamber, via the transfer chamber to the STM chamber, where it was posi-
tioned over the sample, with the tip positioned over a corner of the sample
with a few tens of micrometers distance in between tip and sample. In
this configuration, the tip was cleaned in argon by a self-sputtering tech-
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nique[68]. If desired, the tip was mildly cleaned by a head-on sputter gun,
placed in the transfer chamber (see Section 5.2.2). This last step was typi-
cally applied after STM experiments involving exposure to hydrocarbons.

5.3.4 Imaging graphene on Ir(111) by an STM

In general, through the tunnelling current, the STM probes the local den-
sity of electronic states (LDOS) rather than a geometrical height of the
features directly below the tip. As a consequence, the apparent height
recorded by an STM in constant-current mode cannot be interpreted as a
mere topography map of the surface in case the LDOS is not uniform over
the imaged surface. The tunnelling properties and, hence, the imaging can
also be a↵ected strongly when the very end of tip apex has changed in
composition, e.g. by a molecule that was picked up from the surface. In
the current case of an iridium surface with carbon or graphene on it, the
LDOS is indeed not uniform[69, 70]. Hence the apparent height and the
contrast in the moiré structure are sensitive to the tunnelling voltage. Due
to this e↵ect, a direct interpretation of the images in terms of geometri-
cal height contours would not be justified. In our work, the e↵ects that
might be caused by a di↵erences in the LDOS or the tunnelling voltage
are mentioned every time, in case they might influence our analysis. Typi-
cally, we have avoided to base our interpretation on absolute heights of the
observed nanolayers measured in di↵erent experiments. For example, the
interpretation of the analysis presented Figure 6.8 is based on the change
of distribution of apparent heights of clusters imaged in one image, which
is not dependent on the absolute heights of the observed clusters.

5.3.5 Interpretation of moiré patterns

The lattice mismatch between graphene and the Ir(111) surface results in a
so-called moiré pattern[69]. These patterns, which typically have a lattice
parameter of around 2.5 nm, have both a physical and a chemical origin due
to the binding of graphene to the iridium substrate[70]. As a consequence,
they are easily observable by STM. A major advantage of these patterns
is that they provide us indirectly with atomic resolution on the graphene
overlayer, also in cases where noise or poor tip quality would prevent true
atomic resolution.

In our research group, work was done previously on the appearance
of the moiré patterns by Dong[71]. As that work contained a minor, yet
essential inconsistency in the labelling, a compact derivation of the moiré
rotation angle and its lattice constant is given here for the case of graphene

74



Figure 5.1: Two properties of the moiré pattern plotted as function of
the angle between the graphene and iridium lattices. The solid, blue line
represents the angle between the moiré pattern and the iridium substrate,
calculated via Eq. 5.2. The dashed, green curve represents the lattice
parameter of the moiré pattern, calculated via Eq. 5.3.

on Ir(111).
One of the primitive reciprocal lattice vectors of the moiré pattern, ~k

m

,
can be computed directly from primitive reciprocal lattice vectors of both
the graphene overlayer, ~k

gr

, and the iridium substrate, ~k
ir

:
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Using this construction, we can calculate several observables based on the
geometrical situation. For this, we introduce the angle between graphene
and iridium, ↵

gr

, the angle between the moiré pattern and the iridium
substrate, ↵

m

and the lattice parameters of graphene, d
gr

, iridium, d
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and
the moiré pattern, d
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. Following the derivation in the thesis of Dong,
but now with correct labels, the angle between the iridium and the moiré
pattern is obtained via
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and the moiré lattice parameter is

d
m

=
d
gr

d
irq

d2
gr

+ d2
ir

� 2d
gr

d
ir
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. (5.3)

As the graphene-iridium system is six-fold symmetric, the parameters
of the moiré pattern are fully described by plotting them as a function
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of the graphene-iridium angle over an interval from �30� to 30�. The
result is presented in Figure 5.1. An analogous treatment for the case of
graphene on rhodium results in a qualitatively almost identical graph, with
only minor quantitative di↵erences due to the small di↵erence in lattice
constant between iridium and rhodium.
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Chapter 6

Graphene nucleation on
Ir(111)

In the process of graphene synthesis, knowledge on the precise conversion
of hydrocarbons into graphene is crucial not only for understanding but
also for optimizing the synthesis mechanism. Real-time studies focussing
on the growth of graphene are required to reveal the critical parameters
for the growth of a perfect nanolayer of graphene. In the work reported
here, our variable-temperature STM was used to study the evolution of
an Ir(111) surface that was exposed to ethylene. While the temperature
was increased, the surface was followed at the nanoscale in order to char-
acterize the behaviour and appearance of the deposited hydrocarbons until
they converted into graphene. The results show that graphene nucleates
from carbon-containing clusters preferably at iridium steps. In spite of the
observed graphene formation, we don’t observe significant mobility of the
primary carbon clusters. This suggests that the required rearrangements
of the carbon layer are taking place on an even smaller scale, possibly atom
by atom. The majority of the graphene islands is aligned with the sub-
strate very well. Based on the graphene island shapes, we conclude that
the smallest stable graphene unit is half of a unit cell of the moiré pattern.

6.1 Experimental approach

As the variable-temperature STM used in this research is capable of follow-
ing the iridium substrate surface during the full temperature sweep from
room temperature up to 1300K, the conversion of hydrocarbons into gra-
phene can be studied in detail. The experimental data reported in this
chapter were all acquired during a similar kind of experiment: first hydro-
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carbons (ethylene) were deposited at room temperature and subsequently
the substrate was heated slowly in ultrahigh vacuum up to 1000K or higher,
while the substrate was scanned by the STM. In this manner, not only the
initial and final structures were observed, but also the intermediate stages
of carbon clustering and further rearrangements of the deposit. During
these studies no additional carbon was added from the gas phase (except
for possible deposition from the residual gas, which was at a pressure below
10�10mbar during the high-temperature stage of the experiment). Further
relevant experimental details are provided at the beginning of the following
sections.

6.2 Deposition of ethylene at room temperature

In this section the behaviour of ethylene on iridium at room temperature
is studied. We pay attention to the possibility of clustering of the ethylene
molecules or other rearrangements, since these might be relevant for the
nucleation of graphene, at higher temperatures.

After sputtering and annealing, the cleaned iridium surface was inspected
by STM. After this characterisation, the surface was exposed to approxi-
mately 0.5L of ethylene gas (1.0⇥10�8mbar during 50 sec), while the STM
tip was retracted (to prevent tip e↵ects). Next, the substrate was studied
by STM to analyse the ethylene-on-iridium system at room temperature.

In Figures 6.1a and 6.1b, STM images of the iridium substrate are
presented that were recorded before and after the exposure to ethylene,
respectively. From these images, it is clear that the exposure to ethylene
has no significant influence on the surface topography. In addition to some
residual contaminants, a few broad 5� 10 nm-sized protrusions are visible,
which are attributed to argon bubbles, as discussed in Section 5.3.2. No
decoration of steps or argon bubbles was observed after the surface was ex-
posed to ethylene. Apparently the deposited hydrocarbons do not cluster
and they are too mobile to be imaged. A more careful inspection reveals
that both the tunnelling current and the height contours on the terraces
exhibit an extra component of high-frequency noise, as a result of the ex-
posure to ethylene. This is illustrated by the two height profiles in Figures
6.1c and 6.1d. This behaviour was observed systematically and can be in-
terpreted as the result of mobile structures on the iridium surface that are
incidentally ‘imaged’ when they move precisely underneath the tip.

The tunnelling microscopy results presented here suggest that ethylene
deposited at room temperature on Ir(111) results in mobile structures that
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(a) (b)

(c) (d)

Figure 6.1: The Ir(111) surface imaged at room temperature (a) before
and (b) after exposure to 0.5L of ethylene gas at room temperature. Image
size 62⇥62 nm2, z-scale 0.25 nm. Sample voltages �0.1 and �0.7V respec-
tively, tunnelling current 0.1 nA. FFT filtering was performed on the data
shown in panel (a) in order to remove a low-frequency vibration. Panels
(c) and (d) present height profiles taken at the positions indicated by the
dashed, green lines in Panels (a) and (b).
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move too fast to be observed by STM. No specific decoration of the iridium
terrace edges was observed. Our observations are consistent with the XPS
data of Lizzit[49] that seemed to indicate that at room temperature, the
ethylene-exposed iridium surface is covered with small (chemisorbed) hy-
drocarbons, containing only a small (one or two) number of carbon atoms.
These species do not cluster at room temperature.

6.3 First observation of carbon clusters

After deposition of ethylene, the iridium substrate was heated up slowly
while it was scanned by the STM. In this section we report the first obser-
vation of cluster formation on the iridium surface during this temperature
ramp.

First, the clean iridium substrate was exposed to 3L of ethylene gas
at room temperature. STM images were acquired subsequently, while the
iridium substrate was heated at a rate of 0.1K/sec to a temperature of
800K. The background pressure was below 1⇥ 10�10mbar throughout the
entire temperature ramp.

In Figures 6.2a, 6.2b and 6.2c, topographic images of precisely the same
area of the iridium surface are shown, recorded at a temperature of 415K
(panel (a)) and 458K (panels (b) and (c)). Up to a temperature of 415K,
the observed surface is similar to the situation at room temperature (c.f.
Figure 6.1b). Apart from the height noise that was discussed already, the
images contain no signs of adsorbates on either the terraces or the steps.

At a temperature of 458K, the entire iridium surface was covered with
small, nanometer-sized clusters that each consisted of a small number of
sub-units (see Figure 6.2b). As the surface had been exposed to ethylene at
room temperature and the pressure in the vacuum chamber remained in the
10�11mbar regime throughout the entire temperature ramp, these clusters
can only originate from the hydrocarbons present on the iridium surface
due to the ethylene exposure. The clusters were distributed uniformly over
the entire surface, indicating that the nucleation of these clusters is not
taking place on ‘special’ sites on the iridium surface, such as steps, kinks
or point defects on the terraces.

An analysis of the height of the adsorbates shows that the particles have
a typical height of 0.12 ± 0.01 nm. This uniformity suggests that most of
the clusters consist of sub-units that have an identical internal structure.

In order to explore whether the cluster configuration was stationary, we
compare two subsequent STM images. Figure 6.2c shows the same region
on the iridium surface as recorded in Figure 6.2b, 9 sec earlier. These two
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(a) (b)

(c) (d)

Figure 6.2: (a), (b) and (c): STM topography images of precisely the
same iridium surface, recorded at elevated temperature after deposition
of 3 L ethylene at room temperature. The temperature during the image
acquisition was 415K for image (a) and 458K for both images (b) and (c).
The images (b) and (c) were recorded subsequently with a frame acquisition
time of 9 sec/frame. Image size 77⇥29 nm2, z-scale 0.52 nm, sample voltage
�0.74V, tunnelling current 0.1 nA. Figure 6.2d: result of subtraction of
image (c) from image (b). The blue colour indicates added, the red coller
removed material; colour scale (blue-white-red): 0.52 nm.
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images are aligned and subtracted from each other using the procedure
reported in Appendix C. The result is shown in Figure 6.2d, where the
blue areas indicate a positive height change and the red areas a negative
change. The colour scale (from full red to full blue) is the same as that for
the grey scale of Figures 6.2a, 6.2b and 6.2c, namely 0.52 nm. The result-
ing map clearly indicates that a significant fraction of the small clusters
has changed, indicating that the cluster configuration was dynamic on the
timescale of 9 sec, at this temperature. In spite of the mobility that is re-
vealed by Figure 6.2d, the clusters clearly do not merge beyond the level
of Figures 6.2b and 6.2c at this temperature. The typical length scales of
the observed configurations did not evolve beyond 2 nm. This behaviour
suggests that the clusters and their sub-units do not yet have the structure
and composition of graphene, but that they rather form di↵usion-limited
aggregates of molecules that still contain a high concentration of hydrogen.

Summarizing, when the ethylene-exposed iridium surface is warmed up
above room temperature, we observe clustering of the deposit at temper-
atures between 415 and 458K. We interpret these clusters as aggregates
of small hydrocarbon molecules, presumably ethynyl. Even though these
molecules are somewhat mobile, they do not merge into larger molecules or
into graphene at this temperature.

6.4 Conversion from hydrocarbons to amorphous
carbon

In this section we concentrate on the final rearrangements in the overlayer,
prior to the formation of graphene. This covers STM observations in the
temperature range from 458 to 865K. The STM image acquisition rate
was set to 9 sec per image in the temperature window up to 800K. Above
this temperature, the acquisition rate was 17 sec per image. In order to
approach the regime of graphene formation slowly, the temperature ramp
was kept at 0.1K/sec. During the full high-temperature experiment, the
background pressure remained below 10�10mbar, which ensured that no
significant amount of carbon was added during the experiment.

The mobility of the adsorbates was followed during the entire tempera-
ture ramp. At a temperature of 760K, the images indicate that the clusters
were no longer mobile, as can be seen in Figure 6.3. As done for the data
shown in the previous section (see Figure 6.2), two subsequent STM images
were subtracted from each other. At the same timescale of 9 sec, almost
no change of the surface was found. This disappearance of mobility of the
adsorbates at a higher temperature of 760K is attributed to a change in
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Figure 6.3: Result of the subtraction of two subsequent STM images
(time di↵erence of 9 sec) recorded in the same experiment as in Figure
6.2, at a temperature of 760K. The blue colour indicates added, the red
coller removed material; the z-scale (red-white-blue) is 0.52 nm. Image size
77 ⇥ 29 nm2. The STM images were recorded with a sample votlage of
�0.74V, a high frequency noise component was removed by FFT filtering.

the internal structure of the adsorbates.

A more detailed investigation of the surface was performed at a temper-
ature of 865K. The STM snapshot presented in Figure 6.4 shows that at
that temperature the iridium surface is still covered with a high density of
small particles. At this temperature, the clusters do not have one specific
height. They are still uniformly distributed and do not cluster significantly.
It can be observed that a significant fraction of the step is decorated with
particles, although no clear depletion of particles close to the iridium steps
is present.

Also at a temperature of 865K, the mobility of the visible adsorbates
was inspected by subtracting two STM images of the same area taken
at di↵erent times. A set of STM observations is presented in the two
upper panels of Figure 6.5. These two observations were done with a 53 sec
time period in between. The di↵erence between these two images is shown
in Figure 6.5. A clear signal in the di↵erential data is to be expected
in case carbon species have moved or disappeared within a timescale of
53 sec. As can be concluded from the two images and from the di↵erence
map, the changes are very modest. In particular, they are much smaller
than the di↵erences observed on a much shorter timescale at a much lower
temperature of 458K (Figure 6.2). From this we conclude that the clusters
observed at 865K must have a di↵erent nature, i.e. a di↵erent structure
and composition, than those found at lower temperatures.

In addition to the subtraction analysis, another observation that gives
information on the mobility of surface structures is their distribution over
the surface. In Figure 6.4 no clear clustering of particles can be seen except
the almost complete decoration of the iridium steps. This observation sug-
gests that the mobile units have a preference to attach to these steps. The
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Figure 6.4: STM image of the iridium surface at a temperature of 865K.
Before heating, the surface had been exposed to 3 L of ethylene at room
temperature. Image size 125 ⇥ 125 nm2, z-scale 0.35 nm, sample voltage
3.01V, tunnelling current 0.1 nA.

observation of non-decorated parts of the steps suggest that the mobility
has been too low to completely execute this preferential-attachment be-
haviour. The absence of a depletion of adislands in the vicinity of iridium
steps might indicate that the displacement of the adsorbed material has
not been di↵usion-, but attachment-limited. Note that this should apply
to a lower temperature than 865K, as the clusters observed at 865K are
completely immobile.

It is instructive to view our results in the light of the high-resolution
XPS observations of Lizzit et al.[49]. These results indicated that the
ethylene-exposed iridium surface forms ethynyl (C

2

H) species above 400K.
Additionally, together with other studies focussing on hydrocarbons on
Ir(111), they conclude that hydrocarbons are completely dehydrogenated
at a temperature of approximately 800K[72, 73].

Our STM observations do not only agree with the literature, but also
provide new insight in the nature of the adsorbates. Based on the XPS
data of Lizzit et al., we expect the adsorbates on the iridium surface at
a temperature of 458K to be mainly ethynyl molecules. Our data shows
that clusters of these molecules are mobile and do not merge significantly.
This behaviour fits to ethynyl molecules as they are individual compounds
with saturated bonds. Hence, a chemical driving force for the molecules to
cluster strongly is not expected to dominate.
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Figure 6.5: Two STM images recorded at the same position on the iridium
surface at the same temperature of 865K with a time period of 53 sec in
between. The particles on the surface originate from room-temperature
deposited ethylene. The third panel shows the result of image subtraction
of the upper two snapshots. Image size 95⇥45 nm2, z-scale 0.35 nm, sample
voltage 3.01V, tunnelling current 0.1 nA. In the lower panel, the blue colour
indicates added, the red colour removed material; the z-scale (red-white-
blue) is 0.35 nm.
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In addition, the data we present here, shows that at a su�ciently high
temperature of 760K, the clusters have lost their mobility nearly com-
pletely. Correspondingly, the data of refs. [49, 72] and [73] seem to indicate
that at that temperature all carbon atoms are completely dehydrogenated
and only amorphous carbon compounds are present at the iridium surface.

Summarizing, our results demonstrate that the evolution of the over-
layer slows down nearly completely between 458 and 865K, in spite of the
increase in temperature. This is accompanied by a widening of the distri-
bution of heights of the clusters. These observations suggest very strongly
that in this temperature interval the composition of the clusters is changing.
This conclusion is supported by the high-temperature XPS data of ref. [49]
that indicate that at 865K the overlayer is completely dehydrogenated. We
propose that the high-temperature clusters consist of amorphous carbon.
We ascribe the reduction in mobility to the increase in interaction between
the clusters and the substrate, when the clusters lose their hydrogen.

In the light of high-quality graphene growth, the observed situation
on the iridium surface at a temperature of 865K is not very positive.
In case the observed high density of small clusters does not evolve to
a few large clusters, and in case the graphene into which the observed
clusters might convert does not have a uniform orientation, the result-
ing graphene overlayer will contain a high density of domain boundaries.
Instead of room-temperature exposure of the iridium surface to ethylene,
high-temperature deposition of hydrocarbons might result in higher-quality
graphene. This procedure was suggested already by previous studies of gra-
phene on rhodium, performed in our research group[46].

6.5 Lowest temperature of graphene nucleation

The first conversion events from carbon clusters into graphene islands on
iridium was followed in real time by STM while the substrate temperature
was increased slowly (< 0.1K/sec) from 865 to 1001K. The slow tem-
perature ramp allowed us to study both the lowest graphene nucleation
temperature and the kinetics involved. The design of our STM is such that
even over the enormous temperature ramp, the surface could be imaged
continuously without interruption. However, residual drift especially in the
lateral direction still does have a minimal distortional e↵ect on the imaging
quality, e.g. causing straight steps to show up curved in the image and
circular islands to show up as curved ellipses. As this lateral drift changes
on the timescale of seconds, it makes both a detailed, quantitative analysis
of individual images and an analysis by comparing several images recorded
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(a)

(b)

(c)

Figure 6.6: STM images of iridium recorded at (a) 967K, (b) 995K and
(c) 1001K, after exposure to 3 L of ethylene at room temperature. Two
close-ups of the first image are presented to highlight the moiré patterns
present (green circles) and to indicate areas without clusters at the iridium
steps (red arrows). Image size 125 ⇥ 60 nm2, z-scale 0.26 nm, sample volt-
age 3.06V for images (a) and (b), 2.73V for image (c), tunnelling current
0.1 nA.

during a temperature ramp rather complicated. Nevertheless, as drift in
the z-direction can be corrected using line-by-line linear background sub-
traction and the iridium surface can be used as a reference, we can perform
detailed data analysis based on the recorded heights of the clusters on top
of the iridium.

In the following paragraphs, the conversion of the clusters into graphene
is discussed based on the observations made by our STM. The structure of
the discussion is based on the temperatures at which clear changes in the
adsorbates were observed.

T = 967K Figure 6.6a presents the situation at the iridium surface at
a temperature of 967K. Although the image contains some in-plane drift,
clear structure changes with respect to the observation at T = 865K can be
noticed. These changes are concentrated at the iridium steps. In order to
help the reader, two areas are magnified and presented in Figure 6.6a. Two
cases are highlighted in these panels: the red arrows indicate protruding
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Figure 6.7: Distributions of the apparent heights of the STM images
recorded at di↵erent temperatures. The blue, solid line corresponds to the
STM image shown in Figure 6.5 (upper panel), recorded at a temperature
of 865K. The red, dash-dotted curve represents the data of the STM
image shown in Figure 6.6a recorded at a temperature of 967K and the
green, dashed curve corresponds to the STM image presented in Figure
6.6c, recorded at a temperature of 1001K. The data was corrected by a
local plane fit in order to level the terraces.

iridium steps that do not have carbon clusters on top; the green circles
indicate patches attached to the lower side of a step with a clear moiré
pattern. The presence of the moiré pattern in a patch is direct evidence that
the deposit has adopted the structure of graphene: the pattern is a result
of the two incommensurate hexagonal lattices of iridium and graphene on
top of each other. This gives direct evidence for the presence of the first
graphene nuclei to have formed at or below a temperature of 967K.

In order to characterize the clusters more, a distribution of the heights
measured by the STM is presented in Figure 6.7. In this graph, the red
dotted curve represents the distribution of the apparent heights of all pixels
of the image shown in Figure 6.6a. For comparison, the distribution belong-
ing to the observation recorded at a temperature of 865K (see the upper
panel of Figure 6.5) is shown by the blue, solid line. As the bias voltage
of those two observations di↵ers by merely 0.05V, we attribute the change
in the width of the distribution of heights to a change in composition of a
significant fraction of the clusters present on the iridium surface. In spite
of this change in the distribution, it is not possible to characterize the clus-
ters present at the surface by a specific apparent height. Nevertheless, the
upper limit of this height has reduced from 0.2±0.02 nm to 0.06±0.02 nm.
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T = 995K A further increase of the temperature up to 995K leads to
evident changes at the steps, as can be seen in Figure 6.6b. The elapsed time
between the data presented in the Figures 6.6a and 6.6b is 929 sec. A first,
remarkable change is that almost the complete iridium step is decorated
with a rim of material. Closer inspection shows that this material exhibits
moiré patterns, which indicates that this material is graphene. Second,
even though the rim clearly indicates that carbon has accumulated near
the iridium steps, we observe no depletion of the clusters on the terraces
near the steps. This proves that the carbon material that has been added
to the graphene at the iridium steps originates not only from the nearby
carbon islands, but from all over the iridium terrace. From this, we can
conclude that the redistribution of carbon must rather be an attachment-
limited process[74].

T = 1001K After a modest, further temperature increase to 1001K and
a relatively long waiting time of 2079 sec after the last image recorded at
995K, the appearance of the carbon patches has changed significantly as
can be seen in the STM-image in Figure 6.6c. In this image, almost all
clusters that lie on the substrate have acquired an identical edge structure
and most of the smaller islands have adopted a triangular or hexagonal
shape. Also, almost all larger clusters exhibit a clear moiré pattern.

The distribution of heights of the STM image shows a remarkable
change, as can be clearly observed in Figure 6.7. The red, dash-dotted
curve represents the heights observed in Figure 6.6c. At each terrace, the
distribution has split into two peaks, one corresponding to the iridium ter-
race, and the other to the clusters present at the terrace. Apparently the
height of all clusters has become identical, namely 0.045± 0.005 nm, which
suggests that they consist out of one specific structure. These observa-
tions indicate that at a temperature close to 1000K all carbon clusters
have transformed into well-defined graphene patches, some of which form
extended rims along steps on the iridium surface. In the next chapters we
will inspect the properties of the graphene that is forming on the iridium
substrate, such as its mobility and its island size distribution. Here we
concentrate further on the nucleation stage.

The observations presented in Figure 6.6 show a clear preference of
graphene to nucleate at a substrate step prior to forming out of carbon
clusters on the iridium terrace. This preference can be explained in two
ways: first, the carbon atom concentration at steps is higher because of
the reduced coordination of atoms at a step, which directly results in a
reduction of the free energy of the atoms that get trapped at such a step.
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Second, the iridium step might act as a template (in the in-plane direction)
for graphene nucleation. The first e↵ect increases the attempt frequency
of carbon atoms to nucleate into graphene. The second e↵ect reduces the
barrier to form a graphene island at an iridium step with respect to the
formation of an island on a terrace.

The absence of a depletion zone of carbon close to the graphene-decora-
ted iridium step shows that there is a net transport of carbon atoms to the
iridium step from all over the terrace. This behaviour indicates that the
growth of the graphene islands is not limited by carbon di↵usion over the
terraces, but by the rate of carbon atoms/building units attaching to the
graphene. Further investigation of the di↵usion and attachment of carbon
units in the graphene-iridium system is discussed in Chapter 8.

6.5.1 Analysis - graphene nucleation at terraces

In the previous section, the observation by STM of the conversion of carbon
clusters into graphene was presented. Most of the data was discussed in
qualitative terms and the discussion was focussed mainly on the iridium
steps. But evidently, in addition to the carbon at the steps, the clusters
on the iridium terraces have changed into graphene also. To obtain quan-
titative insight in the evolution of all the carbon clusters present, the STM
data was processed by the island-extract algorithm described in Appendix
D. The resulting ‘image mask’ was used to obtain the radius and the aver-
age height of each island. As all islands have di↵erent, complicated shapes,
the radius is calculated by first measuring the island area, A, and applying
the relation A = ⇡r2 (the islands are treated like perfect circles). In this
way a ‘nominal’ radius can be estimated. Figure 6.8 presents the average
heights of the islands as a function of their radius and a histogram of the
island radii, for all three STM images shown in Figure 6.6. The vertical
dashed lines indicate the average island radii.

The statistical analysis of the island evolution quantifies the increase
in average island size and provides useful additional insight, for example
via the statistical variance of the measured heights. The distributions in
Figure 6.8 confirm the qualitative observation of the increase in island size
with temperature. This is evident from the increase in average island size
(note the vertical dashed lines). It is also reflected in the histograms that
show a reduction in the number of small islands combined with an increase
in the number of larger islands at higher temperatures (995 and 1001K).
Both aspects are a direct consequence of the ripening mechanism that is at
work. This will be discussed in Chapter 8.

Let us now turn to the statistical variance in the observed heights of
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T=967K

T=995K

T=1001K

Figure 6.8: Observed distribution of nominal radii (histograms) and
heights (symbols) of the islands in the STM images of Figure 6.6 at 967K
(top panel), 995K (middle panel) and 1001K (bottom panel). At each
temperature, the dashed vertical line indicates the average island radius.
The nominal radius of each island was obtained from the island’s area, as-
suming a perfectly circular shape. The island area was obtained by use of
the island-extraction algorithm, described in Appendix D.
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the islands. In Figure 6.8, we see that the measured height values ex-
hibit significantly less statistical scatter at a temperature of 995K than at
967K. The scatter is reduced even further at 1001K. At each of these
temperatures, the scatter in the observed heights is well beyond the accu-
racy of 0.005 nm, with which the island heights are determined from the
STM images. The reduction in the height variance suggests that the is-
lands increasingly adopt a single, well-defined structure as the temperature
is raised. A straightforward interpretation is that at 1001K all patches
have converted into graphene: as the graphene nanolayer on top of irid-
ium has a well-defined corrugation, the average height of all larger islands
should be identical and no scatter should be present. This is precisely what
we find in Figure 6.8. Additionally, this interpretation is corroborated by
the transformation in the STM images over the temperature range up to
1001K of all islands into highly uniformly shaped structures. For, as can be
observed in Figure 6.8, both the shapes and the corrugations of all island
present are identical. Also the changes observed in the high-temperature
XPS spectra of Reference [49] that have been interpreted in terms of a sig-
nificant transition of the character of the carbon-carbon bonds into that of
graphene, are supportive of our conclusion.

The analysis of the islands, presented in Figure 6.8 does not only show
an increase of the average island size as function of temperature, but also
a remarkable levelling of the average height of the larger islands at 1001K.
This behaviour is visible in the green curve of Figure 6.7, where the emer-
gence of a separate peak belonging to the clusters indicates that they exhibit
a uniform height of 0.045± 0.005 nm. The distribution in Figure 6.8 shows
that at a temperature of 1001K the islands with an island radius larger
than 1.5 nm have adopted this height.

6.5.2 Discussion

At T = 1001K, the average height of all islands reaches its maximum value
only at an island radius of approximately 1.5 nm, i.e. somewhat beyond the
radius of 1.3 nm of the unit cell of the moiré pattern. The smaller islands,
with radii between 1.0 and 2.0 nm, are on average lower and exhibit more
scatter in their height values than larger islands. The origin of this scatter is
revealed, when we look in more detail at islands with sizes of approximately
one moiré unit; see e.g. Figure 6.9. In this image, units are visible that
have similar, triangular shapes. Also larger structures appear that consist
of two such triangular units, that appear to act as the building units of the
graphene islands.

The triangular shape and the size regime of many of the smaller is-
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Figure 6.9: STM image of the iridium surface covered with graphene
islands, recorded at 1014K. Some islands are magnified to bring out the
di↵erences in orientation with respect to the substrate. Each orientation
results in a specific apparent height of the graphene island and in a specific
shape of the smallest stable unit of graphene. Image size 30 ⇥ 30 nm2,
z-scale 0.13 nm, sample voltage 2.73V, tunnelling current 0.1 nA.

lands suggest that they are related to the moiré pattern of graphene on
iridium(111). Figure 6.9 supports this with measurements of the distances
between the corner protrusions of these islands. The corners of islands 2
and 4 in Figure 6.9 are aligned nearly perfectly with the iridium substrate
lattice and their distances are 2.5 ± 0.1 nm, in good agreement with the
period of the moiré pattern of 2.46 nm. The distances of the corners of
island 3 are in agreement with the period of the moiré pattern as well. The
shape of island 2 is a rhomb, which is identical to the unit cell of the moiré
pattern. Looking at the triangular shape of islands 3 and 4, we suggest that
these triangular units are half moiré units and are the smallest stable build-
ing blocks of the graphene islands with this orientation. This behaviour is
understood better when the registry of graphene on iridium is taken into
account. As the influence of the registry is more pronounced during gra-
phene growth, it is discussed in Chapter 7 in more detail. Here, we leave
the discussion after noting that the triangular sub-units of the moiré unit
cell are assumed to be the part of the unit cell in which the carbon atoms
of the graphene align best on the iridium substrate. Island 1 is di↵erent. It
has a hexagonal shape, has a di↵erent orientation and has less pronounced
corner protrusions, which makes that its size is more di�cult to measure
accurately.
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As discussed in Section 5.3.5, the orientation and period of the moiré
pattern between the graphene overlayer and the iridium substrate depends
sensitively on the precise relative orientation of the two lattices. This nat-
urally explains the small di↵erences between the islands in Figure 6.9. For
example, islands 2 and 4 are perfectly aligned with the iridium, while island
3 seems to be rotated by 18.5± 1.5 degree. We interpret the observed rota-
tion of island 3 as the rotation of its moiré pattern, since the rotation is read
o↵ from the positions of the corner maxima, which we associate directly
with the moiré pattern. Calculating back from Equation 5.2, a rotation of
the moiré pattern by 18.5 degrees should correspond to a physical rotation
of the island by 2 degrees. Using Equation 5.3, we find that the period of
the moiré pattern should be still almost at its maximum value of 2.46 nm,
which is consistent with the distance between the corner maxima of island
3 in Figure 6.9. Island 3 also has a somewhat di↵erent apparent height,
20 ± 5 pm instead of 60 ± 10 pm, which fits the description given above.
We find that the aligned configuration is the most occurring orientation,
which indicates that this is the energetically most favourable orientation,
as was observed also in refs [75, 76]. The hexagonal shape of island 1 and
its deviating internal structure indicate that the orientation of this island is
far from that of islands 2, 3 and 4. We have not observed smaller islands of
this orientation, which indicates that the hexagonal structure is the small-
est stable structure for this island orientation. It is remarkable that the
energy landscape belonging to this other orientation has a dramatic impact
on the shape of the smallest, moiré unit sized island.

It might be valuable to note here that the higher parts at the edges of
the graphene patches do not have to be those maxima, which are visible in
the moiré structure in large graphene islands. The higher parts seem more
likely to be electronic edge structures that are related with the growth
behaviour of graphene. As mentioned in Section 5.3.4, the non-uniform
LDOS a↵ect the height values in our STM data. However, both the shape of
the islands and the moiré pattern are still genuine parameters for analysing
the islands. Also the analysis of the height data as presented in Figure
6.8 is not deteriorated as this analysis focusses on a relative behaviour of
the island height distributions. Further, although the edges of the graphene
islands are a↵ected by local changes in the LDOS, these edges still do reflect
the moiré periodicity and they can be used to characterize the islands. This
will be discussed in more detail in Chapter 7, where the edge behaviour is
studied in the light of graphene growth.

The results presented here have remarkable parallels with the work re-
ported by Lacovig and Lizzit [49, 73]. They calculated by DFT, based on
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high-resolution XPS data, that the transformation from carbon to larger
graphene units follows a particular route with intermediate dome-shaped
phases with di↵erent heights caused by the binding of the graphene to the
iridium only at the perimeter. The height of these dome-shaped graphene
islands reaches the graphene height of full-coverage graphene already at
dome-radii half of the moiré unit radius. Their work fully supports both
our observations and our analysis.

Summarizing we conclude that hydrocarbons deposited on Ir(111) at
room temperature, start to convert to graphene at 967K at iridium steps.
During this process the carbon concentration at the iridium step increases.
Based on the absence of a depleted zone, close to the steps, we conclude
that this process is not di↵usion limited. At a temperature of 1001K all
carbon clusters both at steps and on the iridium terraces have converted
into graphene. The graphene islands show di↵erent sizes and rotations
on the iridium substrate, however, one orientation is dominating. The
minimum size of the islands is, depending on its orientation, half a moiré
unit (a triangle) or one complete moiré unit.

6.6 Summarizing conclusions

During the annealing of an iridium (111) surface, after a room tempera-
ture exposure to ethylene, we observed several structural rearrangements,
before the adsorbate layer is finally converted into graphene at a tempera-
ture of 967K. The real-time observation of the surface with our variable-
temperature STM shows that mobile adsorbate clusters formed around
400K transform into carbon clusters with an extremely low mobility at
temperatures up to 967K. At that temperature, clusters exhibiting moiré
patterns appear at iridium steps, indicating the first nucleation of graphene.
In spite of the preference of nucleating at steps, no depletion of carbon at
the iridium terrace close to the step is observed, indicating that the carbon
transport is not di↵usion limited. Further annealing to 1001K leads to an
iridium surface only decorated with moiré-pattern containing structures of
uniform height, from which we conclude that all carbon has converted into
graphene. The increase in temperature also leads to an increase in average
island size the graphene clusters. The moiré patterns present in the islands
indicate that, at 1001K, most graphene islands are perfectly aligned with
the substrate. Based on the typical shapes of these islands, it can be stated
that half moiré units of graphene are the smallest stable configuration of
graphene at a temperature close to its nucleation temperature.
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Chapter 7

Graphene growth

The growth of graphene is followed at the sub-moiré-unit level, using our
variable-temperature STM. At a temperature of 1180K the growth of gra-
phene on Ir(111) was followed in real time by looking at one graphene
island for approximately 1000 sec. The resulting data gives new insight in
how new units of graphene are added to the existing island and shows which
growth mechanisms are preferred. The alignment and local interaction of
graphene with the iridium surface appear to play a decisive role during
graphene growth.

7.1 Experimental observation of graphene island
evolution

In order to investigate the mechanism of graphene growth on Ir(111) in situ,
we required a small amount of carbon on the surface. Rather than to deposit
this amount explicitly, we made use of the small, residual carbon coverage,
below 0.05ML, that was remaining at the surface after a small number (4)
of sputter cleaning and annealing cycles. Subsequently the temperature
was raised and, starting from a temperature of 1000K, the surface was
followed by STM continuously while the substrate was slowly heated up to
1300K with a ramp of approximately 0.05K/sec. The background pressure
in the vacuum chamber remained below 1 ⇥ 10�10mbar at a substrate
temperature of 1000K and increased up to 1⇥10�9mbar at 1300K. During
the experiment, no gas was introduced in the vacuum chamber.

A sequence of observations capturing the growth process is presented
in Figure 7.1. During this sequence, a graphene patch was followed for
approximately 1000 sec at a temperature of 1180K. The temperature was
kept constant for this period of time. As no carbon was added during
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Figure 7.1: Image sequence of a graphene island recorded at 1180K,
showing the mechanism of graphene growth. The elepased time relative to
the first image is indicated in the top left corner of each image. At the
moment these images were recorded, the background pressure was below
1⇥10�10mbar. Any carbon that attaches to the graphene island is coming
either from the residual gas, or from the substrate, or from other graphene
islands present at the iridium surface. Image size 36 ⇥ 36 nm2, z-scale
0.25 nm, sample voltage 3.50V, tunnelling current 0.1 nA.
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this experiment deliberately, all growth observed here must be due either
to ripening of the ensemble of graphene patches on the surface or to the
attachment of residual carbon, segregating from the interior of the iridium
or arriving from the residual gas. This lets the graphene island grow slowly
and allows us to investigate the graphene growth mode in detail.

7.1.1 Active edges

A remarkable, first observation from Figure 7.1 is that only 3 out of the 6
edges of the graphene island exhibit growth. These three edges are indicated
by dashed, green lines in panels (a) and (h) of Figure 7.1. This results in
a reduction of symmetry from the 6-fold symmetry of graphene to a 3-fold
symmetric system. The breaking of this symmetry is discussed further in
the next section.

The final growth shape of a 3-fold symmetric island should be a triangle.
This triangular shape is almost never observed, which suggests that the
di↵erence in activation energy for adding graphene is minimal for the two
sets of edges. In typical experiments, this small di↵erence in energy will
not be observed as the graphene growth is performed relatively fast. Both
the details of the growth of the active edges and the graphene registry and
edge energies are discussed in the following paragraphs.

7.1.2 Growth mode

The image sequence in Figure 7.1 reveals a non-trivial mechanism of gra-
phene growth. Instead of the growth by kink-creation and -advancement
observed in the graphene-rhodium system[77], graphene on iridium seems
to grow by first creating ‘fingers’ at the active edge. Subsequently, a stage
follows in which the space between these fingers is filled up to finally form
a new row of graphene, having the width of one moiré unit.

This growth process is most clearly visible at the lower left edge of
the graphene island in Figure 7.1. In the first panel (Figure 7.1a) the
entire edge is decorated with ‘fingers’. In the next image, recorded 176 sec
later, almost all space between the ‘fingers’ is filled up. However, no moiré
pattern is visible in the added graphene. This situation is a rather stable
stage, as it takes more than 600 sec before further growth is observed by
the appearance of new ‘fingers’. Note, that in the graphene rim at the
active edge, the corrugation of the moiré pattern is observed only at the
locations where the new ‘fingers’ are present, as indicated by the arrows
in Figure 7.1g. On further inspection, we see that the two new maxima of
the moiré pattern are already present vaguely in Figure 7.1f, i.e. directly
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prior to the introduction of the two new ‘fingers’ from there. So, first the
moiré pattern is established in the newly added graphene rim, and then the
‘fingers’ appear where the moiré pattern is complete.

7.2 A geometrical interpretation

The origin of the growth mode and the appearance of the ‘fingers’ is hinted
by the precise location where they form. To demonstrate this, a part of the
edge of Figure 7.1h is reproduced in Figure 7.2a. The green mash represents
the moiré lattice. A quick view at the continuation of this pattern shows
that the finger-like protrusions observed during the graphene growth are
positioned at specific locations within the moiré unit cell.

Detailed investigation of the behaviour of a graphene layer on iridium
has revealed that graphene is physisorbed with a chemical modulation[70],
which is a result of the lattice mismatch between graphene and iridium.
This mismatch leads to a corrugation that has a maximum distance be-
tween graphene and iridium of 0.362 nm at the so-called top locations in the
moiré unit cell. A minimum distance of 0.327 nm and hence the strongest
interaction between graphene and iridium is realized at the hcp-locations
and an intermediate distance of 0.329 nm is found at the fcc-regions. These
specific sites are indicated schematically in the moiré unit cell shown in
Figure 7.2b.

When we apply this insight to our observed island edges, Figure 7.2a
is translated into the schematic picture shown in Figure 7.2c. After this
translation, we recognize that all graphene edges are configured such that
they are dominated by sites in which the graphene binds most favourably
to the iridium substrate. One possible explanation for the specific ‘finger’
configuration is that it enables the edge to maximally postpone the intro-
duction of expensive top-site regions in the graphene. The price that is
paid for this is in the extra edge length, which is apparently still lower than
the high price that the top-site regions would cost. On the other hand,
the mere fact that the top-site regions are not remaining empty within a
full graphene overlayer on Ir(111) shows that the edge energy of the com-
plete circumference of a top-site region is energetically more costly than
the top-site region itself. An additional contribution to the energy balance
could originate from the energetics of hcp- (and fcc-) edges with respect
to top-site edges. We speculate that the di↵erences in coordination to the
substrate could lead to di↵erences in rebonding of the dangling bonds of
carbon atoms at the graphene periphery to nearby substrate atoms.

The STM images presented in Figure 7.1 indicate that after the for-
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Figure 7.2: (a) A part of the image of the graphene edge shown in Figure
7.1h. The green mesh is superimposed to emphasise the extension of the
moiré pattern at its edges. Image size 27⇥ 9 nm2. (b) A schematic repre-
sentation of a moiré unit cell of graphene on Ir(111). The alignment of the
carbon atoms with respect to the iridium lattice is indicated via the ‘top’-,
‘fcc’- and ‘hcp’-labels (see [69] for more details on the labelling). The color
of the labels indicates the binding of the graphene with the substrate: the
green color stands for a strong binding, the red color for a relatively weak
binding and the orange for intermediate binding. (c) A translation of the
graphene patch of panel (a) and its edges into the schematic representa-
tion presented in panel (b). The preference to have a good alignment and
strong interaction at the graphene edge is clearly visible by the presence of
‘hcp’-sites at the graphene island edge.
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mation of the ‘fingers’ at an active edge, the growth of graphene continues
there by filling up the space between the ‘fingers’. The observation of the
filled-up configuration for extended periods of time suggests that this con-
figuration is energetically stable or, at least, metastable. Interestingly, in
this configuration, the corrugation that is characteristic for the moiré pat-
tern is not yet developed in the section that the filling-up has added to
the graphene layer, even though that section seems to be complete and
it has the width of a full moiré unit. We speculate that the graphene in
the ‘unfavourable’ regions between the locations where the ‘fingers’ were,
exploits its own, lateral deformability, to adjust better to the substrate and
thereby locally avoid having carbon atoms in top sites. In this process,
it is essential that also the edge of the filled-up region is free to deform.
It is precisely this freedom that is necessarily sacrificed when that region
protrudes to form the next ‘finger’, thus forcing the now enclosed region
to reduce its deformation and tolerate a number of carbon atoms in top
sites. These are the high carbon atoms that stand out and together form
the protrusions in the moiré pattern.

Finally, the schematical representations in Figures 7.2b and 7.2c clarify
why the 6-fold symmetric system of one-atomic layers of both graphene
and iridium has broken into a 3-fold symmetric system. The two types
of edges at the graphene perimeter, characterised by a di↵erence in edge
energy, leads to a breaking of the 6-fold symmetry and to a di↵erent growth
behaviour of these types of edges. In principle, a similar scenario could be
envisioned also for the other three edges, with ‘fingers’ growing out and
the space in between being filled up in the next stage. But the fcc- and
hcp-regions would have to switch roles from one edge type to the other,
which, apparently raises the energy barriers for the other edges su�ciently
that they don’t exhibit any growth or ‘finger’ formation on the time scale
of our experiments.

7.3 Conclusions

We have presented the first observation of the high-temperature growth of
graphene in real time at the sub-moiré-unit level. The monitoring of a gra-
phene island by the STM at a temperature of 1180K, growing from a low
flux of carbon atoms, probably originating from segregation of dissolved
carbon, enabled us to follow the growth of this island ‘in slow motion’.
From the observations it can be concluded that the growth only takes place
at three of the six edges of the graphene island, which indicates that the
iridium-graphene system exhibits a 3-fold symmetry. The growth is char-
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acterised by a two-step process: first the edge is covered with finger-like
structures that appear on specific positions with respect to the moiré unit
cell. Only at the moment, at which such a ‘finger’ starts forming at the
edge, the corrugation of the moiré structure becomes visible in the moiré
unit, to which the finger is attached. In the next step, the space between
the fingers is filled up with graphene, however, no moiré corrugation is
visible in this new row of graphene units just added.

The observed growth mechanism is explained by the alignment of the
graphene lattice with respect to the underlying Ir(111) surface. The local
interaction between graphene and the iridium surface atoms plays a decisive
role in the growth of graphene. Both the formation of the ‘fingers’ and the
filling up of the regions between them with a graphene layer that initially
exhibits no corrugation, are demonstrations of the dominant tendency of
the Ir(111)/graphene system to avoid the unfavourable configurations with
carbon atoms in top sites with respect to the Ir substrate. This results
in peculiar growth dynamics and makes the growth of the two types of
graphene edges on Ir(111) strongly non-equivalent.
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Chapter 8

Graphene ripening: Ostwald
beats Smoluchowski

In order to improve the understanding of the growth process of graphene
and to control the nucleation density, we studied the ripening of graphene
on iridium in situ. We investigated the ripening by imaging it with STM,
while heating the surface after exposing it to ethylene at room tempera-
ture. In this chapter we concentrate on the surface evolution during a slow
temperature ramp between 1000 and 1036K. In this temperature window,
we were able to observe the ripening process and to reveal the underlying
mechanisms. These mechanisms are expected to have an influence on the
final quality of the graphene nanolayer.

8.1 The live observation of graphene ripening by
STM

After exposing the surface to 3 L of ethylene at room temperature, the
substrate was heated up in vacuum to a temperature of 1000K at a rate of
7K/min. Before further ramping the temperature, the system was allowed
to equilibrate at 1000K for a total time of 20min. Subsequently, a certain
surface area was followed by STM for a long period of 1 hour 54minutes and
24 seconds, while the temperature was increased to 1036K. The background
pressure remained below 1 ⇥ 10�10mbar during the STM imaging. The
measured temperature and pressure are presented in Figure 8.1.

The entire STM image sequence recorded during the experiment can
be found as a movie in the electronic Supplementary Material (Movie 1).
Two representative frames (frames 42 and 223) are presented in Figure 8.2.
During the entire image sequence, an iridium step was kept in view while
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Figure 8.1: Measured pressure and temperature during the experiment.
The reader is reminded that the pressure is not corrected and the temper-
ature is measured via a thermocouple welded on the substrate surface. For
clarity, both the elapsed time and the STM frame number are shown on
the x-axes.
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(a) (b)

Figure 8.2: Two frames (frames 42 and 223) from an image sequence
recorded by STM in which the evolution of graphene islands on Ir(111) was
followed while the temperature was increased from 1000 to 1036K. The
images presented here are recorded at a temperature of 1001 and 1036K
respectively. The background pressure remained below 1⇥10�10mbar dur-
ing the entire experiment (see Figure 8.1). Image size 106⇥107 nm2, z-scale
0.26 nm, sample voltage 2.73V, tunnelling current 0.1 nA.
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Figure 8.3: Result of subtraction of two frames taken from the STM se-
quence, frames 50 and 240. For this subtraction, the individual images were
first processed to extract the graphene islands and subsequently to convert
each of them into a black-and-white image (see Appendix D for details).
The white colour in the subtracted image, shown here, presents graphene
that was present in both frames; the red colour indicates graphene that
was removed between frames 50 and 240; the green colour indicates gra-
phene that was added between frames 50 and 240; the black area indicates
iridium that was uncovered in both frames. Image information: The two
frames were recorded at temperatures of 1000K and 1036K respectively.
The time elapsed between the recording of the images was 6303 sec. Image
size 71⇥ 71 nm2, sample voltage 2.73V, tunnelling current 0.1 nA.

the temperature was increased slowly.

To illustrate the evolution of the surface during this experiment, two
STM images recorded at the beginning (Frame 50) and at the end of the
experiment (Frame 240) were thresholded, aligned and subtracted from
each other (see Appendix D for the island extraction algorithm). The result
is shown in Figure 8.3. In this image, the red areas depict the graphene
that has disappeared and the green areas the graphene that has appeared
during the observation. The graphene coverages in these images are 31± 1
and 29±1% respectively, showing that within the error margin the amount
of carbon has not changed during the experiment.
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8.2 Discussion

Smallest islands disappear At first glance the e↵ect of the slow tem-
perature rise is most evident: all small graphene islands that were present
at a temperature of 1000K are no longer on the surface at 1036K. Appar-
ently, the smallest graphene nuclei observed at 1000K are approximately
the size of the smallest stable graphene island size at that temperature. At
1036K, this smallest stable island size has increased and hence the smallest
islands present at the lower temperature have become unstable and have
disappeared. As a consequence, the average graphene island radius has
increased from 1.9 to 3.1 nm. This observation, in combination with an
approximately constant graphene coverage, proves that we indeed are in a
ripening scenario.

Unstable islands shrink The increase of the smallest stable island size
of graphene islands implies that at every stage islands should be present
that shrink and eventually disappear. Several occurrences of this mecha-
nism are observed in our experiment, as can be seen in Movie 1. These
unstable islands produce a net flux of departing carbon. In addition to this
shrinking, the larger islands receive a net flux of arriving carbon, leading to
a growth of these islands. Both fluxes are balanced, as the graphene cov-
erage remained constant during the experiment. The process of ripening
we observed, is known as Ostwald ripening: the smaller, unstable islands
decay and the larger, stable islands grow[74, 78, 79].

No coalescence, no Smoluchowsky ripening When following the en-
tire image sequence (Movie 1) one observes no mobility of any graphene
island. The di↵erence-image presented in Figure 8.3 leads to the same ob-
servation: even the smallest graphene islands that have remained on the
iridium surface have not moved. From this direct observation it can be con-
cluded that the ripening does not take place via Smoluchowsky ripening,
i.e. via the coalescence of entire graphene islands.

This conclusion is in contrast to what is suggested in the graphene
growth literature. Based on STM observations performed at room temper-
ature after temperature-programmed growth of graphene on iridium, it was
suggested in Reference [47] that the ripening should be of the Smoluchowski
type. Our direct observations are incompatible with some of the arguments
present in Reference [47], which were based on an indirect measurement of
the evolution of graphene islands on the Ir(111) substrate.

In the following paragraphs, the precise ripening mechanism and a de-
tailed energy picture will be constructed based on our STM observations.
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Di↵usion of growth units is not limiting The microscope image pre-
sented in Figure 8.2b shows several small graphene islands that have not
disappeared yet. As those islands are unstable and hence will shrink, the
vicinity of those islands can tell us whether the configuration of the di-
rect surroundings influences these islands. Namely, the local concentration
of growth units on the iridium substrate depends a.o. on the curvature
of nearby islands and on the competition between the di↵usion of growth
units over the substrate and the attachment of these units to graphene is-
lands. A relatively low di↵usion coe�cient results in spatial variations in
the concentration of mobile growth units. In such a scenario, a large island
(with a large curvature) results in a low local concentration of growth units,
hence a small island located close to it will be less stable. On the other
hand, similarly, small islands far away from large graphene islands should
be more stable.

Inspecting our STM observations with these considerations in mind, we
recognise that the smallest islands that are visible in Figure 8.2b are ran-
domly distributed, at locations both close to and far away from the large
graphene islands. Apparently, there is no noticeable influence of the pres-
ence of large islands and hence we can conclude that the concentration of
growth units on the iridium substrate must be nearly uniform, irrespective
of the local environment.

In addition to this, when we have a look at the analysis presented in
Figure 8.3, we see that the smallest islands that have disappeared (the red-
coloured islands) also do not have characteristic surroundings: they are
present both close to larger graphene islands and in more dilute areas. All
evidence suggests that no direct communication exists between the islands,
which leads to the conclusion that the density of the graphene growth
units on the bare iridium surface is constant. This insensitivity to the local
environment implies that the ripening of graphene is attachment-limited,
rather than di↵usion-limited. This means that the energy barrier for the
attachment of a growth unit to a graphene island is higher than that for
the di↵usion of the growth unit over the substrate. The attachment being
the more di�cult step in the ripening process, the two-dimensional ‘gas’
of growth units evens out to a constant background density, from which
growth takes place[74, 78, 79]. We can conclude that graphene on iridium
evolves via attachment-limited Ostwald ripening.

Ostwald growth and the influence of an iridium step We inspect
Figure 8.3 in more detail in order to distinguish how the ripening has
changed the island landscape. First of all, most of the small islands, with
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diameters up to 2.5 nm are shown in red, indicating that they have dis-
appeared. Islands that were somewhat larger, up to 4 nm diameter, have
survived, but with a reduction in size, as indicated by their edges that have
more red than green. Islands larger than 4 nm have grown on average,
as their mostly green edges tell. These qualitative observations are in ac-
cordance with the Ostwald scenario, which should be accompanied by a
well-defined hierarchy of dissolution and growth rates of islands as a func-
tion of their sizes, with the radii of the smaller ones shrinking and the radii
of the larger ones increasing.

The largest island in the images of Figure 8.2 and in the di↵erence
image of Figure 8.3 seems to play a somewhat special role. It does not
have a compact shape but is stretched out, so that its radius of curvature is
very large. As expected for Ostwald ripening, this island has accumulated
the largest quantity of graphene over the duration of the temperature ramp
experiment. In addition, this island finds itself in a special location, namely
attached to a step on the iridium surface. Figure 8.3 shows that the growth
of this island has taken place for a large part on one side, namely the side of
the graphene island that faces the iridium step. This is supported by Movie
1. A similar observation of enhanced growth of graphene at a metal step has
been reported before, during cooling on graphene on Rh(111)[46], where the
incorporation mechanism of the graphene involved fluctuations in position
of the metal step. We suggest that the energy barrier for incorporating
graphene at a metal step is lower than that at a free graphene edge on the
iridium substrate.

Island size distributions: no di↵usion- but attachment-limited
ripening Additional characterization of the ripening of graphene on irid-
ium can be performed using the island size distribution. Island radius dis-
tributions extracted from the STM images recorded at di↵erent instances
(frames 40, 140 and 240) during the ripening experiment are presented in
Figure 8.4. At each temperature, in addition to the dashed vertical line
that indicates the average island radius, a solid line is shown, which is a
guide to the eye for the island radius distribution. This figure shows an
overall decrease of the number of islands and an increase of the average
island radius as function of temperature; please note that the graphene
coverage stayed almost constant during the experiment. More importantly,
the island distributions exhibit a significant ‘tail’ to large radii, which might
seem more pronounced than expected for Ostwald ripening and might seem
to be more fitting for Smoluchowski ripening[80]. However, the distribu-
tions that we obtained, can be explained within the framework of Ostwald

109



T=1002K

T=1014K

T=1036K

Figure 8.4: Graphene island radius distributions of STM Frames 40, 140
and 240 (top to bottom) recorded at temperatures of 1002, 1014 and 1036K
respectively. The solid lines are guides to the eye for the distributions and
the dashed lines indicate the average island radius.
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ripening, when we take into account that the shape of the island size dis-
tribution is sensitive to both the coverage of the islands and the detailed
growth mechanism. First of all, larger coverages, such as e.g. 10%, are
known to result in a tail to larger island sizes[80]. The high graphene cov-
erage in our experiment of approximately 30% should therefore result in a
significant tail to larger sizes.

In addition, the distribution of island sizes is influenced by the precise
growth mechanism. In case of di↵usion-limited growth, less islands with
larger island sizes will be observed[80]. Consequently, the island size distri-
bution will exhibit a steep drop just above the most frequently occurring
island size. In case of attachment-limited growth, the distribution will fall
significantly less rapidly. Our distributions and the analysis based on the
direct observation of the ripening both are completely in line with the latter
picture that describes an attachment-limited ripening scenario.

8.3 Summary and conclusions

The real-time observation of the ripening process of graphene on Ir(111)
yielded no signs of any mobility of entire graphene islands. Instead, we
observed degradation of smaller islands until they disappeared and growth
of larger islands. Our STM observations show that the graphene edges that
are directly connected to iridium terrace edges, are preferred growth sites.
The spatial distribution of islands on the iridium surface indicates that
the density of small, mobile growth units for graphene, is nearly constant
over the iridium surface. These findings, in combination with our analysis
of the island size distributions at di↵erent temperatures, bring us to the
conclusion that graphene on iridium ripens via the attachment-limited Ost-
wald ripening mechanism. We extrapolate our findings by stating that this
ripening picture means that, during further growth of graphene by addi-
tional carbon deposition at temperatures above 1000K, nucleation of new
graphene islands should not take place.
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Chapter 9

Graphene film closure:
strain and boundary defects

An important stage of the graphene synthesis process that has a signifi-
cant impact on the final graphene quality is the closure of the graphene
overlayer. In this stage, the individual, still growing graphene domains
increasingly touch each other and connect. Depending on their relative
alignment, neighbouring domains either merge or domain boundaries are
formed between them. Those boundaries can influence the macroscopic
properties of the graphene nanolayer, such as charge carrier mobility, yield
strength, chemical inertness, etcetera[81, 82]. Here we report a study of
graphene film closure, performed using our variable-temperature STM. An
Ir(111) surface that was partially pre-covered with graphene was studied
while the graphene film was closing. A clear preference of domains to con-
nect to each other in ways that avoid the formation of local defects was
observed. In case graphene domains were misaligned with respect to each
other, they adjusted themselves by introducing internal deformation. This
behaviour was observed through the deformation of the moiré patterns. For
the first time, the build-up of strain in graphene was observed.

9.1 Observation of graphene film closure

The findings reported here are originating from two experiments in which
we prepared the substrate slightly di↵erently. The general procedure in
both experiments was the same. The cleaned Ir(111) substrate was first
pre-exposed to ethylene at room temperature. Then, the substrate was
heated up in ultrahigh vacuum to a temperature at which practically all
carbon had formed graphene. At this temperature, the surface was imaged
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by STM while it was further exposed to a low pressure of ethylene. The
di↵erences between the two experiments were the amount of ethylene the
surface was pre-exposed to at room temperature (0.5 and 3L) and the pre-
cise temperature at which the film-closure experiment was conducted (1067
and 1107K respectively). Our experiments show that the precise tempera-
ture during the experiment did not seem to have a significant influence on
the observations. The high-temperature exposure started at a partial pres-
sure of ethylene of approximately 1⇥ 10�10mbar. As the graphene growth
speed reduced over time, the ethylene pressure was slowly increased to ap-
proximately 7⇥ 10�8mbar. The temperature was not changed during the
experiment and the gas exposure was stopped after the surface was entirely
covered with graphene.

Three images extracted from the high-temperature STM observations
are shown in Figure 9.1. These images were taken from Movie 2, which can
be found in the electronic Supplementary Material. In these images, the
orientations of two graphene domains are indicated by the dashed lines. The
moiré patterns of the domains have a 4 � di↵erence in rotation angle with
respect to each other. In combination with the observed lattice distances
of the moiré patterns, we can conclude that the two graphene domains are
rotated with respect to each other by 0.6 �. The two domains are positioned
on two adjacent iridium terraces; one iridium step is situated in between the
domains. It should be noted that, although the graphene domains look like
depressions with respect to the iridium surface, they are actually situated
on top of the iridium. The electronic structure of the Ir(111)/graphene
system, in combination with the energy dependent LDOS of the STM tip
and the applied sample bias voltage, reduces the tunnelling current via the
graphene so much that it looks as if the graphene is positioned inside the
iridium terraces rather than on top. A close look at other locations on the
iridium surface and the application of several sample voltages revealed that
the graphene was situated on top of the iridium surface.

The images in Figure 9.1 show how the two slightly misoriented gra-
phene domains grow together to form one closed sheet of graphene. After
the two domains have merged, no trace is left of the connection. Imperfec-
tions in the connection between the graphene lattices would have shown up
in two ways, namely as noticeable imperfections in the moiré pattern and
as strong ‘protrusions’ in the STM image due to the electronic structure
of the local defects in the graphene lattice[83]. An example of a domain
boundary that contains several defects is highlighted by the green arrow in
Figure 9.1b.

A second observation that indicates that the graphene lattice does not
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Figure 9.1: (a)-(c) Three frames from an image sequence (frames 213,
219 and 220) in which the closure of the graphene overlayer on top of
Ir(111) was followed by STM. The images were recorded at a temperature
of 1067K, while the surface was exposed to an ethylene partial pressure
of 7 ⇥ 10�8mbar. The orientation of the moiré pattern in two graphene
domains is highlighted by the dashed lines. The red arrow in panel (b)
indicates the absence of a domain boundary between the two rotated gra-
phene domains. The green arrow points at the domain boundary between
two rotated graphene domains. The elapsed time is indicated in the top
right corner of each image. Panels (d) and (e) are close-ups of the same
area imaged in panels (b) and (c) and highlight the mobility of the iridium
step underneath the graphene, also at the location where the two domains
grew together. At the position of the seam between the domains (indicated
by the red arrow), no domain boundary can be distinguished. Image size
73 ⇥ 61 nm2, z-scale 0.27 nm (for Figures (a)-(c)), sample voltage 3.1V,
tunnelling current 0.1 nA
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contain defects along the line where the two domains merged, is that of
the mobility of the iridium step underneath the graphene. This unhindered
mobility suggests the absence of strong, local bonds from the overlayer to
the iridium substrate. Such bonds would result in local pinning sites of the
iridium to the graphene that reduce the mobility of the iridium surface layer
locally. This e↵ect is not observed. An additional advantage of the step
mobility is that the line along which the graphene domains have merged,
at or close to the step in the iridium substrate, can be inspected in several
of the STM images with the step at some distance, thus enabling to view
the seam without the complicating influence of the step.

When the orientations of two domains are su�ciently di↵erent, they can
only connect by introducing a high-angle domain boundary that includes
defects in the topology in the form of pentagons and heptagons[83]. The
density of these defects along the domain boundary is dependent on the
precise mismatch of the domains. An example of such a high-angle domain
boundary with defects is indicated in Figure 9.1b by the green arrow.

9.2 Graphene domains locally align by strain

The only way for the di↵erently oriented domains in Figure 9.1 to merge
without the introduction of defects in the graphene topology is by tolerating
changes in precise bond distances and bond angles, i.e. by introducing
strain in the domains. The presence of such long-range deformations is
illustrated clearly in Figure 9.2, which displays two STM images of graphene
on Ir(111) recorded before and after film closure. For clarity, the individual
graphene domains in the two images have been numbered. The temperature
of this experiment was 1107K, higher than that of the experiment of Figure
9.1, but this small di↵erence is expected not to have significant impact on
our findings.

The graphene sheet that is shown in Figure 9.2b exhibits moiré pat-
terns that are clearly curved. When we look at the domains before film
closure (Figure 9.2a) we can see that they all have di↵erent orientations.
We find that when the domains come into contact with each other, not
only defects are created at certain positions on the domain boundary, but
also the graphene domains deform internally, such that the lattices match
best with each other. This behaviour can be observed best by following
the curving moiré patterns over multiple domains. The red lines in Figure
9.2c show how the internal distortions enable two domains to connect with
a minimum of topology errors.

The curved moiré lattices indicate the presence of strain in the graphene.

115



1
2

3

45

6

(a)

1
2

3

45

6

(b)

1
2

3

45

6

(c)

Figure 9.2: (a) and (b) Two STM frames from a movie (frames 139 and
166) in which the closure of the graphene overlayer on Ir(111) was followed
by STM. The images were recorded at temperatures of 1099 and 1107K
respectively, while a partial pressure of approximately 7 ⇥ 10�8mbar of
ethylene was present. (c) Same image as shown in panel (b), with red
lines connecting the maxima in the graphene domains across the image.
Here, we have chosen one of the three principal directions of the moiré
pattern. Similar sets of lines can be constructed along the other two. The
dashed circles indicate point defects in the moiré pattern and are related to
point defects in the graphene lattice, as discussed in the main text. Image
size 59 ⇥ 43 nm2, z-scale 0.16 nm, sample voltage 3.4V, tunnelling current
0.1 nA, time between images: 780 sec.
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A close look at the graphene deformation visible in Figures 9.2b and 9.2c
shows that some lines are curved such that over a length of 5 moiré units,
the lattice has curved over 1 moiré unit. The apparent shift of the moiré
pattern over 1 unit means that the graphene lattice has deformed with an
amount of 1 graphene lattice constant. Or, over a distance of 5⇥10 graphene
lattice units, the graphene has deformed over 1 lattice unit. This means
that a nominal strain of 0.02 was realized in the graphene bonds, which
resulted in a deformation of approximately 0.003 nm of each carbon-carbon
bond. These values are one order of magnitude lower than experimental and
theoretical estimates of the maximum strain graphene can handle, which
are in the range of 0.2� 0.3[84].

The build-up of strain in graphene costs energy. In case the amount of
strain needed to align two domains, costs too much energy, the creation of
local lattice defects will be more favourable than strain. These defects are
observed in Figure 9.2b. The red lines in 9.2c make it easy to follow the
moiré maxima over several domains along one of the three principal symme-
try axes, and thus recognize the defects in the topology. Every defect, e.g.
a pentagon-heptagon pair, in the graphene lattice leads to a single defect
in the moiré pattern. In case two adjacent lines merge, a point defect ap-
pears. Each point defect is situated at a location where at least in two out
of the three symmetry axes, lines merge. All defects are characterised by
coloured, dashed circles. The colour of the circle denotes the kind of defect:
the yellow colour means the defect shows up in all 3 symmetry directions (1
occurrence), the blue colour indicates the defect shows up in the symmetry
direction highlighted by the red lines and another symmetry direction (4
occurrences). The white colour indicates that the defect shows up in the
two other symmetry directions that are not highlighted by the red lines (3
occurrences). Our analysis has analogies with the work presented in Refer-
ence [83]. In that work, the defects that are labelled in our work by white
and blue circles, are studied at the atomic scale. The defects are entitled as
edge dislocations containing pentagon-heptagon carbon atom rings. This
publication supports our findings. The only defect type that has not been
reported before is the yellow-coded defect, which has impact on all three
symmetry directions. We suggest that defect is actually a combination of
two defects close to each other. As expected, point defects are inevitable
in case domains with a significant misalignment merge.
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9.3 Conclusions

Summarizing, we conclude that graphene domains growing together on irid-
ium at high temperatures try to avoid the formation of defects in the form
of domain boundaries. Most of the relative misalignment of the graphene
domains is compensated by the introduction of long-range strain inside the
graphene domains. Defects in the graphene lattice are known to influence
the properties of graphene, such as the charge carrier mobility and other
electronic properties[81, 85]. We expect that the introduction of strain in-
stead of defects has much less impact on these properties, as the graphene
lattice is not a↵ected significantly. Also the mechanical strength and the
chemical inertness of the graphene may be expected to be more favourable
for the strained graphene than for defected graphene. Hence, the process of
strain incorporation suppresses the impact of initially misaligned domains
on the final quality of the graphene nanolayer.
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Chapter 10

High-temperature behaviour
of graphene-covered iridium

In the preceding chapters, the nucleation and growth of graphene on the
(111) surface of iridium was studied. The results have provided us with
detailed insight in graphene synthesis on this substrate. In the present
chapter, we continue by focussing on the behaviour of the iridium under-
neath the graphene at elevated temperatures. We pay special attention
to the terrace edges of the iridium surface by, in the first place, looking
at the growth of graphene over iridium steps. Second, we focus on the
behaviour of iridium steps that are completely covered by graphene. The
observations show a dominant role of the moiré pattern that is present in
the graphene-iridium system. Third, small fluctuations of the iridium steps
were followed. Our findings show that iridium is very mobile underneath
the graphene. The iridium steps serve as channels for the transportation
of iridium atoms underneath the graphene overlayer.

10.1 Graphene growth over iridium steps

The cleaned Ir(111) substrate was first pre-exposed to 0.5L ethylene at
room temperature. Then, the substrate was heated up to a temperature
of 1064K. At this temperature the STM imaging was started and one
graphene island was kept in view. The system was exposed to a partial
pressure of 2⇥ 10�9mbar of ethylene while the scanning was continued.

Part of the movie of a growing graphene island on the Ir(111) surface
is shown in Figure 10.1, the original movie can be found in the electronic
Supplementary Material, Movie 3. In the image sequence shown here, we
zoomed in on that part of the island that was growing over an iridium step.
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(a) (b) (c) (d)

Figure 10.1: Four STM frames from an image sequence (frames 64, 68, 73
and 86) showing the growth of a graphene island on top of Ir(111), followed
by STM. The images were recorded at a temperature of 1064K, while the
surface was exposed to an ethylene partial pressure of 2⇥10�9mbar. Frames
(b), (c) and (d) were recorded at times of 62, 155 and 553 sec, relative to
frame (a). The red colour highlights the graphene island. For clarity a
schematical cross section of the imaged surface is shown below each image.
The place where the cross section is taken, is indicated by the dashed line
in panel (b). Image size 33⇥ 87 nm2, z-scale 0.30 nm, sample voltage 2.2V,
tunnelling current 0.1 nA.

120



For clarity, the graphene island is highlighted with a red colour. Based on
the full-sized STM images (which can be found in Movie 3), we can state
that in this image the graphene is growing inside an iridium terrace. A
schematic surface cross section is shown below each of the STM images in
Figure 10.1. What the image sequence in Figure 10.1 shows, is that the
growth of the graphene proceeds into the iridium terraces by the expulsion
of iridium edge atoms. At the same time, the iridium edge underneath the
graphene island advances, which indicates that a net transport of atoms
from the graphene-iridium interface to other areas on the iridium surface
is taking place. The latter observation will be discussed in more detail in
Section 10.2.

Here, we first focus on the growth of the graphene over the iridium step.
In the specific case that is presented here, graphene is growing ‘upwards’,
i.e. graphene climbs on top of the iridium terrace that it was originally level
with (see transition from (b) to (c) in Figure 10.1). The process of graphene
growing of steps has been reported numerous times in the literature, but
in most cases, the growth of the graphene islands over the surface steps is
‘downhill’[83, 86–89]. Here, we observe the opposite direction of growth:
from a lower iridium terrace to a higher one, ‘uphill’.

In addition to the observation of graphene over-growing iridium in the
‘uphill’ direction, also the timing of the transition to the next iridium ter-
race is special. As Figure 10.1 illustrates, it is precisely when the graphene
has pushed the iridium terrace edge backward so far that it runs against the
next step on the iridium surface (panel (b)), that the graphene continues by
growing upwards and ‘invading’ the next iridium terrace level. Apparently,
the energy required to deform a double-height step on the iridium exceeds
the energy investment required for the graphene to cross the step and the
chemical potential of the carbon that is provided by the low pressure of
ethylene is su�cient for the latter energy investment.

The growth behaviour of graphene that is presented here, is observed
systematically. At this stage, we have not investigated the influence of
temperature and pressure on the various growth mechanisms of graphene
on iridium. Our findings show that already at a relatively low growth
temperature of 1064K graphene can grow over iridium steps. Apparently,
the iridium steps are not limiting the sizes of the graphene islands, which
would otherwise have been a concern for large-scale graphene production.

One might wonder about the presence of several ‘particles’ that show
up as very high in the images of Figure 10.1. In our experiments, these
particles appeared during the growth of graphene, only at places where
graphene was growing inside the iridium terrace. The height of these par-
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Figure 10.2: Four frames from the same STM sequence as in Figure 10.1
(frames 86, 89, 92 and 96) showing the iridium step mobility underneath
graphene. The fluctuating step is indicated by the green arrow in panel (b).
The images were recorded at a temperature of 1064K, while the surface was
exposed to an ethylene partial pressure of 2 ⇥ 10�9mbar. Frames (b), (c)
and (d) were acquired at times of 91, 183 and 305 sec relative to frame (a).
Image size 49 ⇥ 105 nm2, z-scale 0.30 nm, sample voltage 2.2V, tunnelling
current 0.1 nA.

ticles is not identical, but they exhibit values comparable to the height (or
sometimes twice the height) of an iridium terrace. As long as those particles
are situated at a boundary between equally levelled graphene and iridium
surfaces, they are mobile, can grow, shrink, merge and disappear. Also,
they typically move along with the moving graphene-iridium boundary in-
terface. We observed that sometimes, these particles got trapped inside the
graphene, as can be seen clearly in the lower part of the images shown in
Figure 10.2. From the behaviour of those particles, we assume that they
mainly consist of iridium atoms. We did not observe a significant e↵ect
of the presence of those particles on the growth process of the graphene
islands.
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10.2 Iridium step mobility underneath graphene

The free iridium step on the left side of panel (a) in Figure 10.1 shows a
frizzy appearance. This frizziness is characteristic of the rapid step fluctu-
ations that take place on clean metal surfaces. Such fluctuations are due to
transport of metal atoms either along the steps or between the steps and
the neighbouring terraces [90–93]. Interestingly, when the step is overgrown
by graphene, such as is the case for part of the step in panels (c) and 10.1d
of Figure 10.1, the frizziness is reduced nearly to zero. In the STM images
it looks as if the iridium step that is directly in contact with an edge of the
growing graphene island shows no fluctuations at all. Here we concentrate
further on the overgrown step in Figure 10.1, which we follow in Figure
10.2 for a total of 305 extra seconds. The images in Figure 10.2 reveal that
at 1064K the iridium underneath the graphene is still mobile: the iridium
step that is indicated by the green arrow in Figure 10.2b is changing shape
during the experiment. Actually, the step is advancing, which means that
over time, iridium is being added to that area of the step.

The images indicate, in particular panels (c) and (d) of Figure 10.2,
that the step advancement is initiated from the location where the edge of
the graphene island crosses the step on the iridium surface. This part of the
step advances most rapidly, while other parts of the step follow with some
delay. From a geometrical point of view, it is indeed to be expected that
such crossing points provide the locations where iridium atoms can slip in
and be incorporated under the graphene most easily. Subsequently, these
atoms di↵use along the iridium step underneath the graphene overlayer,
possibly with some hindrance by the graphene, until they get incorporated
more permanently in the next row of iridium atoms. That even the straight
sections of the buried iridium steps are not completely immobile can be seen
from the modest, residual frizziness of these edges, visible in Figures 10.1
and 10.2.

Another remarkable observation is that the shape of the advancing irid-
ium step is not straight, but contains ‘macro-kinks’ with a width corre-
sponding to a full unit of the moiré pattern of the graphene overlayer. The
movement of these macro-kinks results in the advancement of the buried
step. A zoom-in of a location at the step at which multiple macro-kinks
are present, is shown in Figure 10.3. In this figure, the contrast has been
increased in order to emphasise the relation of the macro-kinks to the moiré
pattern. From the zoom-in, we can conclude that the size of each macro-
kink is precisely the size of the moiré lattice parameter.

There are two further observations to be taken from Figure 10.3. First,
the buried iridium step still exhibits fluctuations in its position, with an
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Figure 10.3: A zoom-in of the image presented in Figure 10.2d of a
graphene-covered iridium step at 1064K. The moiré units in the graphene
overlayer can be distinguished, as well as the shape of the iridium step be-
neath the graphene that is roughly following the moiré pattern. Note, that
the step also exhibits sub-moiré-unit fluctuations and that the moiré-unit-
sized macro-kinks are typically spread out along the step over a distance in
the order of a moiré unit. Image size 23⇥ 26 nm2.
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amplitude well below the moiré lattice parameter (and also well below the
amplitude for the free iridium step). Second, the macro-kinks are not sharp.
Instead, each macro-kink is distributed along the length direction of the
step over a distance in the order of a full moiré unit. The small-amplitude
step fluctuations are also present in the macro-kink portions of the buried
step.

The observation that the iridium step tends to follow the moiré lat-
tice tells us that the interaction between the iridium and the graphene is
significant under the experimental conditions we exposed our substrate to.
Clusters of iridium atoms that are smaller than the moiré unit size appear
to be unstable. From this we can conclude that approximately 9⇥9 iridium
atoms have to be added to an existing macro-kink in order to add a new
moiré sized iridium unit to that step. Of course, the 81 iridium atoms,
required for the addition of a complete moiré unit, cannot be expected to
arrive all at once. Intermediate configurations that are less favourable must
necessarily be formed first. Our observations that nevertheless, the moiré
pattern has a dominant influence on the shape of the buried iridium steps,
indicates that the intermediate configurations have significantly higher for-
mation energies. In addition, we remark that it might be that due to the
continued ‘supply’ of iridium atoms to the buried step, the concentration of
mobile iridium ‘adatoms’ attached to the iridium step is slowly increasing
over time and at a well-defined concentration the barrier is overcome for the
successful formation of an additional moiré unit to the advancing iridium
macro-kink.

The advancement of a buried iridium step in units of the moiré pattern
has a strong analogy with the advancement that we have encountered in
Chapter 7 of the edges of growing graphene islands. Also for graphene
growth, the moiré pattern has a dominating influence, forcing the graphene
to grow in units of the moiré lattice. Of course, the energy di↵erences that
are at play in both cases are the same. However, an element that brings in a
significant di↵erence is the freedom of the graphene to distort significantly
at its edges, which leads to the sub-moiré-unit growth ‘strategy’ that we
identified for the advancing graphene edges in Chapter 7, for which we find
no counterpart here.

One of the remaining questions concerns the origin of the iridium atoms
that contribute to the advancement of the steps underneath the graphene.
Where do these iridium atoms come from? Why is there net transport of
iridium atoms to the buried steps? The answer to these questions is related
to the growth of graphene islands into iridium terraces, as observed in Fig-
ures 10.1 and 10.2. As we have recognized already, this growth proceeds
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by the combination of the advancement of graphene edges and the simulta-
neous retraction of the iridium steps that they are in direct contact with.
This results in a supply of expelled iridium atoms that only ends when the
graphene layer is complete. The expelled atoms cannot leave the surface.
Nor do we observe their accumulation in iridium adatom islands. Instead,
these iridium atoms find their way to the buried iridium steps, which they
force to advance in the progress.

10.3 Fluctuations of graphene-covered iridium
steps

In the previous section, we reported the observation of mobility of the
iridium steps that are covered with graphene. In order to understand
the dynamics of the iridium underneath graphene, we studied the high-
temperature behaviour of iridium underneath graphene in more detail. Our
results are reminiscent of fluctuations of terrace edges on surfaces, recorded
at much lower temperature[90–95]. However, in our study, the fluctuations
do not take place on the atomic scale, but are characterized by the moiré
unit cell, which contains 81 iridium atoms. Apparently, transport of hun-
dreds of mobile iridium atoms takes place underneath the graphene over-
layer. Furthermore, we present additional evidence for the nature of the
fluctuation as discussed by our group before[95, 96].

10.3.1 Experimental approach

After cleaning and annealing of the iridium surface, graphene was grown
by the following method: the iridium substrate was heated up to 1200K
and kept at that temperature for approximately 6000 sec. The background
pressure remained below 1 ⇥ 10�9mbar. In this manner, carbon that was
remaining in the substrate from previous experiments was used as the main
source for the graphene. This procedure resulted in a partial coverage of
large (> 100 nm in diameter) graphene flakes. At this high temperature, the
substrate was followed by the STM continuously until graphene grew into
the field of view of the STM. Subsequently, the focus was set to iridium
steps underneath the graphene while the temperature was kept between
1160 and 1210K. Several scan rotations were applied to characterise the
nature of the iridium step fluctuations.

As, in this particular study of fluctuations, the timing of the STM data
acquisition is very relevant, we briefly discuss the applied image acquisition
procedure. Figure 10.4 indicates the path of the STM tip during the acqui-
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Figure 10.4: Schematics explaining how the STM-tip moves, while the
STM-data is recorded. A forward and a backward trace in the x-direction
are performed first, then the tip is moved one pixel in the y-direction to
record a new line in the x-direction. Both datasets of the forward and
backward traces are immediately displayed during the experiment and are
stored for later analysis. The fast scan direction is realised by applying a
voltage sequence with a triangular wave form to the x-piezo.

sition of one frame. Each such a frame consists of two images: a left-to-right
and a right-to-left image. The data for those images are recorded during the
forward and backward traces of the STM tip. In the configuration shown in
Figure 10.4, the forward-backward direction (typically denoted by the ‘fast
scan direction’) is the x-direction and the ‘slow scan direction’ corresponds
to the y-direction. The fast scan direction is realised by applying a voltage
sequence with a triangular wave form to the x-piezo.

The timing of the STM was as such that the frequency of the triangular
wave was 20Hz. The pixel grid of the recorded image contained 1024 ⇥
1024 pixels and the acquisition time of one frame was 51.2 sec. These timing
settings mean that the time delay between two pixels placed next to each
other in the slow scan direction is 50ms in contrast to 24µs in the fast scan
direction.

10.3.2 Orientation dependence of fluctuations of buried
iridium steps

A typical STM observation is shown in the two images presented in Figure
10.5. This data shows the same graphene covered iridium surface area, im-
aged with two di↵erent fast scan directions: bottom-to-top (Figure 10.5a)
and right-to-left (Figure 10.5b). In these images, a line of defects is visible,
which indicates the presence of a domain boundary between two di↵erently
oriented graphene domains. Also the moiré patterns indicate that the gra-
phene domain at the top part of the image has a di↵erent orientation than
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(a)

(b)

Figure 10.5: Two STM images of graphene on Ir(111) recorded succes-
sively at 1184K. In Figure (b), the red arrows highlight buried iridium
steps that do not exhibit any mobility. The fast scan direction of the im-
ages is bottom-to-top for panel (a) and right-to-left for panel (b). Image
size 117⇥117 nm2, z-scale 0.39 nm, sample voltage 4.5V, tunnelling current
0.1 nA.
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the graphene observed at the lower part of the image.
In both images presented in Figure 10.5 we can see that the mobility

of the iridium steps underneath the graphene varies from one location to
the other. Some parts of steps are a↵ected by fluctuations, whereas other
parts show up completely straight and static. When we compare Figures
10.5a and 10.5b, we see that straight, static parts of iridium steps show
up similarly in both images. A few of these step sections are highlighted
with red arrows in Figure 10.5b. In contrast, step sections that exhibit
fluctuations in the upper panel, exhibit fluctuations in the lower panel as
well. The di↵erent appearance of these fluctuations is discussed later in
this section.

Here, we first focus on the distinction between the static, straight sec-
tions and the fluctuating parts of the buried iridium steps. As recognised
before, we find that the straight step sections do not align with the lat-
tice directions of the iridium substrate or the graphene overlayer. Instead,
they follow directions of the moiré pattern. For all other orientations, the
steps exhibit fluctuations. The large di↵erence in fluctuation amplitude
between the aligned and misaligned step sections can be understood easily.
A misaligned step section necessarily contains macro-kinks, as can be seen
in Figure 10.3. For such a step section to fluctuate, it only has to advance
or recede the precise locations these existing macro-kinks. On the other
hand, the only way for an aligned step section to fluctuate, is to first create
new pairs of macro-kinks, which may be expected to require the investment
of a sizeable formation energy.

The e↵ect discussed here of the orientation of the buried step with
respect to the moiré pattern comes in addition to the reduction in mobility
that is introduced by the presence of the graphene overlayer. The latter
reduction e↵ect is clearly visible in Figure 10.1, which shows the large
fluctuations of the free parts of the iridium step and the strongly reduced
fluctuations of the buried step sections.

10.3.3 The ‘width’ of fluctuations

Figure 10.6 displays an STM image of a fluctuating iridium step underneath
graphene, at a temperature of 1204K. The red dashed lines in this figure
are guides to the eye that are aligned to the moiré pattern, in order to
indicate the size of the fluctuations. This analysis shows that the excursions
the steps make in the direction perpendicular to the iridium step, have a
typical size equal to size of the moiré unit cell. Again, we see that the
influence of the moiré pattern on the behaviour of the iridium underneath
the graphene is significant. Apparently, the local variations in interaction
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Figure 10.6: Fluctuations of an iridium step underneath graphene, ob-
served by STM at a temperature of 1204K. The red dashed lines run
along the maxima of the moiré pattern (on the lower terrace). Image
size 16 ⇥ 26 nm2, z-scale 0.17 nm, sample voltage 3.9V, tunnelling current
0.1 nA.
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(a) (b) (c) (d)

Figure 10.7: Four zoom-ins of STM observations at 1184K of two
graphene-covered iridium steps, partially based on the images in Figure
10.5. The fast scan direction is indicated by the arrows. Panels (a) and (b)
are composed of the forward (a) and backward (b) traces acquired nearly
simultaneously on a subsection of the area also displayed in Figure 10.5a.
Similarly, panels (c) and (d) are the forward and reverse traces, correspond-
ing to the same section of Figure 10.5b. Taking into account the timing
of the pixels, we see that the macro-kinks can travel readily over distances
of 10 nm in 25ms. Image size 27⇥ 43 nm2, z-scale 0.17 nm, sample voltage
4.5V, tunnelling current 0.1 nA.

of graphene with the substrate make the iridium fluctuate in between the
most stable states, which are a moiré lattice distance apart.

What Figure 10.6 also shows is that in addition to the large units of
fluctuation, equal to the full size of a moiré unit cell, the iridium steps also
perform rapid fluctuations with a small amplitude. This demonstrates that
the preference is not absolute for the step to reside in the positions that are
energetically optimal with respect to the moiré pattern; the step is seen to
explore small excursions from the optimal positions that are dictated by the
moiré pattern. We associate these more frequent, smaller-scale fluctuations
with the more typical, atomic-scale step dynamics that is also responsible
for the mobility of the uncovered parts of the step.

10.3.4 The ‘length’ of the fluctuations: rapid macro-kink
motion

In Section 10.3.2 we have concluded from the orientation dependence of
the mobility of graphene-covered steps that this mobility largely reflects
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the random-walk motion of existing macro-kinks along the steps. In this
section we will use the STM to inspect this motion more directly. Our first
step is to compare the STM images in Figure 10.7. In these images, first
the bottom-to-top and top-to-bottom traces of one recorded STM frame are
shown. The right two panels show the observation made in the subsequently
recorded frame. In that frame, the scan direction was rotated 90 �, which
e↵ectively swaps the fast and slow scan directions. As the triangle frequency
used for the fast scan direction was set to 20Hz, the time between a forward
and the subsequent backward trace is 25ms, the acquisition time between
two pixels next to each other in the slow scan direction is 50ms and the
acquisition time between two pixels next to each other in the fast scan
direction is 24µs.

We first point out that in all four panels of Figure 10.7, two parts
of the iridium steps do not exhibit any mobility. From this observation
we can conclude that at the timescale of 50 sec (approximately the frame
acquisition time) there is no mobility of these part of the iridium steps.

In Figures 10.7c and 10.7d, the mobile sections of the buried iridium
steps show up very noisy. Although the noise in panels (c) and (d) is
highly correlated, subtle di↵erences can be distinguished already between
the forward and reverse scan lines. Between subsequent scan lines within
the same panel, the di↵erences are already substantial and excursions over
a distance of a full moiré unit can appear or disappear. From this we can
conclude that the fluctuations over moiré-unit distances take place on a
timescale less than 25ms

Information on the magnitude, or ‘length’, of the fluctuations can be
obtained from the observations shown panels (a) and (b) of Figure 10.7.
In these images, the fluctuations appear di↵erent from those in panels (c)
and (d): they show up as long stripes along the fast scan direction. The
length of the stripes can be as large as 10 nm. Most of these stripes are
connected at one side to the upper iridium terrace. This behaviour can
only be explained by the mechanism in which only individual macro-kinks
are moving along the step. The step motion is not caused by the creation
of pairs of a macro-kink and an anti-macro-kink. The images in Figure
10.7 indicate that the di↵using macro-kinks can readily traverse distances
of 10 nm in 25ms.

For a macro-kink to move along the step over the minimum distance of
a single moiré unit, 81 iridium atoms have to be relocated over significant
distances, e.g. over the distance to the next kink[96]. The observed large
fluctuations in macro-kink position, of e.g. 10 nm on the timescale of the
scan lines of 25ms, imply an impressive mobility of these iridium atoms
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along the graphene-covered steps.
We notice that the fluctuation behaviour of the graphene-covered irid-

ium steps at high temperature is very reminiscent of the fluctuations of
steps reported previously for a variety of vicinal metal surfaces at much
lower temperatures, such as Cu(1 1 19) and Au(110) [90, 94, 95]. In that
work, the atomic-scale mechanisms underlying these fluctuations were de-
rived from the scaling of the step’s mean square displacement versus time.
In the present study, we have not attempted to quantify the time exponent
of the mean square displacement, because it was more di�cult than in the
clean-surface studies to identify a su�ciently large number of long, fully
unpinned step sections and because the extremely high temperatures made
it unpractical to reach the low drift rates, required for obtaining meaning-
ful values for the time-dependent step displacements. However, we should
expect that the intimate contact between the graphene overlayer and the
iridium terraces e↵ectively only leaves a narrow region at the step, where
iridium atoms can be mobile. This means that even when iridium atoms
on a clean surface would have the possibility to detach from the step and
di↵use over the terraces, the presence of the graphene overlayer would force
them to return more or less immediately to the step, which would render
their di↵usion e↵ectively to a one-dimensional random walk along the steps.
In such cases, the time exponent of the step fluctuations should naturally
adopt a value of 1/4[97]. There has been discussion about the nature of
short-time correlations in the step motion [94, 96]. The combination of
scan directions, across and along the steps, illustrated in Figures 10.5 and
10.7, provides direct evidence for the interpretation advocated in Reference
[96] that the short-time correlations originate from rapid back-and-forth
motion of existing kinks (in this case macro-kinks) along the steps.

10.4 Summary

We have performed STM studies of the system of graphene on an Ir(111)
surface at the high temperatures that are typical for CVD growth of gra-
phene on this substrate. The observations shine new light on the behaviour
of the graphene and iridium at temperatures above 1000K. First, we ob-
serve how graphene grows into iridium terraces and we understand how it is
forced to ‘climb’ upwards one iridium plane when the progressing graphene
has pushed iridium steps into contact with each other. We find that the
iridium steps leave no noticeable signature in the graphene overlayer, which
means that the steps have no lasting impact on the graphene quality.

Second, we studied the behaviour of iridium steps underneath graphene.
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Advancement of iridium terrace edges underneath graphene is observed dur-
ing graphene growth. The iridium atoms that add to these buried steps
originate from the iridium steps that are forced to recede by the advancing
graphene edges. Our images suggest that these iridium atoms can easily
slip under the graphene at locations where an edge of a graphene island is
draped over an iridium step. The observed mobility revealed a dominat-
ing influence of the moiré pattern: the shapes of the mobile iridium steps
underneath graphene are strongly dominated by the moiré lattice. This
goes not only for the preferred orientations of the steps, but also for the
preferred locations, which results in macro-kinks with a width of the full
moiré unit cell.

In case an iridium step was not aligned with the moiré lattice, strong
fluctuations of the step, underneath the graphene, were observed. Our STM
images show that they are caused by the rapid motion along the steps of
individual, pre-existing macro-kinks. The macro-kinks easily travel over
10 nm in 25ms, which involves the relocation of hundreds of iridium atoms
over several nanometers within milliseconds.

Our high-temperature STM observations have enabled us to acquire
direct insight in the complex dynamics of the system of graphene on a metal
substrate. These findings help us to develop new and improved recipes for
the synthesis of high-quality graphene by chemical vapor deposition.
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Appendix C

Image-subtraction procedure

This appendix explains how the di↵erence between two STM images was
calculated. The result of this image-subtraction procedure is presented in
Figures 6.2, 6.3 and 6.5 A special focus is put on the STM-image alignment.
The kind of image alignment that was necessary to obtain a proper subtrac-
tion varied between sets of images. This variation was caused by conditions
such as imaging stability, that were di↵erent in the various experiments.

The procedure was performed such that the pixel-values in the resulting
image could be directly related to absolute distances in the z-direction.

C.1 Subtraction procedure used in Figures 6.2
and 6.5

The input for the subtraction procedure was the raw STM-data of two
images from one image sequence. The z-values in this STM data were
acquired from the 16-bit analog-to-digital converter of the z-channel of the
STM.

The following steps were performed subsequently, the software used to
perform these steps is indicated between parentheses.

1. Transform the STM data to a 16-bit tif-image. (Python script)

2. Blow-up the colour scale of the images to simplify the image align-
ment. The change in colour scale was identical for both STM images.
(ImageJ)

3. Save the images as 8-bit tif-files. (ImageJ)

4. Align the images (Adobe Photoshop):
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• Adjust image position (x,y) and rescale the y-size for Figure 6.2

• Adjust image position (x,y), rescale the x- and y-size and apply
a horizontal stretch for Figure 6.5

5. Save the images as 8-bit tif-files. (Adobe Photoshop)

6. Crop the images to obtain images with similar dimensions. (ImageJ)

7. Subtract the images. (ImageJ)

8. Save the images as 32-bit tif-files. (ImageJ)

9. Set the colour scale to 255 and apply a blue-to-red colour table. (Im-
ageJ)

10. Save the image as an 8-bit bmp-file. (ImageJ)

C.2 Subtraction procedure used in Figure 6.3

The image subtraction for Figure 6.3 was slightly di↵erent as the STM data
contained some noise. This noise was characterised by a single, high fre-
quency. For this reason, FFT-filtering was applied in the WSxM software.
First, the STM data was exported to WSxM using the export function
that is available in the STM software (LPM Camera software). After this
export, the following steps were performed:

1. Apply a global plane subtraction. (WSxM)

2. Apply FFT-filtering of a small region in k-space to remove the noise.
(WSxM)

3. Apply a greyscale colour table with proper z-scale. (WSxM)

4. Save the image as an 8-bit bmp. (WSxM)

5. Align the images by adjusting the image position. (Adobe Photoshop)

6. Crop the images to obtain images with similar dimensions. (Adobe
Photoshop)

7. Save the images as 8-bit bmp-files

8. Subtract the images. (ImageJ)

9. Save the images as 32-bit tif-files. (ImageJ)
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10. Set the colour scale to 156 and apply a blue-to-red colour table. (Im-
ageJ)

11. Save the image as an 8-bit bmp-file. (ImageJ)
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Appendix D

Island-extraction algorithm

Some of the analysis reported in this thesis was done using a routine to iden-
tify and extract graphene islands from STM data. This appendix describes
this procedure.

In most of the images that were analysed, several iridium terraces were
present. To optimise the island extraction, these images were anlyzed ter-
race by terrace. The following procedure was applied to every individual
terrace, the software used to perform these steps is indicated between paren-
theses.

1. Export the STM data to WSxM using the export function that is
available in the STM software. The image resolution is 1024 ⇥
1024 pixels. (LPM Camera software)

2. Apply line-by-line flattening. (WSxM)

3. Perform a local plane correction on the iridium terrace. (WSxM)

4. Save the image as bitmap. (WSxM)

5. Blur the image with a blur radius of 2 pixels. (Adobe Photoshop)

6. Adjust the image levels to achieve maximum contrast between gra-
phene islands and the iridium terraces. (Adobe Photoshop)

7. Select the graphene islands using the ‘Magic Wand’ tool with the
non-contiguous-selection setting. (Adobe Photoshop)

8. Colour the selected islands white, colour other iridium terraces in the
image black. (Adobe Photoshop)

9. Deselect the islands. (Adobe Photoshop)
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10. Reselect the islands by a non-contiguous selection of the bright pixels.
(Adobe Photoshop)

11. Invert the selection and colour all selected pixels black. (Adobe Pho-
toshop)

12. Apply a colour threshold at level 128 to obtain a black-and-white
image. (Adobe Photoshop)

13. Save image as bitmap. (Adobe Photoshop)

This procedure was repeated for every terrace in the image. The result-
ing images were added together, which resulted in a black-and-white image
with all the graphene islands being white and all the uncovered iridium
being black. This image was used as a mask for further graphene island
analysis. For example, the graphene coverage and the average height of the
islands were calculated via Python scripts that coupled the mask with the
original STM data.
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Summary

On the origins of friction

The friction behaviour of an interface between two macroscopic bodies that
are pressed against each other, is determined by the collective behaviour of
all the individual micro- and nanocontacts that together define the physical
contact between the two bodies. A popular method to study the friction
of such a nanocontact experimentally, is the use of a Friction Force Micro-
scope (FFM). The conventional interpretation of the FFM-data relies on a
sophisticated version of the Prandtl-Tomlinson model. This classical model
is very successful in reproducing many features of atomic-scale friction ex-
periments. However, the one thing that it cannot do is to provide a true
physical understanding of the origin of the friction force as it simply as-
sumes instantaneous loss of the excess potential energy in every slip event.
More sophisticated models, based on a Langevin equation, introduce an
energy dissipation rate, but this quantity is usually employed as a mere fit-
ting parameter, again revealing nothing about the microscopic energy loss
mechanisms at play.

In the work described in this PhD thesis, an atomistic approach was
taken, starting from an estimate of the dissipation rate that should be ex-
pected from a single atom. This estimate, in combination with reasonable
assumptions concerning the scaling of dissipation at the nanoscale, allowed
us to calculate the friction force experienced by a tip that is moving over
a substrate at a certain velocity. Our estimates showed that typical dis-
sipation rates are in the order of 10�12 kg/sec. Comparison with values
in literature that are obtained by taking the dissipation rate as a fitting
parameter in the Langevin equations, yielded a discrepancy as large as six
orders of magnitude. The origin of this discrepancy was found to hide in
the choice for the mass of the tip apex that is deformed significantly during
the stick phase of the characteristic stick-slip motion that results in a fric-
tion force. We argued that this mass corresponds to a very modest number
of atoms that is associated with the very end of the tip apex, twelve orders
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of magnitude smaller than the mass of the entire tip plus cantilever that
may follow the motion of the apex, but always with a significant delay. The
experimentally found value for the e↵ective spring constant agrees with our
picture of a very small, flexible and dynamic mass. Due to this small mass,
the tip apex acquires extremely high velocities, which enables the tip apex
to dissipate the released slip energies with extreme e�ciency. Our find-
ings are in agreement with the observed atomic-scale stick-slip behaviour
in many experiments, that can only be described by an approximately crit-
ically damped motion.

In order to test the validity of our arguments, we constructed a two-
mass-two-spring model as a more refined description of the FFM experi-
ment with a flexible tip, dragged over an atomically corrugated surface. In
accordance with the ideas summarized above, we associated a very small
dynamic mass with the tip apex. The numerical calculations resulted in
friction force maps that showed a surprisingly limited regime of tip config-
urations for which atomic periodicities were observed clearly. This regime
was characterised by a specific ratio between the number of atoms present
in the tip-surface contact and the number of atoms in the dynamic mass.
Based on this ratio, the situations of critically damped, underdamped and
overdamped motion could be coupled directly to the tip apex geometry.
Additionally, the numerical model allowed us to study various aspects of
the experiments done with the FFM. Typical observations of the lateral
deflection of the cantilever and determined Q-factors could be reproduced
and explained, which should be regarded as new insight into the origin of
friction, introduced by our approach.

Based on our theoretical model of a friction contact and on the cal-
culation results, a friction ‘phase’ diagram was constructed. We conclude
that most tips used in AFM- and FFM-experiments have geometries that
make the tip apex naturally critically damped, which explains why regular
stick-slip motion is readily observed. Deliberate construction of asperities
with a geometry that would lead to low-friction contacts, may provide a
way to even tune the friction of macroscopic surfaces.

Graphene growth on Ir(111)

To improve the quality of synthesized graphene, and to improve our un-
derstanding of nanolayer growth, the growth of graphene on Ir(111) was
studied in real time by a Scanning Tunneling Microscope (STM). As the
synthesis of graphene on Ir(111) requires a substrate temperature of more
than 950K, a variable temperature STM (VT-STM) was used. With this
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apparatus, the nucleation, ripening and growth of graphene could be stud-
ied while the temperature was being changed deliberately.

First, the evolution of the Ir(111) surface was studied after exposure to
ethylene. While the temperature was increased from room temperature up
to approximately 1000K, the substrate was followed by the STM. Several
structural rearrangements were observed, after which the adsorbate layer
finally converted into graphene at a temperature of 967K. Further anneal-
ing to approximately 1000K led to an iridium surface only decorated with
structures containing moiré-patterns. The moiré patterns indicated that,
at 1000K, most graphene islands were perfectly aligned with the substrate,
and that half moiré units of graphene were the smallest stable configuration
of graphene at a temperature close to its nucleation temperature.

In addition, the growth of graphene at a temperature of 1180K was
studied at sub-moiré-unit level by the STM. The observations showed that
the growth of graphene islands on iridium is characterised by a two-step
process: first, the graphene edge is decorated with finger-like structures
with the length of an entire moiré unit cell. Second, the space between
the fingers is filled up with graphene, at which point the edge has acquired
an extra row of moiré unit cells. This growth behaviour showed that the
local interaction between graphene and the iridium surface atoms plays a
decisive role in the graphene growth process. As a consequence, the two
edge types of graphene islands on Ir(111) evolve non-equivalently.

We have also addressed the ripening process of graphene on Ir(111), a
subject that had not been reported before in the literature. For this, we
have studied the evolution of small graphene islands during a slow tem-
perature ramp between 1000 and 1036K. Although the average size of the
graphene islands increased and the total graphene coverage was constant,
no mobility of entire graphene islands was observed. The spatial distribu-
tion of graphene islands, in combination with the island size distributions
showed that graphene on iridium ripens via the attachment-limited Ostwald
ripening mechanism.

When individual islands in the graphene overlayer merge, the risk of
the formation of defects at the resulting domain boundaries is very high,
especially when islands are misaligned. To investigate this e↵ect for the
graphene-Ir(111) system, we studied the closure of the graphene film on
iridium at temperatures between 1067 and 1107K while the surface was
exposed to an ethylene partial pressure of 7 ⇥ 10�8mbar. At the point
where graphene domains grew together, graphene was found to avoid the
formation of boundary defects by the introduction of long-range strain in-
side the graphene domains. We expect that the introduction of strain has
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much less impact on the physical and chemical properties of the graphene
layer than series of point defects, such as dangling bonds, 5-rings or 7-
rings. Hence, this e↵ect should be regarded as beneficial to the quality of
synthesized graphene.

Finally, the behaviour of iridium underneath graphene was studied,
again at high temperature. In this context, we observed the growth of gra-
phene over iridium step edges, typically climbing upwards from the lower
to the higher terrace. No loss of quality of the graphene layer was ob-
served. We also studied the fluctuations of the iridium steps underneath
a graphene overlayer. Advancement of iridium steps buried by graphene
was observed, in a way that suggested that iridium atoms can easily slip
under the graphene at specific locations. The shape of the mobile iridium
steps was strongly dominated by the moiré lattice, as macro-kinks with a
width of the full moiré unit cell were observed. In case the iridium was not
aligned with the moiré lattice, strong fluctuations of the iridium steps were
observed, which involved the relocation of hundreds of iridium atoms over
several nanometers within milliseconds.
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Samenvatting

Achtergrond

Het werk dat in dit proefschrift staat beschreven, is uitgevoerd in de on-
derzoeksgroep ‘Grensvlakfysica’ van de Universiteit Leiden. De naam van
deze onderzoeksgroep duidt op het studieonderwerp van de grenzen tussen
twee media, een vaste stof en vacuüm of een vaste stof en een gas of zelfs
een vaste stof en een andere vaste stof. In dit proefschrift is aan deze naam
nog een extra dimensie toegevoegd. Schijnbaar staan er twee afzonderlijke
onderzoeken beschreven in dit proefschrift: een theoretisch onderzoek naar
de oorsprong van wrijving en een experimenteel onderzoek naar de groei
van het materiaal grafeen. Echter, het hogere doel van deze onderzoeken
is het mogelijk maken van een ontwikkeling op het grensvlak tussen deze
twee gebieden: het controleren van wrijving tussen oppervlakken door mid-
del van de toepassing van het materiaal grafeen. Op kleine, haast atomaire
schaal is dit experiment al enige jaren geleden succesvol uitgevoerd binnen
dezelfde onderzoeksgroep. De uitdaging is om dit experiment te herhalen
op de veel grotere schaal van wrijving in de alledaagse praktijk. Hiervoor is
het nodig om te onderzoeken hoe wrijving ontstaat en of de wrijvingswet-
ten schaalbaar zijn. Daarnaast is het nodig dat we op grote schaal kwa-
litatief hoogstaand grafeen kunnen produceren. Kwalitatief hoogwaardig
grafeen is daarnaast ook interessant voor een keur aan andere potentiële
toepassingen, bijvoorbeeld als materiaal voor elektronische toepassingen, in
mikro-elektromechanische systemen (MEMS) of als coating. In het verdere
van deze samenvatting worden de twee onderzoeken die in dit proefschrift
staan kort verwoord.

Over de oorsprong van wrijving

Als twee objecten over elkaar heen schuiven, vindt de wrijving hiertussen
niet plaats over het gehele oppervlak. Het werkelijke contact tussen
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deze oppervlakken wordt gevormd door lokale uitsteeksels die het tegen-
overliggende object raken, zie Figuur 1.1. Onze onderzoeksstrategie is nu
om het gedrag van één zo’n uitsteeksel te onderzoeken. Als we dit gedrag
eenmaal kennen, kan in een volgend stadium geprobeerd worden om het
gezamenlijke gedrag van een groot aantal uitsteeksels te beschrijven, en
langs die weg wrijving zo goed te begrijpen dat we het verschijnsel in de
toekomst zelfs kwantitatief kunnen voorspellen. Het gedrag van een indi-
vidueel uitsteeksel wordt in onze experimenten tot op zekere hoogte nage-
bootst door middel van een FFM: een wrijvingskrachtmicroscoop. In dit
apparaat wordt wrijving onderzocht door een uiterst scherpe naald met
een wel gedefinieerde aandrukkracht over een oppervlak te trekken. Als
dit wordt gedaan op een schoon kristaloppervlak, blijft het naaldje telkens
even steken in de ‘kuiltjes’ tussen atomen, totdat de trekkracht te groot
wordt. Daarna schiet het naaldje, over een atoom heen, naar het vol-
gende dalletje tussen twee atomen. Dit is te zien in Figuur 1.2c, waar
het blauwe naaldje over de rode atomen wordt getrokken. Het ‘stick-slip’
gedrag dat dan ontstaat kan gevolgd worden door de zijdelingse beweging
van het licht flexibele naaldje te meten door middel van de reflectie van
laserstralen. Zo kan de vervorming en de wrijvingskracht van het naaldje
ten opzichte van het kristal gemeten worden. Resultaten van deze expe-
rimenten zijn bekend en de interpretatie ervan wordt vaak gedaan in ter-
men van een massa-veersysteem, een standaardsysteem in de natuurkunde.
Een dergelijk systeem kan theoretisch beschreven worden door gekoppelde
krachtsvergelijkingen, zogenaamde Langevin-vergelijkingen. De afgelopen
decennia heeft men hiermee veel experimentele waarnemingen kunnen ver-
klaren, maar zeker niet alle.

In dit onderzoek wordt de huidige interpretatie van het massa-
veersysteem op de schop genomen. Door middel van een atomistische aan-
pak (de afremming die een afzonderlijk atoom ervaart als dat over een
oppervlak hobbelt) en enkele eenvoudige aannames over schaling, wordt
aangetoond dat de huidige interpretatie van wrijving op atomaire schaal
een intrinsieke tegenstelling bevat, waardoor je eigenlijk een wrijvingskracht
zou moeten verwachten die wel een miljoen keer zo laag is als de wrijving
die we voelen. Dit extreme verschil kan niet weggepoetst worden door aan-
names aan te passen of ‘op te rekken’. Als uitweg uit dit probleem hebben
we een nieuw type massa-veersysteem bedacht. Consequent doorredeneren
laat zien dat het uiteinde van het naaldje zeer klein is en extreem kleine,
snelle bewegingen maakt over de ondergrond. Door zijn superhoge snelheid,
kan het wrijvingscontact tussen het puntje van de naald en de ondergrond
relatief veel energie (beter gezegd: impuls) dissiperen, hetgeen de wrijvings-

155



kracht sterk kan verhogen.
Dit model wordt vervolgens uitgebreid gesimuleerd door middel van

numerieke berekeningen. Experimentele resultaten kunnen met grote
nauwkeurigheid worden gereproduceerd en experimentele waarnemingen
die eerst nog moeilijk te verklaren waren, zoals de lengte en duur van slip-
bewegingen, zijn nu eenvoudig te duiden.

De wrijvingsinterpretatie en het theoretisch model dat uit dit onderzoek
is voortgekomen, maakt het mogelijk om aan de hand van de vorm van
het puntje van de naald te voorspellen wat het wrijvingsgedrag van de
hele naald is. Hiermee lijkt het nu in principe mogelijk om een oppervlak
van tevoren zodanig te ontwerpen, dat het specifiek macroscopish wrij-
vingsgedrag vertoont: wrijving of glibberigheid op maat. Ons model geeft
ook mogelijke richtingen aan van combinaties van oppervlakken waarbij
de onderlinge wrijving volledig zou moeten verdwijnen: wrijvingsloosheid
tussen oppervlakken op grote schaal. Het wachten is nu op experimenten
die dit kunnen aantonen.

Groei van grafeen op Ir(111)

Grafeen bestaat uit louter koolstofatomen, die in een kippengaasstructuur
geordend zijn. De structuur kan ook worden beschouwd als een oneindig
netwerk van aan elkaar geschakelde benzeenringen. Dit maakt het materiaal
tot een bijzonder systeem: het is een tweedimensionaal kristal.

Na de eerste succesvolle isolatie van dit materiaal en de demonstratie
van zijn bijzondere eigenschappen in 2004 door de latere Nobelprijswinnaar
Andre Geim, heeft dit materiaal een ware hype veroorzaakt. Grafeen lijkt
een waar wondermateriaal te zijn met een groot aantal bijzondere eigen-
schappen in uiteenlopende richtingen, bijvoorbeeld op elektronisch, me-
chanisch en chemisch vlak. Toepassingen lijken daarom niet uit te kunnen
blijven. De beschikbaarheid van dit materiaal is echter een groot probleem:
grafiet kan dienen als bron van grafeen, maar levert uitsluitend kleine stuk-
jes van het materiaal op. Synthetisch geproduceerd grafeen is momenteel
nog niet van voldoende kwaliteit om betrouwbaar toegepast te worden. De
synthese van grafeen kan alleen ingrijpend worden verbeterd als er veel
meer kennis is van de atomaire processen die bij de vorming van grafeen
betrokken zijn.

Een populaire manier om grafeen te produceren is de zogenaamde CVD-
methode (Chemical Vapor Deposition): een substraat wordt blootgesteld
aan een koolstofhoudend gas. Onder de juiste condities (gasdruk, tempe-
ratuur) ontleedt het gas op het oppervlak en wordt er grafeen gevormd.
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In mijn onderzoek is de groei van grafeen onderzocht op een iridium op-
pervlak. Om de groei te onderzoeken op atomaire schaal, is er gebruik
gemaakt van een STM. Een STM, of rastertunnelmicroscoop, tast een op-
pervlak op atomaire schaal af met een scherp naaldje en maakt zo een
uiterst nauwkeurige, driedimensionale afbeelding van het oppervlak. Om-
dat het CVD-proces bij grafeen een hoge temperatuur vereist, moet de
STM in staat zijn om afbeeldingen te maken op hete oppervlakken. Dit
vereist een extreme stabiliteit van de STM met betrekking tot tempera-
tuurveranderingen van het preparaat dat wordt afgebeeld. Het is enkele
jaren geleden in Leiden gelukt om zo’n variabele-temperatuur STM (VT-
STM) te ontwikkelen. Dit unieke apparaat is in mijn onderzoek gebruikt
om de groei van grafeen op iridium ‘live’ op atomaire schaal te bestuderen.

Als eerste is onderzocht wat de laagste temperatuur is waarop grafeen
zich vormt. Dit is gedaan door op kamertemperatuur ethyleenmoleculen
te deponeren op het iridium. Tijdens de verhitting van het iridiumsub-
straat is het oppervlak gevolgd met de STM tot grafeen zich vormde bij
een temperatuur van 967K. Hierna is de groei van het grafeen op hoge
temperatuur (1180K) bestudeerd. Hierbij is met name gelet op de evolutie
van de omtrek van een grafeeneiland en op de superstructuur die in het
grafeen zichtbaar is, het zogenaamde moirépatroon. Met de analyse van
deze twee eigenschappen zijn de verschillen in de lokale interactie tussen het
iridiumsubstraat en de koolstofatomen in het grafeen zichtbaar gemaakt.

Als derde is de rijping van grafeen onderzocht. Wanneer de temperatuur
verhoogd wordt van het iridiumoppervlak, terwijl dit oppervlak bedekt is
met een groot aantal kleine grafeeneilanden, worden de kleinste eilanden
instabiel en verwijnen ze van het oppervlak. Gemiddeld neemt de grootte
van de overgebleven grafeeneilanden dan toe, zodat de totale bedekking van
het grafeen constant blijft. Dit opgaan van de kleinste eilanden in grote,
stabiele eilanden, kan grofweg op twee manieren: óf via samensmelting,
óf via het uiteenvallen van de kleinste eilanden in heel kleine eenheden en
het aangroeien van deze kleine eenheden aan de grote eilanden. Het eerste
fenomeen wordt ook wel Smoluchowski-rijping genoemd en is te herkennen
aan mobiliteit van de kleinste eilanden als geheel. Het tweede fenomeen
wordt Ostwald-rijping genoemd. In tegenstelling tot conclusies in de lite-
ratuur die gebaseerd waren op indirecte bewijzen, is er in ons onderzoek
direct bewijs verkregen dat de rijping niet plaats vindt via samensmelting,
maar via (zogenaamde aanhechtings-gelimiteerde) Ostwald-rijping.

Wanneer de groei van de grafeenlaag bijna voltooid is, beginnen af-
zonderlijke grafeeneilanden elkaar te raken. In het geval dat de eilanden
niet goed uitgelijnd zijn ten opzichte van elkaar, ontstaan er korrelgrenzen.
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Onze STM-waarnemingen laten zien dat grafeeneilanden die eigenlijk niet
goed met elkaar zijn uitgelijnd, in het proces van samengroeien spontaan
vervormen, waardoor het ontstaan van dergelijke korrelgrenzen grotendeels
voorkomen wordt. Deze vervorming introduceert uiteraard spanning in de
afzonderlijke eilanden. Blijkbaar is het introduceren van deze spanning
energetisch voordeliger dan het creëren van korrelgrenzen met roosterde-
fecten daarin. Alleen bij grotere uitlijnproblemen ontstaan er defecten in
de korrelgrenzen.

Als laatste is onderzocht hoe, bij de groeitemperatuur van grafeen, het
iridium zich onder het grafeen gedraagt, met name op plekken waar er iri-
diumstappen aanwezig zijn. Aan de ene kant is waargenomen dat tijdens
grafeengroei, het grafeen over stappen heen kan groeien. Voor het eerst
laten we op de schaal van de moiré-eenheden zien hoe grafeen een iridi-
umstap ‘opklimt’. Dit proces veroorzaakt geen defecten in de grafeenlaag,
hetgeen gunstig is voor de kwaliteit van het grafeen. Aan de andere kant
is waargenomen dat het iridium onder het grafeen mobiel is. Met name op
de plek van iridiumstappen onder het grafeen, is te zien dat er transport
plaatsvindt van honderden iridiumatomen over afstanden van verscheidene
nanometers in enkele milliseconden. Het moirépatroon dat zichtbaar is in
het grafeen, heeft een belangrijke invloed op de mobiliteit van het iridi-
um onder het grafeen. Dit geeft opnieuw aan dat de interactie tussen het
grafeen en het iridium significant is waardoor de activeringsenergie voor de
di↵usie van iridiumatomen tussen het iridiumoppervlak en de grafeenlaag
duidelijk verhoogd wordt ten opzicht van die voor iridiumatomen over een
grafeenvrij iridiumoppervlak.

Al deze waarnemingen geven inzicht in de dynamiek en de relevante
energieën die van belang zijn bij de groei van grafeen op iridium. Het hier
gepubliceerde onderzoek geeft richtingen aan voor de ontwikkeling van een
groeiproces dat zal resulteren in grafeenlagen van superieure kwaliteit.
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