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1.1. Graphene and metal complexes: tools for engineers 

Through careful monitoring of vital signs and biomarkers, healthcare has been 
able to skyrocket to the high level it is today. Personalized healthcare could 
alleviate drug side effects and strict conditions (i.e. long hospitalization, or heavy 
periodical treatments like dialysis) of a patient through an optimized treatment 
scheme. This requires highly sensitive and accurate sensors. In 2004, graphene has 
emerged, a single sheet of graphite with a honeycomb arrangement of sp2 carbon 
atoms, which could very well be a key player in the development of next-
generation sensors. Graphene, a semiconducting 2D material with properties that 
are very suitable for electrical engineering, for example for sensing technologies, 
has the potential to fulfill the demands of modern sensors for selectivity and 
sensitivity.  

Yet, a single graphene sheet is in fact not very useful in electronic sensors. The 
sensitivity and selectivity of graphene-based sensors almost completely depends 
on what is present on this 2D sheet: the coating, or functionalization, of graphene 
should be chosen specifically to provide a graphene-based sensor with sensitivity 
and selectivity. This PhD thesis especially focuses on functionalizing graphene-
based devices with metal complexes. The chemical versatility of metal complexes 
is wide, as for instance the nature of the metal, its oxidation state, and the ligands 
bound to it, altogether determine the properties of each metal complex. These 
metal complexes can be tuned by molecular design to get specific functions that 
are useful for the fabrication of selective devices. Among the many properties that 
have been ascribed to metal complexes, some are technologically more 
interesting, for example molecular switching of the spin of the complex, or 
photosubstitution of specific ligands. Both are examined in more detail 
throughout the chapters of this thesis, with a particular focus on using such 
properties for sensing with graphene-based devices.  
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1.2. Engineering with carbon – graphene based sensors 

1.2.1. A brief introduction of graphene 

Since its recognition, graphene has claimed its fair share of research interest. 
Graphene is a monolayer of sp2 carbon atoms of infinite size. While graphite as a 
bulk material is an everyday commodity since ancient times, the extraction and 
characterization of a single crystalline honeycomb-structured carbon monolayer 
has only been achieved in 2004 by exfoliation of highly oriented pyrolytic graphite 
(HOPG). The first pieces of graphene were prepared by mechanical exfoliation 
and were micrometer-sized.[1] Various synthetic methods for graphene have since 
then been developed, and sheets up to 30 inch wide have already been prepared.[2] 
Its synthesis at such a large scale has opened new routes to use this 2D material 
in numerous macroscopic devices. Pristine graphene exhibits unique electronic 
properties, but in most graphene-based devices, graphene requires to be 
functionalized chemically or physically with molecules or (nano)particles to 
function.[3] It should be noted here that, although pristine graphene is commonly 
pictured as a perfect honeycomb structure made of carbon atoms, usually defects 
in this lattice exist, e.g. grain boundaries (where two graphene crystals meet) and 
(pin)holes, which affect the electronic properties of graphene (see Figure 1.1).[4] 

 

Figure 1.1: Annular dark-field scanning transmission electron microscopy (ADF-STEM) images of 
a monolayer graphene crystal. A) Graphene on a TEM grid, scale bar = 5 µm. B) The hexagonal 
structure of pristine graphene. C and D) Grain boundary in graphene, where the honeycomb structure 
is disrupted (coloured rings). B-D: scale bar = 5Å. Reprinted with permission from Huang et al., © 
Nature, 2011.[4] 
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Graphene can be synthetized using various techniques, and the technique that is 
used will drastically influence the performance of the resulting graphene-based 
sensor. Synthetic approaches that yield pristine graphene are mechanical 
exfoliation[1], chemical vapor deposition growth[5] (CVD graphene) on a metal 
surface, and bottom-up synthesis[6] from aromatic precursors. A common 
approach to produce graphene in bulk is the oxidation of graphite into graphene 
oxide (GO, an electrical insulator) using Hummer’s method, an aggressive 
oxidation approach.[7] The oxidized graphene flakes are then reduced chemically 
or thermally, yielding reduced graphene oxide (rGO). A clear distinction should 
always be made between pure graphene and rGO, as reduction of GO will never 
be complete; a certain amount of oxidation moieties will always remain at the 
surface and edges.[8] rGO typically shows far lower conductivity than exfoliated 
or CVD-grown graphene and could thus be considered less suitable for use in 
electronic sensors than pristine graphene.[9]  

1.2.2. Electronic properties of pristine graphene 

The properties of graphene originate mainly from the molecular arrangement of 
its sp2 carbon atoms. The 2D honeycomb structure (which can be described as two 
overlapping triangular lattices with 2 atoms per unit cell; see Figure 1.2A) is 
hexagonal. The Brillouin zone of the graphene lattice is also hexagonal, however 
its corners K and K’ are not equivalent. K and K’ are called Dirac points; at these 
points the Dirac cones for electrons and electron holes contact each other (see 
Figure 1.2B).[10] At the Dirac cones the valence and conducting electronic bands of 
graphene meet. Since these bands connect, but do not overlap, graphene is 
considered a zero-gap semiconductor.  

In theory, ‘perfect’ graphene in an electrically and magnetically neutral 
environment does not exhibit electric conductivity at 0 K. At these conditions, the 
Fermi level lies exactly between the two electronic bands. Here the valence band 
is completely filled, while the conductance band is completely empty. [10, 11] 
Without a partially filled electronic band there are no charge carriers, i.e. free 
electrons in the conductance band or electron holes in the valence band, and 
electrical resistance of the graphene sheet is maximal. The Dirac point is indeed 
represented by a resistance maximum in a resistivity (ρ) vs. gate voltage (Vg) plot 
(see Figure 1.2C).[12] The gate voltage creates an electric field, to which the 
graphene sheet is sensitive, and as Vg moves away from the Dirac point, charge 
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carriers are created and graphene becomes conductive. Graphene therefore is a 
special kind of electrical material, showing both p- and n-type semiconductor 
character, depending on the sign and value of Vg. 

The gate voltage dependence of the electric properties of graphene is exploited in 
graphene field-effect transistors (GFETs) produced from the single atom-thick 
carbon sheet. A typical GFET is shown schematically in Figure 1.2D. A graphene 
sheet is positioned on a silicon wafer of which the surface is a layer of the 
electrically insulating SiO2 of ~300 nm thickness. The gate potential is applied to 
the silicon back side, creating an electric field through the SiO2 layer. The 
graphene sheet is electrically connected through the source and drain electrodes, 
typically via nanometer-thick gold strips. The transistor is in ´off´ mode at the 
Dirac point, where graphene is an insulator, and in “on” mode when Vg is far 
away from the Dirac point and graphene is conductive.[13]  
 

 

Figure 1.2: Electronic properties of graphene. A) Honeycomb lattice and Brillouin zone for graphene. 
B) Electronic dispersion in the Brillouin zone from pristine graphene. The conducting and the valence 
electronic bands meet at the Dirac point (zoom). Figure 1.2A and B reprinted with permission from 
Castro Neto et al., © American Physical Society, 2009.[11] C) Resistivity (ρ) as a function of gate voltage 
(Vg) for pristine graphene at 1 K. Dirac cones are showed at a negative, positive and zero value of the 
applied gate voltage. Reprinted with permission from Geim et al., © Nature, 2007.[12] D) Schematic 
view of a graphene field-effect transistor (GFET). A silicon wafer is used as the (back) gate in typical 
GFETs. 
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1.2.3. Sensitivity of graphene and sensor technology 

Graphene-based devices are known to be sensitive to changes in the environment 
of the 2D carbon sheet, more specifically to dipole changes near the graphene 
surface.[9] This opens a way for graphene devices to be used as sensors. For 
example, a GFET made of pristine graphene was able to detect the absorption of 
NO2, even at the single molecule level. The sensitivity of this GFET sensor was 
attributed to the high surface-to-volume ratio, high conductivity, low defect 
concentration of the graphene 2D crystal, and the ability to do four-terminal 
sensing (using four electrodes instead of two for electrical measurements to 
eliminate contact resistance, which gives more precise measurements with it).[14]  

Being atomically thin, graphene and other 2D materials exhibit surface-to-volume 
ratios higher than any 3D material. In fact, the entire volume of the carbon 
material is exposed to an adsorbent to be detected, maximizing the sensing effect. 
Due to its high, metallic-like electrical conductivity (i.e. the Fermi level is in at 
least one energy band) and low noise levels (Johnson noise, i.e. electric noise 
generated by thermal agitation of the charge carriers, and 1/f noise, particularly 
for few-defect single crystals) graphene raised special interest for its 
implementation in sensing technologies.[15] Low electric noise levels increase the 
signal-to-noise ratio, and thus increase the sensitivity of the sensing device.  

In fact, the 2D nature of graphene can also be used for sensing. Nanopores in 
graphene membranes for example have been proposed for DNA sequencing by 
measuring the ionic current through the pore, i.e. the current generated by 
charged ions moving from the cis to the trans chamber of a flow cell driven by an 
electrostatic potential (see Figure 1.3A).[16] When DNA is located in the nanopore, 
this ionic current is blocked, which can be observed as a current drop in the ionic 
current measurements. In theory each nucleotide blocks this current differently, 
and thus individual nucleotides may be identified. Currently, DNA sequencing is 
done in the clinics with biological nanopores (Oxford Minion) using this 
principle.[17]  

Solid-state nanopores, like graphene nanopores, have the advantage over 
biological pores (which are used in the Minion devices) that they can be precisely 
shaped and fabricated on a large scale and have a high chemical, thermal and 
mechanical stability.[18] A rule of thumb for nanopore-based DNA sequencing 
dictates that the smaller the membrane, the higher the resolution of sensing is (as 
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the total current blockade originates from less nucleotides that are in the pore at 
the same time, see Figure 1.3B). Graphene-based nanopore devices, using an 
atomically thin membrane, can theoretically be used to obtain the highest possible 
base-calling accuracy (i.e. individual nucleobase readout) in DNA sequencing.[16] 
The major drawback of solid-state nanopores is, however, the high speed of the 
DNA strand as it passes through the pore; current equipment for electrical 
measurements cannot measure within the time frame that is required to identify 
a single base passing through the pore.[19] In Chapter 6, we describe how we aimed 
to use a ruthenium complex to control the speed of DNA through a nanopore 
using thermal binding of the ruthenium complex to DNA and its photoactivated 
release.  

 

Figure 1.3: Nanopores for DNA sequencing. A) Operating principle of a nanopore device for DNA 
sequencing. As DNA travels through a nanopore, an ionic current from the cis to the trans chamber 
(or trans to cis for oppositely charged ions) of a flow cell is blocked, which is measured electrically. B) 
The thickness-resolution rule of thumb: the smaller the membrane with the pore, the less bases are 
measured at the same time: in thick pores (top, squares represent ~30 nm membrane), many DNA 
bases block the pore, while for thin membranes (bottom, lines represent ~1 nm membrane), only a 
small number of bases block the pore. Figure adapted from Arjmandi-Tash et al., © Royal Society of 
Chemistry, 2016.[16] 

1.2.4. Graphene functionalization 

Graphene-based sensors usually function via the sensitivity of the graphene sheet 
to functional molecules or particles attached to or deposited on the surface of 
graphene.[9] Placing a functional molecule on the surface of graphene is often 
referred to as graphene functionalization, and can be categorized into two main 
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classes, covalent and non-covalent functionalization (sometimes intercalation, 
which is also non-covalent, is mentioned as a third class), which refers to the 
binding interactions between the functionalizing molecules or nanoparticles and 
the graphene surface (see Figure 1.4). One of the consequences of covalent binding 
in particular, is that the the structure of the graphene lattice is permanently 
affected, hence its electrical properties. Non-covalent functionalization on the 
other hand changes the conductivity of graphene but does not change the lattice 
of graphene (as the conjugation of the 2D network of sp2 carbon atoms remains 
intact).[3]  

 

Figure 1.4: Graphene functionalization approaches, classified based on the mode of binding. A) 
Non-covalent functionalization. B) Intercalation. C) Covalent functionalization. Adapted from 
http://surfchem.dk/research/projects/graphene-chemistry/, accessed 17-03-2020. 

The conjugated C-C double bonds of the graphene basal plane could be used for 
the covalent attachment of functional moieties through chemical reactions, for 
example through nucleophilic addition,[20] 1,3-cycloaddition,[21] and free radical 
reactions with diazonium salts.[22] Another common strategy for covalent 
functionalization is to use plasma chemistry, for instance to use O2 plasma to 
introduce oxygen containing groups, i.e. hydroxyl and epoxide moieties at the 
surface and carboxylic acid groups at the edges of the sheet.[23, 24] Similarly, 
fluorine and nitrogen-containing groups were introduced on the surface of 
graphene by its treatment with their corresponding plasmas.[24] In a different 
approach, hydrogenation of graphene was done electrochemically, effectively 
introducing sp3 hybridized centers in the carbon plane.[25] The graphene surface 
can also be electrochemically functionalized with aryl groups by applying a 
potential on graphene, used here as an electrode in an aqueous solution of an aryl 
iodonium or diazonium salt.[26] 
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When the intrinsic semi-conductive properties of graphene should absolutely be 
maintained, while functionalization of its surface is desired, non-covalent 
functionalization is usually the preferred strategy. This type of surface 
modification does not induce chemical alteration of the 2D network of sp2 carbon 
centers; instead, it exploits supramolecular interactions, e.g. van der Waals forces 
and π-π interactions, to attach functional moieties on the carbon surface. 
Typically, large aromatic anchors are used, like polyaromatic hydrocarbons 
(PAHs), to fix molecules to a graphene surface. A common PAH used in this 
approach is pyrene, which sticks to the graphene plane by π-π stacking. The 
binding energy of this interaction was calculated to be -1.09 eV (about one-third 
of the binding energy of the C-C bond in ethane, which is -3.91 eV[27]), at a 
graphene-pyrene distance of 3.45 Å.[28] Many studies have used the pyrene-based 
anchoring method to produce functional graphene devices; only a few of them 
will be mentioned here. For example, the surface of graphene could be 
functionalized with sensing molecules, for the sensing of e.g. glucose[29] and 
μRNA (see Figure 1.5).[30]  

 

Figure 1.5: μRNA sensing with a graphene device. Molecular probes, short RNA strands terminated 
with a fluorescent dye at one end and pyrene at the other end, are fixed to on graphene quantum dots. 
Introduction of target µRNA activates the fluorescence of the dye. Reprinted with permission from 
Zhang et al., © American Chemical Society, 2015.[30] 
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Introduction of light-sensitive complexes and particles with pyrene anchors gave 
rise to devices with widely varying functions. Photoswitching events were 
observed on graphene when it was functionalized with a zinc spirophan-pyrene 
complex,[31] from which Zn2+ dissociated upon irradiation and coordinated in the 
dark, and with ruthenium bis(bipyridyl)-pyrene complexes, which induced a 
photocurrent across graphene when the device was irradiated with light.[32] In 
others studies, the fluorescence of free silicon nanocrystals and PbS nanoparticles, 
both functionalized with pyrene moieties, was quenched when they were placed 
on graphene, effectively providing the carbon sheet with light-harvesting 
properties.[33]  

The examples mentioned here are the tip of the iceberg: functionalization of 
graphene plays a major role in the function of the device that is fabricated. There 
are many options to functionalize graphene and to design operational devices, 
some of which were exploited for the graphene-based sensors described in this 
thesis. In Chapter 2, in particular, it is described how graphene-based devices can 
react to molecular switches, even from a distance. We found that graphene field 
effect transistors reacted strongly to phase transitions in a crystal on which they 
were fabricated. This crystal was a single crystal of an iron compound that 
undergoes spin crossover. 

1.3. Iron complexes as molecular switches: spin crossover 

1.3.1. Magnetic switching in transition metals 

In 1931, Cambi and Szegö were the first to write about dithiocarbamate iron(III) 
complexes showing anomalous magnetic properties.[34] Later, the term ‘spin 
crossover’ (SCO for short) was coined for this magnetic switching behaviour, and 
reports on new SCO complexes based on e.g. Ni(II),[35] Co(II),[36] Fe(II),[37] Fe(III),[38] 
and Mn(II)[39] appeared at a high pace.  

A complex that exhibits SCO is able to drastically alter its magnetic, optical, 
dielectric and mechanical properties, without altering its chemical composition.[40] 
SCO typically occurs upon external perturbation, e.g. a temperature change,[41] 
irradiation with light,[42] pressure variations,[43] the application of a magnetic 
field,[44] or an electrical potential.[45, 46] The SCO phenomenon originates from the 
electronic sphere of a metal center, typically a first row transition metal center 
with d4 - d7 electronic configuration and octahedral coordination sphere. Such 
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metal centers have 5 d-orbitals, which are divided into two subgroups, the 
nonbonding t2g orbitals (dxy, dyz and dxz) and the antibonding eg orbitals (dz2 and dx2-

y2). Naturally, the non-bonding orbitals are lower in energy than the anti-bonding 
orbitals; hence an energy gap exists between the subgroups. The size of this 
energy gap, the ligand field splitting Δ, is determined by the ligand coordination 
sphere.[47] To explain spin crossover, electron pairing should also be considered. 
The pairing of two electrons in a single molecular orbital requires that the spins 
of both electrons are opposite to each other, according to Pauli’s principle. 
However, having two opposite spins brings an energetic cost; thus electrons tend 
to spread across degenerate orbitals (orbitals with the same energy) as much as 
possible to minimize spin pairing.[48]  

Distribution of the d-electrons over the t2g and eg orbitals is governed by 
minimizing the Gibbs free energy ΔG, which has an enthalpy (ΔH) and an entropy 
(ΔS) contribution, where ΔG = ΔH – TΔS (see Figure 1.6). At a low temperature 
(T), the entropy contribution is low, since it is linearly correlated to the 
temperature, and the enthalpy is the dominating part of ΔG. The low spin (LS) 
state, i.e. 1A1 for FeII, with six d electrons paired up in the t2g orbitals, is favored 
under these conditions. This is the diamagnetic phase of FeII-based SCO material 
(total spin S = 0). The paramagnetic high spin (HS) state (5T2 for FeII, with a total 
spin S = 2 and the electrons distributed in an unpaired fashion) on the other hand, 
is favored at high temperatures, as this state is more disordered than the low spin 
state (as metal to ligand bonds have lengthened). At the SCO transition 
temperature, the entropy contribution to ΔG equals the energy barrier from the 
LS to HS conversion (which originates mainly from the energy required to place 
the electrons in the higher eg orbitals). When reaching this temperature in the 
heating mode, the sign of ΔG for this conversion changes from positive to 
negative, making the transition from LS to HS thermodynamically favoured, 
upon which the system switches to the high spin state.[49, 50] 
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Figure 1.6: Schematic overview of spin crossover according to the ligand field theory. At low T, the 
low spin state 1A1 is favored due to a large negative enthalpy ΔH contribution to ΔG. When T increases, 
the higher entropy of the high spin state 5T2 brings ΔG to negative values and hence drives the spin 
state equilibrium towards the right.  

1.3.2. Types of spin crossover behaviour and cooperativity 

The spin crossover behaviour is not the same for each species that exhibits this 
phenomenon. The various behaviours of thermal SCO can be categorized into five 
classes, illustrated by the temperature evolution of the product of their molar 
magnetic susceptibility (χm) multiplied by the temperature (i.e. χmT), or in a more 
simplified way, by the temperature evolution of the fraction of high spin 
molecules (𝛾𝛾𝐻𝐻𝐻𝐻) in the sample (see Figure 1.7). We distinguish between gradual, 
abrupt, hysteretic, multi-step, and incomplete spin crossover. While during 
gradual spin crossover the phase transition occurs smoothly over a wide 
temperature range (>100 K), during abrupt transitions the transition is sharp and 
takes place over a short temperature range (<10 K).  

Hysteresis is defined by cases where SCO occurs at a lower temperature when 
cooling the material than when heating the material. In such a case a hysteresis 
cycle opens over a temperature range that can span from a few degrees to 50 K or 
more. A hysteresis cycle is an indication of the existence of two metastable phases, 
one HS and one LS, which can co-exist at one given temperature. HS and LS 
complexes may also co-exist in a mixed intermediate spin phase, which appears 
for compounds showing multiple-step SCO. Finally, incomplete SCO are 
observed when the SCO compound does not reach full LS phase at low 
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temperatures, i.e. when 𝛾𝛾𝐻𝐻𝐻𝐻 in the material never reaches 0 upon cooling.[50] 
Combinations of the different SCO types described above can exist as well. For 
example, single crystals of [Fe(bapbpy)(NCS)2] (where bapbpy = N,N'-di(pyrid-2-
yl)-2,2'-bipyridine-6,6'-diamine) display curious SCO behaviour. Single crystals of 
this complex exhibit SCO in a two-step-with-hysteresis fashion, with next to the 
HS and LS phase (phase I and III, respectively) an intermediate spin phase (phase 
II) where the ratio of molecules in the HS and LS state is 1:2. The transitions of the 
single crystal, phase I to II and phase II to III, are both abrupt and with 
hysteresis.[51] 

 

Figure 1.7: Different classes of spin crossover behaviour. Mole fraction 𝜸𝜸𝑯𝑯𝑯𝑯 vs. T profiles of the 
different classes of spin crossover behaviour: gradual (a), abrupt (b), with hysteresis (c), multi-step (d) 
and incomplete (e). Reprinted with permission from Gütlich et al., © Beilstein-Institut, 2013.[50] 

The behaviour of SCO in a material is highly controlled by “cooperativity”. 
Cooperativity in this sense refers to the degree of interaction of an individual SCO 
molecule with its neighbors in the crystal lattice.[52] In a crystal, a SCO phase 
transition, which is a 1st order transition, usually nucleates at an edge or a defect 
in the crystal, then grows through the crystal.[53] Propagation of such a phase 
transition between two crystallographic phases (where the spin states of the 
molecules are not identical) defines a spin crossover front that can be seen as the 
transient region of the crystal where molecules go from one phase to the other. 
This front propagates in one or the other direction depending on temperature 
gradient in the sample for example, and propagation of the front is fast or slow 
depending on whether the interaction, or “communication”, between 
neighboring molecules, is strong or weak.[54]  
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This cooperativity first of all can come from Van der Waals interactions; since the 
HS molecule is larger than the LS molecule, switching from LS to HS exerts a 
pressure on the neighboring molecules (as the HS molecule does not fit anymore 
in the LS crystal lattice), causing the neighboring molecules to switch as well, 
resulting in the propagation of the phase transformation through the crystal.[54] 
Other forms of supramolecular interactions contributing to cooperativity can be 
hydrogen bonding and π-π stacking interactions. Such interactions were found to 
be responsible for the cooperativity in for example [Fe(bbpya)(NCS)2] (where 
bbpya = N,N-bis(2,2'-bipyrid-6-yl)amine), which shows an abrupt spin crossover 
with hysteresis (see Figure 1.8).[55] Introducing a hydrogen bonding network, 
incorporation of π-stacking moieties and steric groups, and coordination of 
bridging ligands in the crystal lattice are common strategies to increase 
cooperativity in bulk materials.[50, 54, 56] Controlling SCO behaviour in 
nanomaterials however, requires radically different approaches. 

 

Figure 1.8: X-ray crystal structure of the SCO material [Fe(bbpya)(NCS)2]. The interactions responsible 
for the cooperativity of this material are hydrogen bonding between H and S (black arrow) and π-π 
stacking (red and green arrows). Reprinted with permission from Zheng et al., © Wiley, 2015.[57] 

1.3.3. Small scale spin crossover: reduced size effect 

For spin crossover materials to be used in nanotechnology, the size of the material 
should be reduced. However, scaling down to the nanometer scale can have a big 
impact on spin crossover properties. Common observations when scaling down 
SCO materials to the nanometer scale are hysteresis fading, decreasing spin 
transition temperatures, and complete transitions becoming incomplete.[58] 
Theoretical models have been published that allow for explaining these 
observations.[59] In a nutshell, spin crossover nanoparticles (SCO NPs) are 
typically a few nanometers in size, and their surface-to-volume ratio, which is 
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related to the fraction of molecules in the nanoparticle that “feel” the bulk 
environment, is limited.[60] The SCO properties of the molecules that “feel” the 
modified surface environment, modify the SCO properties of the nanoparticles as 
a whole. The size of the nanoparticle has been appointed as critical for 
maintaining the bulk SCO behaviour in a nanoparticle of the same material, e.g. 
for the 3D metal organic framework [Fe(pyrazine)Pt(CN)4] (see Figure 1.9)[61] and 
the 1D chain coordination compound [Fe(NH2trz)3]Br2·3H2O (where NH2trz = 4-
amino-1,2,4-triazole).[62] For the latter material critical nanoparticle sizes of about 
45-50 nm[63] and 30 nm[64] have been reported. While the transition temperature 
did not change as the size decreased, the transition became less abrupt and the 
hysteresis loop became smaller when particles decreased in size, and even 
disappeared for particles of 30 nm.[64] Interestingly, other triazole SCO complexes, 
e.g. [Fe(Htrz)2(trz)](BF4)] (where Htrz = 1H-1,2,4-triazole) showed bulk SCO 
behaviour (with hysteresis) at much smaller sizes, with an average size of 11 and 
even 6 nm.[65]  

 

Figure 1.9: Reduced size effect of spin crossover. Magnetic susceptibility versus temperature plot 
showing the spin crossover behaviour of [Fe(pyrazine)Pt(CN)4] bulk and nanoparticles (1: 7 nm; 2: 14 
nm). Reprinted with permission from Volatron et al., © American Chemical Society, 2008.[61]  

Interestingly, coating NPs with an (inert) shell may help to retain the bulk SCO 
properties in the nanomaterial. This wrapping of a SCO NP can influence the SCO 
behaviour; this phenomenon is called the matrix effect.[66] Strong variations in the 
spin transition characteristics of [Fe(pyrazine)Pt(CN)4] NPs have been observed 
when they were coated with various shells. For example, a more elastic matrix 
leads to more gradual transitions, while a more rigid shell, like SiO2, improved 
cooperativity and promoted abruptness of the transition and hysteresis.[67] The 
matrix effect is a strong example of how the environment of an SCO NP can 
influence its cooperative behaviour.  
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Instead of nanoparticles, spin crossover compounds can also be grown into thin 
films with high control over film thickness, which is typically in the nanometer 
range. For example, a thin film of [Fe(pz)Pt(CN)4] with nanometer thickness was 
synthetized directly on a gold surface via layer-by-layer assembly, by sequential 
dipping of a pre-treated gold substrate into Fe2+, [Pt(CN)4]2- and pyrazine 
solutions.[68] Films could also be obtained, down to 7 nm, by evaporation under 
high vacuum, such as for the SCO complex [Fe(phen)2(NCS)2] (where phen = 1,10-
phenanthroline),[69] which were still SCO-active. In the end, there is a range of 
techniques that can be used to produce thin films, e.g. spin coating, drop casting, 
layer-by-layer assembly, vacuum evaporation and Langmuir Blodgett.[70] For thin 
films however, a similar limitation exists with regards to scaling down to the 
nano-level: the receiving surface plays a crucial role. 

1.3.4. Spin crossover on surfaces  

Similar to the matrix effect observed for SCO NPs, a surface in the near proximity 
of SCO thin layers can also influence the SCO behaviour of the layer. Interactions 
between the surface and nearby SCO molecules can interfere with or even inhibit 
spin crossover in these molecules. For example, a thin film of [Fe(bpz)2(phen)], 
(where bpz = dihydrobis(pyrazolyl)borate and phen = 1,10-phenanthroline) was 
produced on a gold surface. Spin crossover occurred in individual molecules of 
this compound, but once deposited on the gold surface the molecules closest to 
the surface were unable to flip their spin. In contrast, the 2nd row of molecules did 
switch their spins, as observed by a change in the dielectric constant associated 
with SCO. Moreover, they could even be actively switched by applying a potential 
pulse from the STM tip (see Figure 1.10).[71]  

 

Figure 1.10: Spin switching in molecular thin films. STM image of a [Fe(bpz)2(phen)] thin film. The 
monolayer (faint yellow background) does not exhibit spin crossover. When a voltage pulse was 
applied at the red dot (A), several 2nd row molecules changed their dielectric state (bright yellow dots, 
B). The circled molecule was switched back to LS by applying a weaker pulse (C); other HS molecules 
could be returned to LS in the same way (D). Figure adapted from Gopakumar et al., © Wiley, 2011.[71] 
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When spin crossover nanomaterials are to be implemented in electronic systems, 
patterning and organization of the particles at the nanoscale is of high importance. 
Currently, the industry standard for patterning is the lift-off process, which uses 
a sacrificial photoresist mask to expose the surface only where the mask was 
developed, i.e. by e-beam lithography.[72] Patterning of [Fe(pyrazine)Pt(CN)4] 
particles was achieved with sub-10 nm precision using this technique.[73] Micro-
contact printing on the other hand uses a polymeric stamp to produce a pattern 
on a surface. In this way, a patterned monolayer of SCO NPs was deposited on 
nano-spaced gold electrodes, yielding devices that showed hysteresis near room 
temperature in I/V curves, corresponding to the SCO behaviour of the 
nanoparticles.[46, 74] These are just two examples of a range of patterning 
techniques that can be applied to implement SCO nanomaterials in functional 
devices. In Chapter 3 of this thesis it is described how we used patterning for 
selective growth of thin films based on the SCO complex [Fe(bapbpy)(NCS)2. 

1.3.5. The other challenge of SCO nanomaterials  

Although producing thin films and nanomaterials with SCO properties and 
implementing them in electronic devices are challenges by themselves, analysis 
of spin crossover materials at the nanoscale can be equally a challenge and may 
require some unconventional techniques. Magnetic susceptibility measurements 
with a SQUID, typically used to analyze bulk SCO samples, is very challenging 
for thin films or for measuring the SCO of several NPs, as the amount of material 
is very small. To monitor SCO in thin films, surface analysis techniques may be 
more suitable, i.e. Surface Plasmon Polariton Resonance (SPPR),[75] (Surface 
Enhanced) Raman Spectroscopy (SERS),[68, 76, 77] and Surface Plasmon Resonance 
(SPR).[76] Other techniques to observe SCO in nanoparticles (on surfaces) are 
Scanning Tunneling Microscopy (STM)[71] and Current Imaging Tunneling 
Spectroscopy (CITS).[78] Moreover, SCO could be observed through electrical 
measurements by connecting single particles[46] and single molecules[79] between 
nanometer-spaced electrodes; however this is technically difficult. These 
examples show that, although challenging, analysis of SCO nanomaterials can be 
done. In the end, integration of SCO (nano)materials in electronic devices remains 
challenging, and showing in a convincing way that the SCO of the materials in 
these devices is responsible for their electronic response, perhaps even more. Yet, 
the field continues to advance in connection with device engineering, highlighting 
the technological interest in spin crossover materials.[80] 
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1.4. Ruthenium complexes – a matter of light and dark 

1.4.1. Light-powered molecular switches 

Going one step down from iron in the periodic table, is an element that also 
switches: ruthenium. Ruthenium polypyridyl complexes are known to react 
strongly to visible light by changing their chemical structure, while when 
irradiation is shut off, they may return to their dark state, thus realizing a light-
responsive chemical equilibrium. Particularly representative examples of light-
sensitive ruthenium complexes, that show some similarity to the switching 
behaviour of spin crossover complexes, are ruthenium(II) polypyridyl sulfoxide 
and sulfone complexes that may do phototriggered S  O linkage isomerization, 
either in solution or within a crystal lattice.[81] Spin crossover and linkage 
isomerization materials are indeed two well-studied examples of single-crystal-
to-single-crystal transformations[82] and were both used to fabricate mechanical 
actuators.[83] 

In phototriggered linkage isomerization, the coordination mode of for example a 
dimethylsulfoxide (DMSO) ligand to the ruthenium(II) center changes, upon 
visible light irradiation, from a sulfur-bound mode to an oxygen-bound mode (see 
Figure 1.11). While doing so, the bulk properties of a single crystal of this 
compound (its color, for example) change as a result of molecular changes within 
the crystal lattice.[81] Complexes capable of linkage isomerization act as molecular 
switches, as do spin crossover complexes, and they may also be integrated as 
light-responsive switches in devices. 

 

Figure 1.11: Phototriggered linkage isomerization. The DMSO ligand in [Ru(tpy)(bpy)(DMSO)]2+, 
where tpy = 2,2’:6’2”-terpyridine and bpy = 2,2’-bipyridine, changes from S-bound to O-bound upon 
irradiation (S and O are indicated in yellow and red, respectively).[81] The dipole moment of the DMSO 
ligand is indicated by the arrow.  
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1.4.2. Light-driven ligand exchange 

Phototriggered linkage isomerization represents, however, only one of the 
multiple photochemical conversions that may occur when ruthenium polypyridyl 
complexes are irradiated with visible light. In particular, photosubstitutionally 
active ruthenium polypyridyl complexes exchange one (or more) ligand of their 
coordination sphere, by a solvent molecule, upon visible light irradiation.[84] For 
example, irradiation of ruthenium polypyridyl complexes with monodentate 
thioether- or pyridine-based ligands leads to the dissociation of these 
monodentate ligands in solution, while in the dark the photodissociated ligand 
can coordinate back to the ruthenium center in a thermal substitution reaction.[85] 
Like linkage isomerization, such systems can be described as a chemical 
equilibrium that is shifted by light irradiation. Figure 1.12 shows the Jablonski 
diagram for ruthenium polypyridyl complexes that are capable of 
photodissociating a ligand. Upon irradiation, the ground state 1GS is excited to a 
metal-to-ligand charge transfer excited state (1MLCT), followed by intersystem 
crossing to the corresponding triplet (3MLCT) state. From this state, one or several 
ligand-field (3LF) excited state can be reached thermally if the energy gap between 
the 3MLCT and 3LF states is sufficiently small; such internal conversion results in 
ligand dissociation.[86]  

 

Figure 1.12: Typical Jabsonski diagram for photosubstitutionally active ruthenium polypyridyl 
complexes. Reprinted with permission from Garner et al., © American Chemical Society, 2011.[86]  

1.4.3. Photosubstitution for therapy – ruthenium-based drugs 

Photosubstitution processes raised attention in anti-cancer research, and led to 
prodrugs that can be switched on by in situ light irradiation at the tumor site. The 
switching of the biological activity of a ruthenium-photocaged drug is a treatment 
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modality often called “photo-activated chemotherapy” (PACT).[87] In PACT, a 
cytotoxic compound is “caged” by carrier complex, for instance a 
photosubstitutionally active ruthenium complex. When this compound is caged, 
it is inactive and not toxic to cells. Through irradiation, the compound can be 
photosubstituted, which unlocks its ability to kill the cell.[87]  PACT provides 
hence irradiation-based selectivity of the drug towards (malignant) cells, as only 
irradiated cells are attacked by the activated compound, which leaves healthy, 
non-irradiated cells, intact.  

However, a challenge in PACT is to determine where irradiation should occur, as 
most PACT compounds are not emissive. To solve this issue, a PACT compound 
was functionalized with a group that provides fluorescence only after drug 
cellular uptake, which can help to determine where irradiation should occur (see 
Chapter 7 of this thesis). In this work the ruthenium complex is a non-toxic 
“caging” group, and the photosubstituted ligand, a cytotoxic active 
pharmaceutical ingredient. One should realize though, that although a ruthenium 
“caging” complex may be relatively harmless as compared to the uncaged species, 
the complex may still interact with cellular components after it has photoreleased 
its cargo. 

1.4.4. DNA binding of ruthenium: probes and sensors 

After ligand photosubstitution, the vacant coordination site of a ruthenium 
complex “opens up” by weak coordination of a water ligand. The weakness of 
water coordination to ruthenium(II) also means that the ruthenium complex can 
be involved again in coordination reactions. In vivo, likely binding partners are 
biomolecules, like proteins, lipids, or DNA. More specifically, the interactions of 
ruthenium complexes with DNA have been studied extensively for their potential 
use in therapy and bio-imaging.[88] Coordination reactions entail the direct 
binding of the metal center to nitrogen atoms of the DNA base pairs, which can 
be selective for certain nucleobases. For example, ruthenium(II) arene complexes 
were shown to bind specifically to the nucleobase guanine, through coordinating 
to the nitrogen N7 atom.[89] Such ruthenium-purine bonds can in fact be light-
sensitive as well, i.e. the Ru-N7 coordination bond can be broken upon irradiation 
with visible light.[90] We re-evaluated this chemistry, and we found that the 
coordination of dGMP to [Ru(tpy)(biq)(OH2)]2+, where tpy = 2,2’:6’2”-terpyridine, 
biq = 2,2’-biquinoline, is reversible with green light (see Chapter 6). 
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Next to direct coordination of nitrogen atoms from DNA to the metal center, 
ruthenium polypyridyl complexes can also bind to DNA via supramolecular 
interactions, which may involve either electrostatic interactions, hydrophobic 
interactions with the minor or major groove of the DNA strand, or intercalation 
of the ruthenium-coordinated aromatic ligands between the DNA base pairs.[88] In 
some cases, the photophysical properties of ruthenium polypyridyl complexes 
were shown to change dramatically when they interacted with DNA. These 
complexes were therefore studied extensively as molecular probes for DNA 
sensing and nuclear imaging.  

A famous example of imaging with a ruthenium DNA probe is based on the “light 
switch” effect, a massive increase of the phosphorescence of RuII(dppz)-based 
complexes (where dppz = dipyrido[3,2-a:2′,3′-c]phenazine, see Figure 1.13A) 
upon intercalation of dppz into the DNA helix. As the dppz ligand inserts in the 
double strand, or even specifically in presence of DNA mismatches, the 
ruthenium complex becomes highly emissive, while in absence of DNA its 
emission is fully quenched.[91] Through this emission switching, the complex 
‘senses’ DNA, and this phenomenon has been used for example for DNA staining 
in cells for bio-imaging of the nucleus with confocal microscopy (Figure 1.13B).[92] 
Similarly, ruthenium complexes could be used to obtain structural information by 
colorimetric methods. For example, specific groove binding in the minor groove 
of A/T-rich DNA strands changed the optical properties of ruthenium dimers in 
solution,[93] while selective binding of the complex [Ru(bpy)2(dmdppz‐Br)]2+ 

(where dmdppz-Br = 11‐Bromo‐3,6‐dimethyldipyrido[3,2‐a :2′,3′‐c ]phenazine) to 
G-quadruplex structures resulted in an increase of the emission of this complex.[94]  

These examples show that ruthenium complexes can bind to nucleotides and 
DNA regions selectively, and change their photophysical properties as their 
molecular environment changes. These properties makes ruthenium polypyridyl 
complexes especially interesting from a sensing point of view. Hence, we 
exploited these properties in this work to improve DNA sensing (Chapter 6) and 
to design a PACT drug that may show where it is located in vivo, prior to 
treatment with light (Chapter 7). 
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Figure 1.13: “Light switch” effect of DNA intercalation by a ruthenium complex. A) Molecular 
structure of [Ru(bpy)(phen)(dppz)]2+, where bpy = 2,2’-bipyridine, phen = 1,10-phenanthroline, and 
dppz = dipyrido[3,2-a:2′,3′-c]phenazine. The dppz ligand intercalates in the DNA helix. B). Cell 
staining of NCI-H460 cancer cells with [Ru(bpy(phen)(dppz)]2+ (red panels) and nuclear staining agent 
Hoechst (blue panels). The cells are going through multiple stages of cell death: healthy cells (a,b), 
nucleus splitting (c,d) collapsed nucleus (e,f), micronucleus formation (g,h), fragmented 
multinucleation (i,j) and late apoptotic (k,l). Figure B) reprinted with permission from Rajendiran et 
al., © Elsevier Inc, 2010.[92]   

1.5. Aim of this thesis 

The work described in this thesis was aimed at finding out how GFET-based 
sensors and metal complexes can be used to produce devices for sensing, how 
metal complexes can improve sensing, and how metal complexes can be used as 
sensors themselves. First of all, in Chapter 2 we describe how single crystals of 
the SCO complex [Fe(bapbpy)(NCS)2] can be integrated in GFET devices that can 
detect spin switches in a contactless fashion. We found that a new mechanism of 
sensing, which we called chemo-electric gating, was largely responsible for the 
variation of the electronic properties of graphene when SCO occurred in the 
remote crystal. Building on this work, in chapter 3 it is discussed how to obtain 
nanometer-thick thin films based on the same spin crossover complex using a wet 
film-growing method.  

In chapter 4, we removed the SCO material and discovered it was possible to build 
graphene sensors that were simply coated with a polymer. Depending on the 
nature of the polymer such sensors can detect vapours of small molecules by 
straightforward resistance measurements. Using an array of 3 sensors built with 
3 different commercial polymer coatings we could detect and identify a large 
range of different chemical species. 
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In chapter 5, we reported GFET sensors that were fabricated on ordinary paper as 
a substrate. Paper is specifically interesting as a substrate, as its porosity is 
convenient for sensing in liquids, and it can be bent. We used these GFETs on 
paper to monitor the interaction between 2-deoxyguanosine monophosphate 
(dGMP) and a ruthenium complex: the formation of a Ru-N coordination bond in 
the dark and its cleavage via a photosubstitution reaction in aqueous solutions.  

In the work described by the above-mentioned chapters, we used the 
semiconducting properties of graphene for sensing. In chapter 6, we explored the 
use of a ruthenium complex in nanopore sensing devices for DNA sequencing.  
The aim was to use the ruthenium complex to control the speed of DNA 
translocation through a nanopore using visible light. We envisioned that via 
thermal binding of a ruthenium complex to DNA in the dark, DNA can be slowed 
down by the additional friction of the complex. The complex can be released again 
under irradiation conditions which removes the friction, thus gaining control over 
the speed of the DNA strand by shining light. 

Finally, in chapter 7 we move away from graphene-based sensing devices and 
into the field of photoswitchable anticancer drugs. A ruthenium complex used to 
photocage STF-31, a known cytotoxic inhibitor of the metabolic enzyme 
nicotinamide phosphoribosyltransferase (NAMPT), was equipped with an 
enzymatically cleavable sensor probe. The fluorescence of the probe is quenched 
as long as it remained in close proximity to ruthenium. However, ester cleavage 
by esterase enzymes released the probe from the ruthenium, unlocking its 
fluorescence. This design is a proof-of-concept for molecules aimed at showing a 
surgeon where to shine light during phototherapy. In operando fluorescence 
should show where the drug has been taken up by the cancer cells, which may be 
used to pinpoint where light irradiation should occur to release the cytotoxic drug 
STF-31, which in turn may cause cancer cell death and tumor regression. 
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