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Table S1	Frequency of methodological issues in the development and validation of clinical prediction models in some recent systematic reviews (2008 – 2016)

	First author
	Year
	Field
	N models*
	Significance testing for selection
	Categorization
	EPV<10

	Mushkudiani [1]
	2008
	TBI
	31
	61%
	79%**
	NA

	Altman [2]
	2009
	Breast cancer
	53
	57%
	74%
	NA

	Mallett [3]
	2010
	Cancer
	43
	86%
	97%
	30%

	Collins [4]
	2011
	Diabetes
	39
	56%
	63%
	21%

	Bouwmeester [5]
	2012
	High IF papers
	48
	66%
	80%
	50%

	Collins [6]
	2013
	Chronic kidney disease
	14
	57%
	62%
	17%



EPV: Events per variable
NA: not applicable, not clear from the review
* Total models in review; percentages refer to studies with item evaluated
** 22/28 models categorized age



Table S2	Overview of a selection of methodological studies considering statistical testing for model specification, categorization of continuous variables, and general modeling strategies.

	First author
	Year
	Field
	Key findings and conclusions

	Statistical testing and stepwise selection

	Altman [7]
	1989
	primary biliary cirrhosis
	Using 100 bootstrap samples using 17 candidate variables, the most frequently selected variables were those selected in the original analysis. Bootstrap confidence intervals were constructed for the estimated probability of surviving two years, which were markedly wider than those obtained from the original model.

	Derksen [8]
	1992
	-
	A Monte Carlo study was reported on the frequency with which authentic and noise variables are selected by automated subset algorithms. Results indicated that: (1) the degree of correlation between the predictor variables affected the frequency with which authentic predictor variables found their way into the final model; (2) the number of candidate predictor variables affected the number of noise variables that gained entry to the model; (3) the size of the sample was of little practical importance in determining the number of authentic variables contained in the final model; and (4) the population multiple coefficient of determination could be faithfully estimated by adopting a statistic that is adjusted by the total number of candidate predictor variables rather than the number of variables in the final model.

	Steyerberg [9]
	1999
	acute myocardial infarction
	Bias by stepwise selection was studied with logistic regression in the GUSTO-I trial (40,830 patients). Random samples were drawn that included 3, 5, 10, 20, or 40 events per variable (EPV). Considerable overestimation of regression coefficients of selected covariables was found.

	Austin [10]
	2004
	acute myocardial infarction
	Using 1,000 bootstrap samples, backward elimination identified 940 unique models from 29 candidate variables for predicting mortality. 
Automated variable selection methods result in models that are unstable and not reproducible

	Categorizing continuous variables 

	MacCallum [11]
	2002
	-
	The consequences of dichotomization for measurement and statistical analyses are illustrated and discussed. Dichotomization is rarely defensible and often will yield misleading results.

	Irwin [12]
	2003
	Marketing
	Marketing researchers frequently split (dichotomize) continuous predictor variables into two groups, as with a median split, before performing data analysis. The authors present the effect of dichotomizing continuous predictor variables with various nonnormal distributions and examine the effects of dichotomization on model specification and fit in multiple regression. The authors conclude that dichotomization has only negative consequences and should be avoided.

	Altman [13]
	2006
	primary biliary cirrhosis
	A prognostic model with bilirubin as a continuous explanatory variable explained 31% more of the variability in the data than when bilirubin distribution was split at the median.

	Royston [14]
	2006
	primary biliary cirrhosis
	Dichotomization may create rather than avoid problems, notably a considerable loss of power and residual confounding. In addition, the use of a data-derived 'optimal' cutpoint leads to serious bias. Dichotomization of continuous data is unnecessary for statistical analysis and in particular should not be applied to explanatory variables in regression models.

	Naggara [15]
	2011
	unruptured intracranial aneurysms
	Dichotomization leads to a considerable loss of power and incomplete correction for confounding factors. The use of data-derived “optimal” cut-points can lead to serious bias and should at least be tested on independent observations to assess their validity. Categorization of continuous data, especially dichotomization, is unnecessary. Continuous explanatory variables should be left alone in statistical models.

	Dawson [16]
	2012
	Medical decision making
	Many decisions are discrete: to admit a patient or not, to apply treatment or not. But models for understanding these decision problems must reflect our best science about the world, in which most causes and effects are continuous and not discrete. Dichotomization of continuous variables is strongly discouraged. If authors choose to present research findings in which dichotomization has been used, the authors must present evidence that the approach is superior to using the original continuous variable in this particular instance.

	Collins [17]
	2016
	
	Categorising continuous predictors produces models with poor predictive performance and poor clinical usefulness. Categorising continuous predictors is unnecessary, biologically implausible and inefficient and should not be used in prognostic model development.

	Modeling strategy

	Chatfield [18]
	1995
	-
	Model uncertainty is caused by formulating, fitting, and checking a model on data in an iterative and interactive way. Model uncertainty leads to too narrow confidence and prediction intervals and bias in parameter estimates.

	Steyerberg [19]
	2000
	acute myocardial infarction
	Stepwise selection with a low alpha (for example, 0.05) led to a relatively poor model performance, when evaluated on independent data. Substantially better performance was obtained with full models with a limited number of important predictors, where regression coefficients were reduced with a shrinkage method. Incorporation of external information for selection and estimation improved the stability and quality of the prognostic models. Shrinkage methods in full models including prespecified predictors are recommended with incorporation of external information.

	Babyak [20]
	2004
	-
	Three common practices—automated variable selection, pretesting of candidate predictors, and dichotomization of continuous variables—are shown to pose a considerable risk for spurious findings in models. Alternative means of guarding against overfitting are discussed, including variable aggregation and the fixing of coefficients a priori. Techniques that account and correct for complexity, including shrinkage and penalization, are important in model development.




Table S3	Multivariable logistic regression model for all candidate predictors as considered for the MMRpredict model fitted in 19,866 probands with CRC.

	Predictors
	Coefficient
	SE
	p-value

	Proband
	
	
	

	male gender
	0.73
	0.06
	<0.0001

	synchronous CRC
	0.97
	0.09
	<0.0001

	synchronous Other
	1.23
	0.13
	<0.0001

	Endometrial cancer
	2.25
	0.12
	<0.0001

	CRC agelt50
	1.28
	0.06
	<0.0001

	Endo agelt50
	1.04
	0.17
	<0.0001

	Other agelt50
	0.01
	0.18
	0.94

	Family history
	
	
	

	CRC
CRC FDR ageht50
	0.34
	0.10
	0.0004

	CRC FDR agelt50
	1.72
	0.10
	<0.0001

	N FDR with CRC
	0.35
	0.05
	<0.0001

	CRC SDR ageht50
	-0.20
	0.10
	0.042

	CRC SDR agelt50
	0.90
	0.10
	<0.0001

	N SDR with CRC
	0.24
	0.05
	<0.0001

	Endometrial cancer
Endo FDR ageht50
	0.46
	0.27
	0.093

	Endo FDR agelt50
	0.59
	0.29
	0.040

	N FDR with Endo
	0.44
	0.23
	0.060

	Endo SDR ageht50
	0.21
	0.35
	0.54

	Endo SDR agelt50
	0.51
	0.36
	0.16

	N SDR with Endo
	0.12
	0.28
	0.66

	Stomach cancer
Stomach FDR ageht50
	0.13
	0.44
	0.76

	Stomach FDR agelt50
	0.67
	0.50
	0.18

	N SDR with Stomach
	-0.13
	0.38
	0.73

	Stomach SDR ageht50
	0.61
	0.47
	0.19

	Stomach SDR agelt50
	1.35
	0.53
	0.011

	N SDR with Stomach
	-0.62
	0.43
	0.15

	Urigenital cancer
Urigenital FDR ageht50
	2.22
	0.81
	0.006

	Urigenital FDR agelt50
	1.60
	0.86
	0.063

	N FDR with Urigential
	-1.88
	0.78
	0.016

	Urigenital SDR ageht50
	-0.52
	0.58
	0.38

	Urigenital SDR agelt50
	-1.00
	0.75
	0.18

	N SDR with Urigenital
	0.67
	0.51
	0.19

	Other cancers
Other FDR ageht50
	-0.11
	0.19
	0.54

	Other FDR agelt50
	0.53
	0.21
	0.012

	N FDR with Other
	0.21
	0.15
	0.15

	Other SDR ageht50
	-0.06
	0.20
	0.78

	Other SDR agelt50
	0.22
	0.26
	0.40

	N SDR with Other
	0.06
	0.16
	0.69



FDR: First degree relative; SDR: Second degree relative; ageht50: age over 50; agelt50: age lower than 50.
The logistic regression model had 37 degrees of freedom. The c statistic was 0.833 [95% CI 0.823 – 0.843] in the full development set with n=19,866 and 2,051 events.

R code for key analyses
# draw random development samples
row.y1 <- sample(y1.rows, j)          # events, j==38
row.y0 <- sample(y0.rows, controls)   # non-events, controls ==870 – j
# Start univar screening in sel.x, varlist is list of candidate predictors
  for (p in (1:(length(varlist)))) {
      uni.fit <- lrm.fit(y=sel.y, x=sel.x[,p], tol=1e-2, maxit=20)
      p.cand[p] <- ifelse(uni.fit$fail,.99,uni.fit$stats[5])  } 
# End univar screen

# list of univar p < threshold; threshold == 0.05
list.cand.s <- ifelse(p.cand < p.threshold,T,F) 

# make full data and selected data set  
sel.data.full <- as.data.frame(cbind(fit.NEJM$y, xstart[,list.cand.s]))
sel.data      <- as.data.frame(cbind(sel.y, sel.x[,list.cand.s]))

sel.fit.full  <- lrm(V1~., data=sel.data.full, x=T, y=T, maxit=199)
sel.fit       <- lrm(V1~., data=sel.data, x=T, y=T, maxit=199)

# fastbw does the backward stepwise selection
selbw <- fastbw(sel.fit, type = "individual", rule = "p") # Stepwise, p<.05

# Fit stepwise selected models, from univariate selection
selbw.fit.full  <- lrm.fit(y=sel.fit.full$y, x=sel.fit.full$x[,selbw$factors.kept], maxit=199)

# this is the fit to be considered for validation performance, bw in small sample
selbw.fit       <- lrm.fit(y=sel.fit$y, x=sel.fit$x[,selbw$factors.kept], maxit=199)  
 
# Validate in independent data, j3 indicated rows of small subsample
pval = as.matrix(sel.fit.full$x[-j3, selbw$factors.kept]) %*% selbw.fit$coefficients[-1]
val.prob(y=sel.fit.full$y[-j3], logit=pval, pl=F)
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