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1
Introduction

In this thesis we will deal with the quantum matter realized in electron systems in

the structural arrangements of atoms that form a solid. This may sound as a cryptic

sentence at first look, but it connects some basic ingredients that form the starting

point for this dissertation; it contains the notion that the electronic phase and the

structural phase of a material can be viewed as two distinct properties, which, re-

markably, do not need to be the same states of matter. This can be illustrated by

the following example: Say you would be asked to think of an electrically conducting

material, probably the first thing that comes to mind is a solid material, probably a

metal. A structural solid is characterized by a close packing of the constituent parti-

cles (atoms), and, in the example of a metal, this packing of atoms is regularly ordered

in a repeating pattern which gives it its stability and definite shape and volume. In

such a solid, because of the rigid (crystalline) arrangement, the constituent particles

cannot move freely throughout the material; the constituent particles don’t flow. But

what about the electronic phase of this material? Each atom in the material brings

a set of electrons. If these constituent particles of the electron system would also be

rigidly arranged the system would act like a solid; the electrons would not be able to

move through the material, as in an electronic insulator. However, in a conducting

material the electrons are mobile and thus its electronic phase cannot be equivalent

to a solid. As it turns out, we describe the electronic phase of most simple metals by

a gas or liquid phase, which allows us to reproduce many of is electronic properties

reasonably well [1, 2].

Using Landau’s theory of electronic liquids we can describe the electronic properties

1
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Figure 1.1: Phase diagrams. a. A typical phase diagram of a simple single substance (for example wa-
ter). In the temperature - pressure plane, the phase-equilibrium lines separate the three different types of
phases. In this case: solid, liquid and gas. b. Electronic phase diagram of the cuprate high-temperature su-
perconductor, where as function of temperature and carrier doping the various different electronic phases
are shown, presented in a similar fashion as the structural phase diagram of a simple substance (a.). Figure
reproduced from Keimer et al. [3].
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of most simple metals by a non-interacting single-particle picture. But what about

materials where the interactions between the particles become so strong that the

simple single-particle description starts to fail? Now we enter the realm of the quan-

tum materials. Here the independent single-electron picture breaks down since the

constituent electronic particles start to notice and influence each other, becoming

so-called strongly correlated. The collective behavior of all the electrons will start

to dictate the general electronic properties of the material. Out of this microscopic

strongly correlated electron soup, macroscopic properties can emerge that are quan-

tum mechanical of nature. Superconductivity might be the prime example, where

pairing of the electrons induces a new state of matter which can be described by a

single macroscopic quantum mechanical wave function. It are not only the strong

electronic correlations that that can lead to the emergence of complex macroscopic

states, making quantum materials stand out from ordinary matter. Such complex

electronic states can also require other ingredients such as topological order or quan-

tum criticality, bringing ’quantum’ in the material.

The most well studied quantum materials to date are arguably the copper oxide

(cuprate) high-temperature superconductors. Their rich phase diagram shown in fig-

ure 1.1 illustrates the wild zoo of different electronic phases found in these materials.

However, despite the large number of experimental and theoretical effort, our con-

temporary understanding of the microscopic details of these copper oxides still fails

to reproduce their emerging macroscopic features and electronic states [3]. For sev-

eral decades now, the field of condensed matter physics is challenged to understand

these emerging states of matter, as well as their driving forces. Interestingly though,

the interplay between the electronic and structural phases seems to play an impor-

tant role. Therefore, in this thesis, in our personal search for understanding, we will

employ an experimental technique that can visualize the electronic and structural

phases of a material, simultaneously, on the atomic level. We will build upon the ex-

isting experimental foundations and add new tools that will allow us to explore the

uncharted territory of quantum matter in strongly correlated electron systems.

In the following sections we will introduce a scanning probe technique that will form

the point of departure for the work presented in this thesis. We will take this lo-

cal probe and dress it up with two novel tools, to be able to investigate the relevant

quantum mechanical degrees of freedom in strongly correlated quantum matter. Af-

ter a brief introduction of the scanning probe, we will introduce the concepts of noise

and Josephson scanning tunneling microscopy, followed by a further outline of this

thesis.
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Figure 1.2: Scanning Tunneling Microscopy (STM). A schematic picture to illustrate the experimental
setup of STM. An atomically sharp scanning tip is brought in the close vicinity of the sample under investi-
gation (also atomically flat). Applying a bias voltage over the tip-sample junctions results in a measurable
tunneling current. This is used to obtain topographic and spectroscopic (local density of states (DOS))
information about the sample. In this thesis we will add two new ingredients by introducing new probes.

1.1. A SCANNING TIP TO EXPLORE QUANTUM MATTER

A scanning tunneling microscope (STM), illustrated in figure 1.2, is an instrument

that is designed to visualize the surface of a material on the atomic level. It has es-

tablished itself as one of the powerful experimental tools to investigate strongly cor-

related quantum matter. This is, for a large part, due to the fact that STM can spatially

resolve the structural and electronic phases with atomic-scale precision. In the fol-

lowing paragraphs we will briefly discuss the basic principles of STM. For all further

details we refer to some excellent descriptions elsewhere, see references [4, 5].

STM is based on the concept of quantum tunneling. An (atomically) sharp metallic

tip (scanning tip in figure 1.2) is brought in the close vicinity of the clean and atomi-

cally flat sample surface. Tip and sample are separated by a thin vacuum barrier (typ-

ical tunneling distance ∼ 0.5 nm). When a bias voltage is applied over the tip-sample

junction, electrons are allowed to tunnel through the vacuum barrier, generating a

tunneling current (typically in the pA to nA range) which scales exponentially with

the tip-sample separation distance. The tip can be scanned over the sample surface

while employing a feedback loop that keeps the tunneling current constant by ad-

justing the tip-sample separation distance. By measuring the vertical position of the

tip while scanning over the sample surface a topographic height image of the surface

is made with atomic-scale resolution, allowing for visualization of crystalline atomic

structure of the sample. Later on we will refer to such an image as ’topograph’.

The true power of using STM for investigating quantum matter lies in the combina-

tion of performing topographic and spectroscopic measurements in the same field

of view, both with atomic scale resolution. This allowed for example for the visual-

ization of charge order in cuprate high-temperature superconductors [6–8] and its
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nanoscale electronic disorder [9–11]. Also it shed light on Cooper pairing in heavy

fermion systems [12, 13] and the nematic electronic structure in an iron-based su-

perconductor [14, 15]. Spatially resolving the electronic structure is done by measur-

ing the local density of states as function of energy (local DOS in figure 1.2), while

scanning the tip over the sample surface. The tip is stopped at an equally spaced grid

of points to measure the differential conductance (d I /dV ) in a set energy window.

In this way a three-dimensional dataset is constructed by registering the local den-

sity of states as function of spatial coordinates and energy, providing a measure on a

broad set of electronic properties of the sample.

We will build on these foundations of STM as a powerful probe to investigate quan-

tum matter. We are challenged by the idea that the decisive information needed to

explain most of the complex physical phenomena observed in the phase diagram of

quantum matter (see i.e. the phase diagram in figure 1.1) is still missing. Therefore

this thesis is devoted to adding new experimental tools to the STM toolset, in order

to access physical parameters that are not accessible yet. Our motivation for both

new tools will be discussed in the following two sections. Later in this thesis we will

develop these techniques and employ them on quantum matter, in order to shed

light on (new) physical phenomena, trying to bring us one step closer to decoding

the microscopic nature of the phase diagram of quantum materials.

1.2. THE NOISE AS THE SIGNAL

"The noise is the signal." These words by Rolf Landauer are the inspiration for the

first new technique we will introduce in this thesis. What Landauer meant was that

fluctuations in time of a measurement can be a source of information that is not

present in the time-averaged value [16]. What does this mean for the tunneling cur-

rent between the STM tip and the sample? The basic flow of electrons between the

two leads is a purely Poissonian process, meaning that the electrons are completely

uncorrelated (they don’t influence each other) and transfer at random moments in

time between both electrodes. The net amount of charge that these electrons trans-

fer per unit time is what we generally consider as the (time-averaged) magnitude of

the current. The deviation from this mean value is what we usually call the noise, as

illustrated in figure 1.3.

The current noise in a tunnel junction originates from the fact that the flow of charge

carriers is discrete (it consists of small packages of charge: electrons)[17]. Since it is

the quantized nature of the tunneling current itself that gives rise to the noise, it is

also linked to electron-electron correlations and other dynamical charge phenom-

ena. Imagine one would be able to probe the magnitude of these electronic corre-

lations and visualize it on the atomic scale. One could apply it to quantum matter,
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Figure 1.3: Illustration of ’signal’ and ’noise’ in a current-time trace. The tunneling current flowing
through the tip-sample junction is the ’signal’. In conventional STM a time averaged value of the tun-
neling current is measured, here indicated by the red dashed line ’mean’. In this thesis we will improve the
temporal resolution of STM in order to also measure the ’noise’.

where the strong electron correlations make up the collective electronic behavior,

with the aim to investigate how these electronic correlations make up the emerging

states of matter. Unfortunately, one of the main limitations of STM is that the time

resolution of the measurement is limited due to the technical details of the experi-

mental setup (which will be discussed in detail later in this thesis), allowing only the

measurement of the time-averaged value of the tunneling current (red dashed line

in figure 1.3). This prevented quantification the local noise in a scanning tunneling

setup up till now. In this thesis we will overcome this limitation and present spatially

resolved noise measurements.

In order to add atomic-scale spectroscopic noise measurements to the STM toolbox,

we will build on pioneering experiments in STM [18, 19] and high precision quantum

transport technologies [20] to tailor the scanning tip into a device that measures the

local noise associated with the tunneling current. In this thesis we will discuss this

development and unleash it on quantum matter.

1.3. PROBING THE CONDENSATE

The second new technique we will utilize is based on the Josephson effect [21]. By us-

ing a superconducting STM tip and bringing it in tunneling contact with a supercon-

ducting sample, we couple two superconducting macroscopic objects through a thin

insulating vacuum barrier, creating a scannable Josephson junction. The tunneling

current can now be carried by Cooper pairs, rather than quasiparticles carrying sin-

gle electron charge, granting direct access to both superconducting condensates.

We will keep the further details of this technique for the later chapters in this the-

sis, but already we would like to point out the advantage of Josephson STM. While

(conventional) STM is a widely used and powerful technique to investigate the su-
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perconducting phase of a material, it remarkably doesn’t probe the superconducting

state directly. Instead it only accesses the single-particle channel, where Bogoliubov

quasiparticles with energies larger than the pair-breaking gap transport the charge.

Although this already provides an insight into the superconducting phase, we would

also like to get access to the Cooper pair channel. Pioneering work by the group of

Dynes guides the route of how this should be approached experimentally [22–24].

Recently the first atomic-resolution Josephson experiment on a conventional super-

conductor [25] and first visualization of an unconventional high-temperature super-

fluid [26] were reported.

We will take the next step and for the first time visualize the superfluid of an uncon-

ventional high-temperature superconductor with atomic-resolution by spatially re-

solving the Josephson current, while simultaneously also registering the topographic

and single-particle electronic properties.

1.4. OUTLINE OF THIS THESIS

In this thesis we will introduce new techniques for scanning tunneling microscopy

and use them to reveal uncharted physical phenomena and insights in various quan-

tum materials. The thesis is further organized as follows.

In chapter 2 we discuss the development, build-up and testing of a novel amplifica-

tion circuit to measure the tunneling current in the MHz regime, in order to uncover

the shot noise caused by the tunneling electrons. We demonstrate the unique per-

formance of our amplifier by spatially mapping the noise on a Au(111) surface with

atomic resolution in the giga-Ohm regime. We also show differential conductance

measurements at 3 MHz, which yields superior performance over the conventional

STM spectroscopy techniques.

In chapter 3 we utilize this newly developed scanning noise spectroscopy technique

to elucidate the properties of the atomically thin insulating layers in a cuprate high-

temperature superconductor. We discover atomic-scale noise centers that exhibit

MHz current fluctuations up to 40 times the of the expected noise, which we can

attribute to trapping of charge. The results presented in this chapter provide a new

picture of how these materials should be looked at: an atomic stacking of atomically

thin metallic layers separated by polarizable insulators withing a three-dimensional

superconducting state.

In chapter 4 we combine the scanning noise technique with a Josephson STM. We im-

age the current noise with atomic resolution on a superconducting Pb(111) surface

using a superconducting Pb STM tip. By measuring the current noise as function of

applied bias, we reveal the change from single electron tunneling above the super-
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conducting gap energy to double electron charge transfer below the superconduct-

ing gap energy, and we spatially map this noise doubling over the sample surface.

In chapter 5 we use atomic-resolution Josephson scanning tunneling microscopy to

reveal a strongly spatially imhomogeneous superfluid in an iron-based supercon-

ductor. By simultaneously measuring the topographic and electronic properties we

find that this inhomogeneity in the superfluid is correlated with the coherence of

the quasiparticles (electrons / holes) meaning that superconductivity appears to be

needed for coherent quasiparticles, locally on the length scale of Cooper pairing.

In chapter 6 we visualize the electronic properties of an iridate sample while crossing

the phase transition from a solid electronic phase (Mott state), melting into the so-

called pseudogap phase. We show that when extra charge carriers are added into the

material a phase-separated state appears along with emergent electronic order and

we are able to precisely decode how this state develops from the Mott insulating state.

While the material is chemically very different, the phenomena we observe are very

similar to that observed in the cuprate high-temperature superconductors. Therefor

we attribute them as generic features of doped Mott insulators, disregarding their

chemical make-up.
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Amplifier for scanning

tunneling microscopy at MHz
frequencies

This chapter has been published as Rev. Sci. Instrum. 89, 093709 (2018)

Conventional scanning tunneling microscopy (STM) is limited to a bandwidth of a

few kHz around DC. In this chapter, we develop, build and test a novel amplifier

circuit capable of measuring the tunneling current in the MHz regime while simul-

taneously performing conventional STM measurements. This is achieved with an

amplifier circuit including a LC tank with a quality factor exceeding 600 and a home-

built, low-noise high electron mobility transistor (HEMT). The amplifier circuit func-

tions while simultaneously scanning with atomic resolution in the tunneling regime,

i.e. at junction resistances in the range of giga-ohms, and down towards point con-

tact spectroscopy. To enable high signal-to-noise and meet all technical require-

ments for the inclusion in a commercial low temperature, ultra-high vacuum STM,

we use superconducting cross-wound inductors and choose materials and circuit el-

ements with low heat load. We demonstrate the high performance of the amplifier

by spatially mapping the Poissonian noise of tunneling electrons on an atomically

clean Au(111) surface. We also show differential conductance spectroscopy mea-

surements at 3 MHz, demonstrating superior performance over conventional spec-

troscopy techniques.

11
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2.1. INTRODUCTION AND MOTIVATION

Possible applications of scanning tunneling microscopy (STM) experiments in the

MHz regime include high-frequency differential conductance measurements, scan-

ning spin resonance experiments, and noise spectroscopy on the atomic scale. Con-

ventionally, this is prevented in STM by the combination of a GOhm resistance of

the tunnel junction and a capacitor from the cabling which together form a low pass

filter in the kHz regime. In this chapter, we build a matching circuit including su-

perconducting inductors and a home-built HEMT that allows us to measure STM

currents at MHz frequencies while remaining in tunneling and with atomic resolu-

tion. We demonstrate the amplifier’s superior performance for both scanning noise

spectroscopy and MHz differential conductance measurements.

We start with an introduction to noise spectroscopy. Measurements of electronic

noise can yield information in mesoscopic systems that is not present in their time-

averaged transport characteristics, including fractional charges in the quantum hall

regime [1, 2], the doubling of charge in Andreev processes (see also chapter 4) [3],

Coulomb interactions in quantum dots [4–7] and the vanishing of noise in break

junctions at the quantum conductance [8]. Generally, the quantity of interest is the

deviation of the noise from the Poissonian noise of independent tunneling events of

electrons, SP = 2e|I |, with e the electron charge and I the current [9, 10]. Here we de-

fine the normalized noise Sn as the ratio between measured (S) and Poissonian (SP )

noise, Sn = S/SP , similar to the Fano factor F . For an uncorrelated electronic liquid,

one expects Sn = 1; but one can imagine systems where the charge of the carriers is

not equal to the electron charge (q 6= e) or where the electron flow is strongly corre-

lated. In these cases, the Fano factor will not be equal to unity, i.e. the current noise

will be smaller or larger than the Poissonian value even though the time-averaged

value of the current will not be influenced. Resolving the noise with atomic precision

might provide us with new information in systems with strong electronic correla-

tions or charge aggregations that are not present in the mean current. This is our

main motivation to combine noise measurement with scanning probe microscopy.

As for the application of MHz differential conductance measurements, we use a lock-

in amplifier as it is done conventionally, but with 3 MHz instead of the more common

400 Hz – 1 kHz. The clear advantage is that in this way, one can perform the spec-

troscopy measurement in a frequency window where 1/f noise is much lower. In

addition to this, we can clearly separate the high and low frequency signal, thus it is,

for example, easier to measure in feedback.

Bringing noise measurements to STM in the tunneling regime comes with unique

challenges, which prevented any atomic resolution noise measurement in the tun-

neling regime thus far. The high impedance of the tunnel junction, formed by the few

angstroms vacuum gap between the STM tip and sample, is the critical obstacle. To-
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gether with the capacitance of the interfacing coax cable, the junction acts as a low

pass filter only allowing transmission of signals in the small frequency range [11].

Moreover, conventional amplifiers used in STM also have a limited bandwidth due

to a large feedback resistor and unavoidable parasitic capacitances [12]. This con-

ventional STM circuitry limits the bandwidth to detect the tunneling current from

DC to a few kHz (Fig. 1a). Possible solutions to this are bootstrapping the amplifier

[13–16], or impedance matching [11]. These enabled noise measurements in MOhm

tunnel junctions [11, 13, 17, 18], but a GOhm impedance as it is present in many STM

experiments still leads to prohibitive losses in the matching circuit.

In this chapter, we report on a new amplifier circuit that allows us to overcome these

challenges. The requirements for our amplifier were: (i) the amplifier should not in-

terfere with traditional STM measurements, (ii) it should work in the GOhm regime,

(iii), it has to be possible to easily implement the amplifier in a commercial STM, (iv)

it has to be compatible with UHV, implying low outgassing so that the system can be

baked and ultra-high- (cryogenic) vacuum can be achieved.

Our key figures of merit are: (i) the low noise of the circuit, (ii) the most efficient

separation of high and low frequency signals, and (iii) the highest possible Q factor

of the resonator for highest amplification at 3 MHz.

This chapter is structured as follows. Noise in a STM junction is discussed in section

2.2. A block diagram of the newly developed system for noise-spectroscopy mea-

surements in STM is presented in section 2.3.a, followed by a discussion on the re-

quirements for implementing such techniques in STM. Section 2.3.b describes the

realization of this new amplifier. A demonstration measurement on an Au(111) sur-

face is presented in section 2.4. Differential conductance measurements with MHz

voltage modulation are discussed in section 2.5.

2.2. NOISE SOURCES IN STM

We start by considering the types of unwanted noise present in a STM setup: me-

chanical noise, thermal (Johnson) noise, amplifier noise, and flicker (1/f) noise.

They have distinguishable frequency dependences, as shown in Fig. 2.1.a. First,

flicker noise or 1/f noise, which is present in almost all electronic devices. The power

spectral density of this low-frequency phenomenon is inversely proportional to the

frequency and is related to slow resistance fluctuations modulated by temperature

variations. Second, noise induced by mechanical vibrations transferred to the junc-

tion, where this mechanical noise is converted to current noise. Both noise sources

are usually present in the range from DC to a few kHz, indicated by the blue shaded

area in Fig. 2.1.a. This emphasizes that the low frequency regime should be avoided
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noise dominate (indicated by blue region), in this region conventional STM is sensitive. To measure shot
noise in the tunnel junction we need to create a new bandwidth at high-frequency. Here thermal noise
and shot noise are the most dominant noise sources, since they are independent of frequency. b. Re-
quirements for the newly built amplifier for combining STM and noise-spectroscopy. Crucial components
are highlighted: i) the bias-tee (green) that separates the low and high frequency signals. ii) tank circuit
(purple). iii) High electron mobility transistor (HEMT, indicated in yellow) to amplify the high-frequency
signal. Both the low and high frequency signals have additional room temperature amplification and de-
tection (white).
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and illustrates the disadvantages of the conventional STM bandwidth.

At higher frequencies, the current fluctuations are dominated by thermal noise and

shot noise, both of which are informative about the sample. In principle, both phe-

nomena are frequency independent (white noise), and thus are also present at lower

frequencies, where the total noise power is dominated by the other contributions.

Thermal (also called Johnson-Nyquist) noise is the thermodynamic electronic noise

in any conductor with a finite resistance R; its power spectral density is constant

throughout the frequency spectrum, S = 4kB T , where kB is Boltzmann’s constant

and T is the temperature. Since thermal noise in a conductor is proportional to the

temperature, it can be lowered by reducing the temperature. It can be distinguished

from shot noise at zero current, where the latter vanishes.

Our goal is thus to increase the bandwidth and move it to higher frequencies, all

whilst retaining the conventional capabilities and staying in the tunneling regime.

2.3. AMPLIFIER AND CIRCUIT

2.3.1. GENERAL IDEA

To achieve the requirements and goals of section 2.1 while avoiding the unwanted

noise sources described in section 2.2, we develop a resonance circuit based ampli-

fier including a resonator-based bias-tee.

We follow the principle of amplifier circuits built for noise spectroscopy measure-

ments in mesoscopic systems [19–22] but we modify it to work for high junction re-

sistances in the GOhm regime and to be compatible with STM. Figure 2.1.b shows a

block diagram of the amplifier circuit combined with STM. First, a bias-tee (green)

separates the low- and high-frequency signals coming from the STM junction. The

low-frequency part is needed for the STM feedback loop, where the current is con-

verted to a voltage by a transimpedance amplifier at room temperature. To separate

the high frequency, one could use a bias-tee consisting of an inductor in one arm and

a capacitor in the other one. However, as we still need a kHz bandwidth in the low

frequency branch and as we want to minimize losses of the high frequency signal, we

use a resonator based bias-tee.

The high-frequency part of the signal is then passed through the parallel RLC cir-

cuit (tank, indicated in purple Fig. 2.1.b), which converts current to voltage at the

resonance frequency of the tank circuit f0 = (2π
p

LC )−1. The voltage over the tank

circuit is detected by the gate of a high electron mobility transistor (HEMT, indicated

in yellow Fig. 2.1.b) with very low input referred voltage [23, 24] and current noise,

operating at the base temperature (T ∼ 3.3 K in this chapter) of the STM. Through
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the transimpedance of the HEMT, the voltage fluctuations at its gate are converted

into current fluctuations. These are measured over a 50 Ω resistor to finalize the

impedance transformation. Note that while the voltage/current gain of the ampli-

fier is of order unity, the gain of power is considerable. A 50 Ω coaxial line connects

the amplifier circuit to a commercial 40 dB current amplifier at room temperature.

Finally, the signal line is terminated by the 50 Ω input impedance of the spectrum

analyzer.

2.3.2. CIRCUIT ELEMENTS AND PRINTED CIRCUIT BOARD DESIGN

The heart of the circuit is built on a ceramic printed circuit board (Rogers Corp

TMM10i, selected for the very low outgassing properties) as depicted in Fig. 2.2 and

described below. Figure 2.2 shows the circuit schematics of the amplifier. The board

is located close to the STM head, at the base temperature of the liquid He 4 cryostat

(Unisoku USM1500).

The input of the amplifier is connected to the STM tip via a coaxial cable (silver plated

Cu mini-coax CW2040-3650F) with a total capacitance between inner and outer con-

ductor of Cw = 30 pF. The bias-tee (indicated by green shading) and tank (purple

shading) combination is formed by two home-built superconducting Niobium in-

ductors L1 = L2 = 66µH coupled by capacitors Cc = 100 pF (Murata GRM 0805-size

surface mount). The low-frequency transmission of the bias-tee is shown in Fig.
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2.3.a, measured at low temperature. The flat transfer function in the frequency range

of the Femto IV amplifier (1 kHz, blue shaded are in Fig. 2.3.a) ensures that this am-

plification scheme can be used for the STM feedback system.

The resonance circuit is formed by the self-resonance of the superconducting Nb in-

ductors in combination with the coaxial cable Cw , providing a resonance frequency

of 3.009 MHz. Parallel self-capacitances of the Nb inductors are also shown in Fig.

2.2.a, C1 = 15 pF and C2 = 15 pF. The Niobium inductors are made by cross-winding

annealed Nb wire of 100 µm in diameter around a customized ceramic (macor) core.

We choose superconducting Nb inductors to enhance the quality factor of the res-

onator, increasing current-to-voltage amplification at resonance. At 4 K, the Nb in-

ductors show a high quality factor of Q = 600, 50 times larger than similarly made Cu

inductors (Q = 12), see Fig. 2.3.b. The Nb inductors are covered by a Nb shield to

minimize Eddy current damping, ensuring the highest possible quality factor Q.

The high-impedance part of the amplification scheme (tank circuit coupled to STM

junction) is matched to the 50 Ω impedance of the spectrum analyzer by a home-

built low-noise high electron mobility transistor (HEMT) made using molecular

beam epitaxy. These specially designed HEMT’s have a carrier mobility of 48m2/V s

and can reach unprecedented low noise levels at 1 MHz with a noise voltage of

0.25 nV /
p

H z and a noise current of 2.2 f A/
p

H z, under deep cryogenic conditions

(≤ 4.2 K), and with an input capacitance of about 5 pF [23, 24]. In addition, com-

ponents C3 = 10 pF, R1 = 10Ω and R4 = 10Ω are placed close to the HEMT case to

improve its stability.

The operation point of the HEMT is determined by R2 and R3 and the supply volt-

age. Since we aim to have a very low power dissipation we choose R2 = 1 kΩ to give

a saturation current of the HEMT of a few tenths of mA. To ensure linear gate volt-

age to current conversion we operate the HEMT is in saturation. We measured the

drain current as function of drain-source voltage at room temperature and 4 K by

varying the supply voltage, as depicted in Fig. 2.3.c. In the following demonstration

the HEMT is biased in saturation at V = 0.5 V.

The voltage fluctuations in the 50Ω line are amplified at room temperature by a +40

dB current amplifier with an input voltage noise of 310pV /
p

H z (Femto HSA-X-1-40)

and is finally terminated by the 50Ω input impedance of a Zurich Instruments MFLI

digital spectrum analyzer. The power spectral density measured at the input of the

spectrum analyzer is plotted in Fig. 2.3.d where the blue dots are the measured data

points and the red curve represents a circuit diagram fit.
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Figure 2.4: Benchmark of noise-sensitive measurements on a gold on mica sample. a. An atomically
resolved STM topographic image of the Au(111) surface on a 30 nm field of view, the ‘herringbone’ re-
construction is clearly visible. (Setup conditions bias: 100 mV, current set point: 100 pA). b. Spatially
resolved noise map at 500 mV, 500 pA in the same field of view as Fig 2.4.a, acquired in 48 hours. It
shows homogenous Poissonian (Fano = 1) noise at all locations. Here the Fano factor is extracted as
Fmeasur ed = (S(500p A)−S(0p A))/(2e500p A). c. Single point noise spectrum acquired at a random lo-
cation in Fig. 2.4.b. The tunnel junction resistance is kept fixed to 1 GOhm. The dashed line indicates
Poissonian shot noise F = 1.
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2.4. NOISE SPECTROSCOPY PERFORMANCE ON ATOMICALLY
AU(111)

To demonstrate the simultaneous use of the STM feedback system and noise sensi-

tive measurements in the tunneling regime, we performed noise spectroscopy mea-

surements on a gold on mica sample. We believe that the Au(111) surface is most

ideal for characterizing our noise-sensitive measurement since the sample is metal-

lic thus any electron correlations are negligible. Figure 2.4.a depicts an atomic-

resolution image of the Au(111) terminated surface on a 30 nm field of view, the

characteristic ‘herringbone’ reconstruction is clearly visible.

In the same field of view we performed noise-spectroscopy measurements to resolve

the current noise with atomic-scale resolution. Even though several topographic fea-

tures can be observed, the spatially resolved noise map (Fig. 2.4.b) exhibits homoge-

neous contrast, as is expected for a classical uncorrelated flow of electrons between

sample and tip. The 128×128 pixel noise map was acquired in circa 48 hours.

The single point noise spectra (Fig. 2.4.c) acquired at randomly chosen sites always

show a linear increase of the noise with increasing current for a typical tunneling

junction resistance (1GOhm). The linear increase of the noise is a unique character-

istic of shot noise in the junction.

2.5. MHZ DIFFERENTIAL CONDUCTANCE MEASUREMENTS

A second application for our amplifier circuit is to measure differential conductance

(dI/dV) which is proportional to the local density of states in a frequency range where

1/f noise is suppressed. In conventional STM differential conductance measure-

ments, a voltage modulation has to be applied in the DC - 1 kHz range, now we

can also perform dI/dV measurements at 3 MHz. At this frequency, 1/f (and other)

noise should be considerably lower, as we discussed in section 2.2, Fig. 2.1.a. There-

fore, we expect that differential conductance measurements performed at 3 MHz

will show superior performance over conventional spectroscopic-imaging STM mea-

surements.

Figure 2.5.a shows that we can resolve the 3 MHz voltage modulation, applied to the

sample, within the tank bandwidth; the sharp peak in Fig. 2.5.a (0.5 mV modulation

amplitude at 3.009 MHz) is 6 orders of magnitude higher than the background. To

verify that the signal to noise ratio of MHz differential conductance measurements is

higher than state-of-the-art STM techniques, we will compare the two by the means

of a demonstration measurement on a Pb(111) sample using a Pb-coated PtIr tip at

3.3 K.
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First, we compare the differential conductance measured over a period of 10 s in

tunneling (6 mV, 200 pA) with the feedback disabled. In this way we can check the

influence of slow (1/f) fluctuations on the differential conductance signal. Compar-

ing the conventional dI/dV measurement (Fig. 2.5.b, measured using the RHK R9

STM controller) with the MHz measurement (Fig. 2.5.c, measured using the Zurich

Instruments MFLI) reveals that the former is subject to much severe low-frequency

fluctuations than the latter. This directly translates into a higher quality dI/dV spec-

trum, as can be seen by comparing the 3.009 MHz dI/dV spectrum (Fig. 2.5.e) to the

one measured at 887 Hz (Fig. 2.5.d).

2.6. CONCLUSIONS AND OUTLOOK

In this chapter we have shown how we have built a low temperature, low noise am-

plifier to measure the current (fluctuations) in a STM setup at a MHz frequency.

We used two superconducting Nb inductors to form a bias-tee and tank resonator

coupled to a home-built, low-noise HEMT which is essential for the impedance

matching to 50Ω coax cable. We demonstrated the performance of this amplifier

by performing noise spectroscopy measurements on an Au(111) surface, showcas-

ing simultaneous visualization of the surface topology and atomically resolved noise

maps. We further demonstrated that the amplifier allows to measure differential con-

ductance spectra at 3 MHz where 1/ f noise is strongly suppressed.

The development of this MHz amplifier, along with recent developments from other

research groups [25], directly opens new paths to explore many-body correlation ef-

fects in quantum materials. As we will discuss in the next chapter, we use MHz noise-

spectroscopy in a STM setup to discover slow MHz timescale charge trapping behav-

ior in a cuprate high-temperature superconducting, providing unique insights in the

so-called ’c-axis mystery’ in these materials. In chapter 4 we will use the same noise-

spectroscopy technique to demonstrate the doubling of the noise due to Andreev re-

flections in a Josephson STM, and elucidate its future potential. Further, the develop-

ments presented in this chapter also open additional possibilities to probe electron

spin resonances (ESR) in STM. ESR often leads to periodic processes and equilibra-

tion times in the MHz to GHz regime [26, 27]. These can be measured impedance

matched with the presented amplifier instead of measuring indirect effects on the

DC current. This could be further improved by guiding the microwave signal directly

on the tip with coplanar waveguides, as suggested recently [28]. Finally, one could

imagine that the thermal noise, introduced here as an unwanted noise source, could

yield information about the sample via cross-correlation noise [29].
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Figure 2.5: MHz differential conductance. a. Power spectrum obtained around the resonance peak. The
modulation signal for the lock-in measurement is applied at the resonance frequency (3.009 MHz). b.
Differential conductance measured over time at 887 Hz. A voltage modulation of 0.5 mV is used and
feedback is disabled. c. Differential conductance measured over time at the resonance frequency (3.009
MHz) under similar conditions as figure 2.5.b. d. Differential conductance spectrum obtained with a 0.5
mV voltage modulation at 887 Hz (time constant 2 ms) on a Pb(111) surface at a base temperature of 3.3
K. e. Differential conductance spectrum obtained at the resonance frequency (3.009 MHz, time constant
3.5 µs) obtained under the same conditions as figure 2.5.d.
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3
Charge trapping and

super-Poissonian noise centers
in a cuprate superconductor

This chapter has been published as Nature Physics 14, 1183 (2018)

The electronic properties of cuprate high temperature superconductors in their nor-

mal state are highly two-dimensional: transport along the crystal planes is perfectly

metallic, but is insulating along the perpendicular c-axis direction. The ratio of the

in-plane and perpendicular resistance can exceed 104 (refs [1–4]). This anisotropy

was identified as one of the mysteries of the cuprates early on [5, 6], and although

widely different proposals exist for its microscopic origin [7–9], there is little empir-

ical information on the microscopic scale. In this chapter, we elucidate the prop-

erties of the insulating layers with a newly developed scanning noise spectroscopy

technique that can spatially map the current and its time-resolved fluctuations. We

discover atomic-scale noise centres that exhibit MHz current fluctuations 40 times

the expectation from Poissonian noise, more than what has been observed in meso-

scopic systems [10]. Such behaviour can happen only in highly polarizable insulators

and represents strong evidence for trapping of charge in the charge reservoir layers.

Our measurements suggest a picture of metallic layers separated by polarizable in-

sulators within a three-dimensional superconducting state.
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3.1. INTRODUCTION

The difference between metals and insulators is that in the former, additional charge

equilibrates in femtoseconds while the latter can be statically charged. The cou-

pling to the lattice is a necessary condition for the trapping of charge in insulators

on macroscopic timescales since electrons by themselves are too quantum mechan-

ical to localize. The trapped charge is stabilized by the formation of static, local-

ized polarons involving a reconfiguration of the atomic lattice. Strongly polarizable

insulators such as SrTiO3 exemplify this process. Such trapping of charge on slow

timescales has been conjectured as a cause of the anomalous, highly resistive c-axis

transport in the cuprate high-temperature superconductors [7], competing with al-

ternative proposals such as incoherent transport [11, 12]. We note that in these ma-

terials, bands structure theory predicts metallic transport along the c-axis due to the

small but finite c-axis bandwidth of the order of 0.1 eV (ref. [13]). In this chapter, we

present firm evidence that such charge trapping processes do occur in a supercon-

ducting cuprate material by measuring atomically resolved current fluctuations.

3.2. NOISE AS THE SIGNAL

Quite generally, fluctuations in time of a signal - the noise - can be a powerful di-

agnostic tool as they contain information not present in the mean value. It has

historically allowed to distinguish between signals carried by particles and waves

or between black body radiation and coherent radiation of a laser. More recently,

noise spectroscopy has established itself as a standard method of investigating meso-

scopic systems. This is usually done by looking at the noise spectral power, S(w) =<
δI (t )δI (t ′) >, where δI is the deviation of the current operator from the mean, and

the averaging <> is both quantum mechanical and statistical. Examples where noise

transport measurements led to novel insight include: the study of fractional charge

[14], the doubling of charge in Andreev processes (see chapter 4), and the vanishing

of noise in break junctions at the quantum conductance [15]. We have succeeded in

bringing this technique to the atomic scale in the tunnelling regime (see chapter 2),

and in this chapter we show how we use this technique to discover an unanticipated

phenomenon when we applied it to a cuprate high temperature superconductor.

The flow of classical, uncorrelated charged particles between two leads is a purely

Poissonian process. Its noise is independent of frequency (white) and proportional

to the charge q and the flow I of the carriers, S = 2q |I |, as a direct consequence of

the discreteness of the carriers [16]. In chapter 2 we defined the normalized noise

Sn = S/2e|I |, which shows the deviation from the Poissonian noise, similar to the

Fano factor. Thus Sn = 1 represents Poissonian noise, Sn < 1 and Sn > 1 refer to sub-

Poissonian and super-Poissonian noise, respectively (Fig. 3.1.a-b). For an uncorre-
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Figure 3.1: Scanning tunnelling noise spectroscopy as a new diagnostic tool. a. The classical flow of
uncorrelated particles with charge q is a pure Poissonian process, S = 2q |I |. In the case of bunching,
S > 2q|I | and we refer to the noise as super-Poissonian (red). In the case of anti-bunching, S < 2q|I | which
is called sub-Poissonian (green). b. Noise S as a function of current in the cases described in (a).

lated electronic liquid, one expects Sn = 1; for an exotic, spatially inhomogeneous

electronic liquid, this is a priori unclear. Importantly, in order to find Sn > 1, pro-

cesses are required in the system on a frequency scale that fits into the slow (MHz)

frequency window of the noise measurements. Another property of special relevance

to our data is that such noise events may be completely invisible in the mean value

of the current.

Our aim is thus to measure the fluctuations in the cuprates on the atomic scale.

Bringing noise measurement to the tunnelling regime comes with unique challenges,

as discussed in chapter 2, which prevented any atomic resolution shot noise mea-

surement thus far. The central obstacle lies in the high impedance of the tunnelling

junction, which is typically 0.3 GOhm to 10 GOhm. Together with the capacitance be-

tween tip and sample and the cable capacitance, the junction acts as low pass filter

only allowing transmission of signals in the kHz range where 1/f noise and mechan-

ical resonances dominate. Possible solutions include bootstrapping of an amplifier

[17] or building an impedance matching circuit [18]. Matching a GOhm junction

leads to considerable losses in the circuit. This is simplified when using the STM in

point contact mode or in the low MOhm range [18, 19] or by using force-microscopy

based methods [20], however, this increases interactions between tip and sample,

making it more difficult to extrapolate the sample properties. Our goal is to perform

noise measurements when in the tunnelling regime, with transparencies τ∼ 10−6. To

accomplish this task, we build a new amplifier for scanning tunneling microscopy at

MHz frequencies. The details of this amplification circuit that allows us to map out

noise around 3 MHz with GOhm junction resistances are discussed in chapter 2.
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3.3. DISCOVERY OF SUPER-POISSONIAN NOISE CENTERS

We choose to investigate cuprate high-temperature superconductors [21] first with

this new scanning noise microscopy instrument, with the hope to find signs of the

slow, glassy fluctuations associated with charge- and/or current loop order that have

been claimed to show up in the noise [22–24]. We didn’t observe any signs of these,

but instead we found a surprise that we will explain in this chapter.

As a sample material, we decided to use the slightly overdoped bi-layer cuprate

(Pb,Bi )2Sr2C aCu2O8+δ with Tc = 79 K. The Pb substitution for Bi has the advantage

of supressing the characteristic supermodulation seen in many Bi based cuprates,

simplifying the interpretation and making higher voltage measurements possible.

We cleave the samples in UHV at pressures below 10−10 mbar, and directly insert

them into our STM head at 3.2 K. The single crystal sample is held at a constant volt-

age Vbi as which drops over the GOhm junction between the tip and the uppermost

CuO layer. The tunnelling process starts with electrons originating from the CuO

layer which then tunnel through the SrO and Bi layers [25]. Tunnelling through these

charge reservoir layers does not have much effect on the STM signal, except for some

spatial filtering [25, 26]. Figure 3.2.a shows a topographic image revealing atomic

resolution. The square Bi-lattice is clearly resolved with some bright protrusions in-

duced by Pb-substitutions for Bi atoms (see appendix 3.B).

Upon recording the noise as a function of spatial location with atomic resolution

at bias voltages of ±0.1 eV we find homogeneously Poissonian noise, with no sign

of the fluctuating orders. However, this changes dramatically when increasing the

bias voltage, as shown in Figure 3.2.b-c. While most locations still exhibit Poisso-

nian noise, a few atomic locations reveal striking enhancements of the noise. These

super-Poissonian noise centers show noise values up to 40 times the expectation

from Poissonian processes, more than anything that has been observed in meso-

scopic systems [10]. We emphasise that the increase in noise is extremely localized,

the width of the peaks in space being around 0.5 nm for most centers. The density

of super-Poissonian noise centers is roughly 0.3% referenced to the number of Cu

atoms, and they are evenly distributed throughout the sample.

3.4. NOISE SPECTROSCOPY ON NOISE CENTERS

A key insight comes from the energy dependence of the noise. Noise spectra are

shown in Figure 3.2.d-f. Below a certain threshold, the noise in the tunnelling cur-

rent is purely Poissonian, Sn = 1. But above around 1 eV or below around -650 meV

the normalized noise rises rapidly. Surprisingly all noise centers appear to be highly

asymmetric in energy: the noise enhancements at positive bias do not spatially cor-

relate with the noise enhancement seen at negative energy. While different locations
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Figure 3.2: Observation of super-Poissonian noise centers. a. An atomic-resolution STM image of the
BiO terminated overdoped bi-layer cuprate (Pb,Bi )2Sr2C aCu2O8+δ surface in a 18.3 nm field of view
(sample bias VB =−0.10V, current IS = 0.1nA. Pb substitution for Bi are visible as bright protrusions. b. c.
Spatially resolved, background line-subtracted, noise maps at -1.2 (b) and +1.1 (c) eV in the same field of
view as figure 3.2a. The noise is normalized by the current simultaneously recorded at the same location.
Most locations show homogeneous Poissonian noise (Sn = 1), but a few atomic locations reveal striking
enhancements. N3, N4, and P1 indicate the negative and positive noise centers. Grey dots represent the
Cu lattice sites. d. Representative noise spectra on the atomic locations that exhibit super-Poissonian
noise show the strong asymmetry. e. f. Noise spectra on various positive and negative noise centers. Each
inset shows the spatial distribution of the noise enhancements.

show different strengths of noise enhancement, the onset energy seems to be inde-

pendent of the noise center, roughly -0.8 eV for the negative energy noise centers,

and roughly +1 eV for the positive ones. This indicates a common mechanism and

turns out to be an important diagnostic tool, as discussed below.

To understand these observations, it is worth taking a step back and look at engi-

neered and natural systems that exhibit non-Poissonian noise, Sn 6= 1. In electronic

systems this is most often sub-Poissonian noise [10, 12, 15, 17], usually due to se-

quential tunneling in quantum dots or Pauli exclusion effects. However, in the tun-

neling regime considered here (τ ∼ 10−6), the latter are minimal. Super-Poissonian

noise on the other hand is a much rarer occurrence, as it always has to include some

sort of interaction [10]. Experimentally, super-Poissonian noise was first observed

in semiconductor double-wells and later in quantum dots [27]. Examples of super-
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Figure 3.3: Example of modulated transport by slow charge trapping processes. Energy diagram of the
co-tunnelling process via impurity states. Two tunnelling processes are possible; one of them has higher
transmission rate than the other and dominates the total tunnelling current. Since they are strongly cou-
pled by Coulomb energy (U ), the tunnelling through the higher impurity level is prohibited by charge
trapping of the lower one.

Poissonian noise include bi-stable systems that lead to random telegraph noise in

the transport, and coupling to inelastic modes [28]. Our data allows us to exclude all

these mechanisms as the observed noise is bias dependent and asymmetric.

3.5. MODULATED TRANSPORT BY POLARONIC CHARGE
TRAPPING

Instead, our data suggests the following scenario known from double quantum dots,

as illustrated in Fig. 3.3. Two tunneling processes are present, one fast, accounting

for almost all the tunneling current, and one slow, acting as a switch for the first one.

This switching mechanism is usually based on Coulomb interaction. For example, if

the state of the slow process is occupied, it raises the energy level of the state neces-

sary for the fast process and effectively blocks it, as shown in Fig. 3.3. This leads to

an effective switching i.e. bunching of electrons that causes super-Poissonian noise.

Such mechanisms have been discussed in detail for mesoscopic systems [10, 12, 29]

and confirmed by experiments in double quantum dots [30]. We note that this sce-

nario (i) predicts a clear threshold energy after which the noise increases, (ii) is asym-

metric with respect to energy, (iii) is localized on the atomic scale. The key insight

that follows from our observations is that some slow process is involved, i.e. a form

of charge trapping that is known from strongly polarizable insulators but not from a

metal.

One expects these noise centers to correspond with some form of polarons being

localized at defects in the crystal lattice, in contrast to more itinerant polarons at

other locations. To shed light on their precise nature, we searched for impurity states,

following earlier work [31] but now taking fully normalized dI/dV / (I/V) density of

states maps over a large energy range to be able to differentiate impurity states that
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overlap in energy. The energy dependent dI/dV / (I/V) maps reveal the spatial distri-

bution of the different impurity states. Such states have been identified as (i) apical

oxygen vacancies, (ii) Sr(Ca)-site impurities, (iii) interstitial oxygen dopants and (iv)

Pb impurities. Figure 3.4 shows signatures of these specific states; details can be

found in appendix 3.B.
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Figure 3.4: Bias-dependent conductance maps to identify impurity states and correlation with noise
centers. a. Density of states at different energy levels: -1.5, -1.2, -0.8, +1.1, +1.3, and +1.5 eV. They were
acquired in the same field of view as in Fig. 3.2a. The enhancement in normalized differential conduc-
tance ((dI/dV)/(I/V)) reveals the spatial distribution of various impurity states. b. Normalized differential
conductance spectra taken on the different impurity states in Fig. 3.4a. The thick colored lines represent
the average of the individual grey spectra. c. Overview of all impurity states in this field of view. Grey dots
display the Cu-lattice. Various symbols corresponding to the different impurity states classified based on
(a). The noise centers are indicated by the blue (negative) and red (positive) hexagons.
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Figure 3.5: Correspondence between the positive energy noise centers and the +1.1V impurity state. a.
Positive noise center P1 from Fig. 3.2. b. Positive noise center P2 from Fig. 3.2.

Most importantly, we find a clear correspondence between positive-energy noise

centers and the +1.1 V impurity state, as shown in Fig. 3.4.c and 3.5. This impurity

state has previously been identified as an apical oxygen vacancy [31] which, in the in-

sulating oxygen materials, has various charge states stabilized by lattice distortions.

This amounts to strong evidence for this signature to be associated with the charge

trapping process. The positive noise centers show all this signature of an impurity

state in the charge reservoir layer through which tunneling occurs but modulated by

a slow charge trapping process. Surprisingly, we do not observe a clear correspon-

dence between a specific type of impurity resonance and the site of the negative

noise centers. This might be because the state is dark due to filtering mechanisms

[26], or because of stronger coupling to the CuO layer.

3.6. CONCLUSIONS AND OUTLOOK

In this chapter we have presented direct evidence for the existence of slow charge

trapping processes at defect sites in the form of the localized super-Poissonian noise

signals. These are reminiscent of Coulombic impurities that occur generically in po-

larizable insulators, despite the three-dimensional superconducting state present in

our samples. While the atomic centers with noise enhancement are sparse, they

demonstrate the polaronic nature of charge carriers tunneling through the insulat-

ing layers. Apart from the noise centers, the polarons are likely itinerant to different
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degrees; a situation that at present cannot be described by theory. The c-axis physics

of the cuprates thus appears to be in a quite literal sense similar as to what is found

in e.g. the aluminum oxide barriers employed for Josephson junctions: No coher-

ent charge transport is possible for normal electrons, while the virtual tunnelling of

Cooper pairs suffices for a coherent Josephson contact. In the cuprates, this is mani-

fested of the form of the c-axis Josephson plasmons observed in the optical conduc-

tivity [32], emerging from a completely overdamped charge transport in the normal

state [3]. The surprise is that apparently an oxidic layer that is only two atoms thick

living in a metallic environment suffices for the polaronic trapping of charge.

The role of the ‘c-axis phenomena’ in the mechanism of high-temperature super-

conductivity is a long standing question [5, 6, 32], as is the unusual nature of the

coupling of the polar insulator phonons to the electrons [5, 6, 8, 9, 33]. This acquired

new impetus recently with the discovery that when a single layer of FeSe is removed

from bulk and put on an polarizable insulator, the critical temperature increases by a

factor of four [34], with evidence reported suggesting that the coupling to the polariz-

able insulating substrate may indeed play a critical role [35]. Further, interfaces of the

polarizable insulators Sr T iO3 and La AlO3 host two dimensional superconductors

with the highest Tc per charge density ratio [33]. So much is clear from our findings

that even for the atomically thin insulating layers the polar electron-phonon interac-

tions are of a severity sufficing to slow down electronic motions to macroscopic time

scales. Although a great challenge for established theory, this conundrum deserves

further close consideration.
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3.A. CORRELATION TO LOW-ENERGY FEATURES

We also correlated the atomic locations of the observed noise enhancement sites to

the low-energy features known in Bi-based cuprate samples. Spectroscopic imag-

ing STM has proven to be a very powerful tool for visualizing these low-energy fea-

tures. By recording the dI/dV (proportional to the LDOS) spectrum over a spatially

distributed grid of point we construct a three-dimensional dataset of the electronic

structure as function of energy and the spatial coordinates. From this dataset we

can then abstract the low-energy features like the superconducting gap magnitude

(Fig. 3.6.b) or charge order arrangements in the electronic structure (Fig. 3.6.c). By

recording an atomically resolved noise map (Fig. 3.6.a) in the same field of view at

high energy we can correlate these low energy features of the sample to the noise en-

hancement centers we identified in this chapter. Visual comparison does not reveal

any correlation between the noise enhancement sites and the low energy features

(Fig. 3.6).
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Figure 3.6: Correlation of observed noise centers with low energy features. a. Spatially resolved noise
map at -1.2eV at a 20 nm field of view. The negative noise centers exhibit enhancements of 10 times Pois-
sonian noise and are indicated by the white circles. b. Spatial map of the superconducting gap magnitude
over the sample surface in the same field of view as (a). The white circles indicate the locations of the
negative noise centers. c. Laplacian of the ratio of the conduction maps at 52 meV and -52 meV in the
same field of view, for better visualization of the atomic-scale arrangements of the spatial pattern.

3.B. DETERMINATION OF IMPURITY STATES

It is well known that there are several impurity states at high binding energy in

(Pb,Bi )2Sr2C aCu2O8+δ samples [36]. Based on previous reports we expect that

there are five kinds of impurities states, originating from type-A, type-B, apical oxy-

gen vacancies [31], Pb2+ substitutions for Bi 3+, and Bi 3+ substitutions for Sr 2+ [37].

They are located at a binding energy of -1.5, -1.0, +1.0, -1.4, and +1.7 eV, respec-

tively. Since all of the noise enhancement centers are observed at the high binding
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energy regime, we want to identify all of impurity states in (Pb,Bi )2Sr2C aCu2O8+δ
and check the correlation with the noise enhancement sites.

The conductance maps shown in Fig. 3.7 were acquired for the same field of view of

noise maps shown in Fig. 3.2 using the typical spectroscopy technique. The setup

conditions for the positive and negative bias maps are +1.60 and -1.60 V / 0.10 nA

respectively. We used a lock-in modulation of 50 mV at 887 Hz. The STM images

taken at the high bias have strong corrugations induced by the impurity states and

thus the so called set-up effect is not negligible. To minimize these artifacts, we used

the normalized local density of states by dividing dI/dV by I/V, which is a better mea-

sure of LDOS modulations in the present case. We thoroughly checked LDOS maps

of all energy levels to identify all kinds of impurity states. There are six energy levels,

-1.50, -1.20, -0.80, +1.10, +1.30, and +1.50 eV, which exhibit different impurity distri-

butions. In Fig. 3.7.a, the colored circles on negative energy LDOS maps highlight

local maxima. By overlaying the impurity maps for the filled states, we reveal that

three separate impurities rarely coexist at the same site. Also all dI/dV spectra taken

at these local maxima in Fig. 3.4.b show similar behavior. Therefor both the averaged

spectra and the LDOS maps are usable for identifing the spectral feature of the impu-

rity and their spatial distributions. From our analysis of the LDOS layers, we reveal

that the LDOS map at -1.50 eV and the average spectra acquired at the local maxima

are identical to the Pb impurity state. By comparison with previous studies, the im-

purity states around -1.20 and -0.80 eV are related with interstitial oxygen impurities.

Previous theoretical study expected that one of interstitial oxygen impurities located

close to Sr O layer show a clear anti-correlation with inhomogeneous pseudogap due

to hole-doping on CuO2 layer [38]. It was also experimentally shown in a high doped

sample on the atomic scale [31]. However, we note that in our measurements the -

1.2 eV state does not show a clear anti-correlation with the pseudogap, but a stronger

correlation than the -0.8 eV impurity states. The latter are randomly distributed, the

former tend to be located in the smaller pseudogap region. Therefore, we identify

the -1.2 and -0.8 eV impurity states as the interstitial oxygen impurities around Sr O

and BiO layer, respectively.

To classify the impurity states at positive bias, we need one more procedure since dif-

ferent impurities exhibit similar contrast in the LDOS map at certain energies. The

impurity map (Fig. 3.7.b) clearly shows several colored circles marked at the same

atomic site. We sort collected spectra taken at the position according to the peak po-

sitions. According to our classifications shown in Fig. 3.4.b, there are at least 3 types

of impurities which have a resonance peak above +0.9 eV. So far, only two impurities,

apical oxygen vacancy and Bi 3+ substitutions for Sr 2+, have been reported to have

impurity states at the positive bias. The previous STS results [31] reported that the

apical oxygen vacancies have the impurity state around +1.0 eV and exhibits a clear

correlation with the pseudogap due to the local reduction of the hole concentration.
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Figure 3.7: Identification of impurity states. a and b. The energy dependent normalized density of states
maps dI/dV/(I/V) maps for high negative and positive bias. The colored circles highlight the local maxima
of the maps and correspond to the locations of impurities. The schematics are made by superimposing all
of impurity markers. The dashed circles indicate the sites where the impurities coexist. c and d. Compar-
ison between impurity site and inhomogeneous pseudogap. The impurity maps (same with Fig. 3.4) for
negative (c) and positive (d) impurity state are superimposed on the pseudogap map.



3

40 APPENDICES

This is consistent with one of our impurities whose spectra have a peak at 1.1 eV. The

other two impurity states have similar atomic-scale feature (Fig. 3.4.a) and spectral

shape (Fig. 3.4.b). We therefore identify these impurities as donor levels originated

from Bi 3+ substitutions for Sr 2+.

3.C. VARIOUS SUPER-POISSONIAN NOISE CENTERS

In this Fig. 3.8 we display the spatially resolved noise maps of the noise centers men-

tioned in Fig. 3.2.

Figure 3.8: Various super-Poissonian noise centers, as referred to in Fig. 3.2. The grey dots display the
Cu-lattice.
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4
Imaging doubled shot noise in

a Josephson Scanning
Tunneling Microscope

This chapter has been published as Physical Review B 100, 104506 (2019)

We have imaged the current noise with atomic resolution in a Josephson scanning

tunneling microscope with a Pb-Pb junction. By measuring the current noise as a

function of applied bias, we reveal the change from single electron tunneling above

the superconducting gap energy to double electron charge transfer below the gap en-

ergy when Andreev processes become dominant. Our spatially resolved noise maps

show that this doubling occurs homogeneously on the surface, and also on impurity

locations, demonstrating that indeed the charge pairing is not influenced by disrup-

tions in the superconductor smaller than the superconducting coherence length.
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4.1. INTRODUCTION

The coupling between two macroscopic superconducting electrodes through an in-

sulating layer can lead to a dissipationless current called the Josephson supercurrent.

The critical current IC is the maximal supercurrent that the junction can sustain;

it is related to the individual superconducting order parameters in both electrodes,

as well as their coupling [1]. In the zero-voltage limit, this supercurrent is carried

by paired electrons (Cooper pairs), carrying twice the electron charge e. Applying a

bias voltage VB larger than twice the pair-breaking gap energy ∆, eVB > 2∆, over the

junction results in a normal current carried predominantly by quasiparticles with a

single-electron charge (Fig. 4.1.b). In the energy range below the gap edge, only the

so-called Andreev reflection processes can transport the quasiparticles across the

junction by reflecting particles carrying the opposite charge. These processes lead to

the effective charge transfer of multiple electron charges [2–4]. In the energy range

∆ < eVB < 2∆, the dominant process is a single Andreev reflection leading to the

transfer of effectively double the electron charge, as illustrated in Fig. 4.1.c.

One cannot tell from the time-averaged value of the current whether it is carried by

multiple integers of charge, but this becomes apparent when measuring the fluc-

tuations of the current, or in others words, the current noise [5–10]. In general,

the noise originating from the flow of uncorrelated particles in a tunneling junction

(shot noise) is a purely Poissonian process. The current noise power S I is then pro-

portional to the charge q and the current I of the carriers, S = 2q |I | [5]. At lower

bias voltages, when Andreev processes become relevant, the transferred charge in a

Josephson junction can effectively double and therefore the noise is also expected

to be two times the Poissonian value [11, 12]. Spectroscopic noise measurements in

mesoscopic systems have revealed such noise signatures of multiple electron charge

transport in superconducting junctions associated with Andreev processes [6–10], as

well as fractional charges in quantum hall systems [13, 14] and the vanishing of shot

noise at atomic-scale point contacts [15–17].

In this chapter we perform such noise spectroscopy measurements spatially resolved

with atomic resolution in a Josephson scanning tunneling microscope. We use

our recently developed scanning tunneling noise microscopy (STNM) technique to

spatially resolve the current and its time-resolved fluctuations simultaneously with

atomic resolution , as discussed in chapters 2 and 3 [18]. We first demonstrate the

current noise doubling from single to double charge transfer below the gap edge in a

junction between a superconducting Pb tip and a Pb(111) sample. We then visualize

this noise enhancement by spatially mapping the effective charge transfer over the

sample surface. We show that it is homogeneous over the sample surface, also in-

cluding impurity locations, demonstrating that the charge pairing is not influenced

by disruptions smaller than the coherence length (ξ∼ 80 nm in Pb).
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Figure 4.1: a. Schematics of a Josephson scanning tunneling microscope. The SIS junction consists of a
Pb-coated tip (∆tip = 1.31 meV) and an atomically flat Pb(111) surface (∆sample = 1.35 meV) separated
by a thin vacuum barrier. b. Normal current carried by quasiparticles transferring single electron charge.
The characteristic density of states of both superconducting electrodes are shown, with filled and empty
states denoted by blue and yellow separated by the pair-breaking gap 2∆tip/sample. c. Andreev reflection
process. An electron transfers a Cooper-pair into the superconducting condensate by reflecting a hole in
the opposite direction, effectively transferring 2e charge.

4.2. EXPERIMENTAL SETUP

A schematic of our setup is shown in Fig. 4.1, where a superconducting STM

tip is brought in tunneling contact with a superconducting sample to form a

superconductor-insulator-superconductor (SIS) junction. We create this junction

in our modified low-temperature (2.2 K) Unisoku USM-1500 STM setup. First, the

Pb(111) single crystal surface is cleaned by repetitive cycles of Ar+ sputtering at 1 kV

with an Ar pressure of 5.0×10−5 mbar (background pressure < 1.0×10−10 mbar) and

annealing. We then push the mechanically grinded PtIr tip into the surface to dec-

orate it with a superconducting cluster of Pb atoms until we obtain a SIS junction

[19–21].
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4.3. JOSEPHSON TUNNELING SPECTROSCOPY

To demonstrate the high quality of the SIS junction in our setup, we display its dis-

tinct spectroscopic signatures for varying normal state resistance RN (by adjusting

the bias and current setpoint) in Fig. 4.2. The first signature is visible in the single

particle channel, where quasiparticles with energies larger than the pair-breaking

gap transfer the charge. The tunneling spectra in Fig. 4.2.a show sharp coherence

peaks, which are located at energies equal to the sum of both superconducting gaps

of the tip and the sample 2∆ = ∆tip +∆sample = 2.66 meV. The clear U-shaped gap

at 13.6 MΩ can be used as a benchmark for bulk-like superconducting properties

of the tip and, also considering the low conductance, indicates that only a single

transmission channel is present [22]. Due to the sharp density of states of the super-

conducting tip, the spectroscopic features are much sharper than one would expect

from conventional thermal broadening [19]. We can fit these spectra with a modified

phenomenological gap equation [23] to extract an effective electron temperature of

2.2 K, which is similar to the measured phonon temperature, as electron-phonon

coupling is still rather efficient at these temperatures.

The next signature stems from Andreev processes that are visible at lower junction

resistances. These lead to a sub-gap structure with humps in the differential con-

ductance. Specifically, at energies below 2∆/n, Andreev processes of order n become

possible with the relative probability τn+1, where τ is the transparency of the junc-

tion. A small hump, indicated by the black arrows in Fig. 4.2.a-b, is visible in the

differential conductance when the order of the lowest-allowed Andreev reflection

process changes [2, 3].

The spectroscopic signatures related to the Josephson supercurrent in the junction

are observed in the differential conductance at energies close to the Fermi level EF : a

peak that is enhanced with decreasing RN , and small oscillations around the central

peak (Fig. 4.2.b). To understand these, we first survey the energy scales in our setup.

The capacitive energy EC and the thermal energy are larger than the Josephson en-

ergy E J . Therefore, the environmental impedance becomes a relevant quantity, and

thermal phase fluctuations across the junction govern the Josephson current, shift-

ing the maximum current to a non-zero bias [24]. Close to the Fermi energy EF we

access the Cooper-pair channel associated with the coupling between the two super-

conducting condensates. The prominent peak at EF in Fig. 4.2.b, corresponding to

the local maximum in the current in Fig. 4.2.c, originates from the phase fluctuating

Josephson current [21, 24]. Both the maximum Josephson current and the differen-

tial conductance at zero bias are proportional to the square of the intrinsic critical

current of the Josephson junction. The critical currents we obtain for these spec-

tra show a linear relation with RN and are consistent with the Ambegaokar-Baratoff

formula (Fig. 4.2.d) [25]. We also note the small oscillating features in both the con-
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Figure 4.2: a. Differential conductance spectra multiplied by the normal state resistance acquired for var-
ious setup conditions. Sharp coherence peaks can be seen at eVB /∆ = ±2. The increasing conductance
around eVB /∆=±1 (arrows) with various normal state resistance indicates the presence of Andreev pro-
cesses. Curves are offset for clarity. b. Zoom in at the low energy features in the differential conductance
spectra. The prominent peak at the Fermi energy that rises with decreasing RN is a signature of the Joseph-
son supercurrent. Curves are offset for clarity. c. Current-voltage characteristics acquired simultaneously
with the spectra shown in panel (b). d. Critical supercurrent of the junction (points) and its quantitative
agreement with the Ambegaokar-Baratoff formula (red dashed line).
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ductance and the current spectra stretching far out to ∼ 1 meV, originating from cou-

pling of the junction with its dissipative electromagnetic environment, previously

explained by a tip-induced antenna mode [21, 26].

4.4. NOISE SPECTROSCOPY

We now come to the central part of this chapter, where we visualize the doubling of

the current noise in this scanning Josephson junction using STNM. The central chal-

lenge for measuring current noise in a conventional scanning tunneling microscope

(STM) is that the temporal resolution is generally limited to only a few kHz, because

the combination of the high impedance (∼ GΩ) tunnel junction and capacitance of

the interfacing cables (∼ 100 pF) form an inherent low-pass filter. As a consequence,

STM usually provides a static, time-averaged picture, lacking information about pos-

sible dynamical phenomena in the junction [27], especially when requiring atomic-

resolution scanning.

Our noise measurement apparatus, described in detail in chapter 2 [18], builds upon

earlier high-frequency STMs [28–30] but is based on a superconducting LC resonat-

ing circuit that is connected to the Josephson junction, as illustrated in Fig. 4.3.a.

Current fluctuations in the junction are converted into voltage fluctuations at reso-

nance of the LC circuit, which are then amplified by the custom-built cryogenic am-

plifier [31] into a 50Ω line. To illustrate how we extract the magnitude of the current

noise in the junction, we plot several curves of the measured power spectral density

in Fig. 4.3.b for various bias voltages. To mitigate the effect of a non-linear differential

conductance on the effective resonator impedance, one needs to separate the mea-

sured signal into the noise components [18, 32]. The total measured voltage noise

is

Smeas
V (ω,V ) =G2|Zres|2S I , (4.1)

where G is the total gain of the amplification chain, Zres the impedance of the res-

onating circuit and S I the total current noise in the circuit. The strong influence of

the highly non-linear differential conductance on the total impedance of the res-

onator is also illustrated in Fig. 4.3.b, where the clear change of the measured

power spectral density for varying bias voltage is due to the simultaneously changing

impedance of the resonator and the amplitude of the noise as a function of bias.

After correcting for the non-linear differential conductance, the total current noise

equals

S I (I ) = 2q |I |coth
qV

2kB T
+ 4kB T

|Zres|
+Samp, (4.2)

where q is the effective charge, T is the effective temperature and Samp is the input

noise of the amplifier. The first term represents the shot noise in the junction and the
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second term represents the thermal noise. The black curves in Fig. 4.3.b represent

fitting of Smeas
V (ω,V ) to the measured noise spectra, which we then use to obtain a

value for the effective charge q transferred across the junction.
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Figure 4.3: a. Measurement circuit of STNM, which allows for spatial mapping of the current fluctuations
with atomic resolution. Superconducting niobium (TC = 9.2 K, indicated in blue) inductors are used for
the resonating circuit. b. Power spectral density of the resonator circuit, in a small bandwidth around the
resonance frequency. The different spectra represent various values of the applied bias to the Josephson
junction. Measured data are plotted by the colored lines, the black curves correspond to a circuit diagram
fit via Eq. 4.1.

4.5. DOUBLED NOISE DUE TO ANDREEV REFLECTIONS

We first measure the current noise as a function of energy at a single location. Figure

4.4.a shows the measured current noise power as a function of bias, with the zero-

current noise subtracted to remove the thermal noise component and input noise

of the amplifier: S I (I )−S I (0). The dashed lines indicate the theoretically calculated

shot-noise curves as described above, for effective charge e (blue) and 2e (red). At

large bias voltage the experimental data follows the noise for single-electron tunnel-

ing. However, the current noise clearly doubles from e to 2e at the coherence peak

energy eVB /∆=±2. We obtain the effective charge transferred by dividing the mea-

sured noise power by the full Poissonian noise S = 2e|I |coth eV
2kB T (Fig. 4.4.b). Note

that, since we keep the junction resistance R J constant, the transmission of the junc-

tion is changing when the bias voltage is reduced, leading to a correction of the effec-

tive q by (1−τn) with τn ∼ (G0R J )−1/n for small transparencies. The correction, ap-

plied to the data points in Fig. 4.4.b is smaller than the scatter of our data points, due

to the low transparency of our junction. The clear step in effective charge as a func-

tion of applied bias at the gap energy demonstrates that the tunneling current is now

effectively carried by double charge quanta due to Andreev reflection processes. This

is well consistent with theoretical descriptions [2–4, 11, 12] and experimental obser-

vations in mesoscopic devices, where Andreev reflections lead to enhanced noise in

nanofabricated SIS junctions [9, 10] and short diffusive normal metal – supercon-
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son junction for varying bias. The data points represent q = (S(I )−S(0))/2e|I |, similar to the Fano factor.
Dashed lines indicate q = e and q = 2e lines. The black arrows indicate the bias voltage of the spatially
resolved noise maps of Fig. 4.5.

ductor contacts [6, 8], but have never been seen in a STM setup or at such low trans-

parencies. In the present project, we use transparencies of τ ∼ 10−3 − 10−4 leading

to a single channel of transmission, whereas in mesoscopic devices usually multiple

channels of τ∼ 10−1 are involved.

4.6. SPATIALLY RESOLVED NOISE DOUBLING

Finally, we apply the spatial mapping capabilities of our STNM setup to resolve this

doubling of the noise over the sample surface with atomic-scale resolution. Fig-

ure 4.5.a shows a topographic image of the Pb(111) surface in a 12,5 nm field of

view, including a hexagonal shaped impurity previously identified as a sub-surface

Ar nanocavity [33]. Next to locally reducing the scattering length, this nanocavity

located beneath the surface also vertically and laterally confines charge carriers on

a few nanometer length scale. We performed the noise-spectroscopy measurement

in the same field of view by scanning the tip over the surface while simultaneously

measuring the current noise. The spatially resolved noise maps at various bias volt-

ages shown in Fig. 4.5.b-d, exhibit a homogeneous contrast at energies above the

pair-breaking gap energy, as is expected for transfer of uncorrelated particles. Below

the superconducting gap energy we again observe homogeneous contrast, but now

at an elevated value of the noise power around an effective charge equal to 2e. While

we observe a strong contrast in the topography, these spatially resolved noise maps
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show that the doubling occurs homogeneously over the surface, also on the location

of the nanocavity. This demonstrates that disruptions in the superfluid, due to local

confinement of the charge carriers or scattering on the nanocavity [33], on length

scales smaller than the superconducting coherence length (ξ∼ 80 nm in Pb), do not

influence the charge pairing, since the spatially resolved current noise is unaffected.

This finding is in line with STM experiments showing that Andreev reflections are

virtually unaffected by small diameter molecules [34].
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4.7. CONCLUSIONS AND OUTLOOK

In this chapter we measured doubled shot noise caused by Andreev reflections in a

Josephson scanning tunneling microscope using noise spectroscopy measurements.

We spatially resolved this doubling with atomic-scale resolution on the surface of

the conventional superconductor Pb(111). The ability to spatially resolve the charge

dynamics with such precision opens new paths for investigating many-body correla-

tion effects in quantum materials.

As we have seen in chapter 3, scanning noise spectroscopy led to a novel understand-

ing of cuprate high-temperature superconductors, where the discovery of charge

trapping dynamics suggests a picture of copper-oxide planes separated by thin in-

sulating layers within the three-dimensional superconducting state [35, 36]. But the

list of potential for STNM is a continuously growing one; we believe that atomically

resolved noise measurements will also reveal new insight in fluctuating stripe order

[37] and pre-formed pairing in the pseudogap regime [38, 39]. One could imagine

a similar experiment like the one presented in this chapter being performed on a

cuprate high-temperature superconductor. If the sample would be in the supercon-

ducting phase one would expect to measure similar noise doubling as for the Pb-Pb

junction in this chapter, but then with on of the gaps ∆sample shifted to the relative

value of the cuprate superconductor. The real interesting question would be what

will happen if one would then tune the cuprate sample into the pseudogap regime.

This phase is sometimes considered to be a precursor phase of superconductivity,

hosting pre-formed pairs [39, 40]. A direct measurement of the effective charge of

the carries would help to resolve the real nature of this phase.

Further examples of potential experiments where our scanning noise technique

could lead to new insights include Kondo effects in heavy fermion systems, where

the shot noise exhibits a characteristic bias dependence arising from Kondo screen-

ing, depending on the ratio of the different tunneling amplitudes [41, 42]. Finally,

similar noise investigations as presented in this chapter could also reveal signatures

of Majorana zero-modes in one-dimensional chains of atoms on a superconducting

surface [43, 44].
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5
A strongly inhomogeneous
superfluid in an iron-based

superconductor

This chapter has been published as Nature 571, 541 (2019)

Although the possibility of spatial variations in the superfluid of unconventional,

strongly correlated superconductors has been suggested, it is not known whether

such inhomogeneities - if they exist - are driven by disorder, strong scattering, or

other factors. In this chapter we use atomic-resolution Josephson scanning tun-

neling microscopy to reveal a strongly inhomogeneous superfluid in the iron-based

superconductor FeTe0.55Se0.45. By simultaneously measuring the topographic and

electronic properties, we find that this inhomogeneity in the superfluid is not caused

by structural disorder or strong inter-pocket scattering, and does not correlate with

variations in the energy of the Cooper pair-breaking gap. Instead, we see a clear spa-

tial correlation between superfluid density and the quasiparticle strength, defined

as the height of the coherence peak, on a local scale. This places iron-based super-

conductors on equal footing with the cuprates, where a similar relation has been

observed on the macroscopic scale. Our results establish the existence of strongly in-

homogeneous superfluids in an unconventional supercondtuctor, exclude chemical

disorder and inter-band scattering as causes of the inhomogeneity, and shine light

into the relation between quasiparticle character and superfluid density. When re-

peated at different temperatures, our technique could further help to elucidate what

local and global mechanisms limit the critical temperature in unconventional super-

conductors.
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5.1. INTRODUCTION

Superconductivity emerges when electrons pair up to form so-called Cooper pairs

and then establish phase coherence to condense into the macroscopic quantum

state that is the superfluid. Cooper pairing is governed by the binding energy of

the pairs, ∆C P , while the phase coherence (or stiffness) governs the superfluid den-

sity, ns f [1]. For conventional superconductors like aluminum or lead, the superfluid

density is spatially homogeneous because the lattice constant is much smaller than

the Cooper pair size (usually hundreds of nanometers) and because the large super-

fluid density guarantees a high phase stiffness. In unconventional, strongly corre-

lated superconductors the situation is very different for the following reasons: (i) the

Cooper pair size, roughly given by the coherence length, is generally smaller than the

pair size in conventional superconductors; (ii) the superfluid density is smaller (iii),

more disorder exists due to dopant atoms or intrinsic tendencies for phase separa-

tion or charge order; and (iv) the sign of the superconducting gap changes. Despite

much progress [2, 3], we lack a theoretical understanding of these strongly corre-

lated superconductors. It has long been proposed that there can, in principle, exist

spatial variations of the superfluid density [4, 5]. Very similar ideas have been dis-

cussed thoroughly in the context of superconductor-insulator transitions [6–8], or

Bose-Einstein condensation of electronic liquids [9]. However, little is known about

the local physics in such systems because of the technical challenges associated with

visualizing the superfluid density on the atomic scale, especially when simultane-

ously probing the density of states to investigate the origin of the inhomogeneity.

In this chapter we use atomic-resolution Josephson scanning tunneling microscopy

to reveal a strongly inhomogeneous superfluid in the iron-based superconductor

FeTe0.55Se0.45.

5.2. SPECTROSCOPY IN A JOSEPHSON STM

As we discussed in chapter 4, both the pair-breaking gap (the energy required to

break Cooper pairs) and the superfluid density should be accessible through two

distinct spectroscopic signatures in a tunneling contact between superconductors

(Fig 5.1.a). The first one is visible in the single-particle channel, where Bogoliubov

quasiparticles with energies larger than the pair-breaking gaps transport the charge,

as shown in Fig 5.1.b. In the case of the Josephson scanning tunneling microscopy

(STM) configuration, one of the superconductors is the tip with gap ∆C P,t and the

other is the sample with gap ∆C P,s ; leading to a total gap of energy 2(∆C P,s +∆C P,t )

(Fig 5.1.c). The second spectroscopic feature is at bias energies close to the Fermi en-

ergy, where one can access the Cooper-pair channel which yields information about

the superfluid density. Voltage-biased Josephson tunneling in our STM configura-

tion differs somewhat from the case of planar junctions: the capacitive energy EC is
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Figure 5.1: Principles of Josephson Scanning Tunneling Microscopy. a. Schematic of the Josephson
junction consisting of tip (t) and sample (s). b. Schematic energy diagram of quasiparticle tunneling
between tip and sample. Black lines indicate the density of states (horizontal axis) as a function of energy
(vertical axis); filles / empty states are denoted with blue / red; dashed lines indicate the Fermi level EF .
When the voltage bias VB is larger than (∆C P,s +∆C P,t )/e, quasiparticles can tunnel. c. Current-Voltage
I-V characteristic curve for quasiparticle tunneling. d. Schematic of inelastic Cooper-pair tunneling in a
Josephson junction. Cooper pairs interacts with the environment by emitting energy (wavy arrow) and
subsequently tunnels across the junction. e. Simulates I-V curves for Cooper-pair tunneling. Both curves
exhibit a maximum Imax at finite bias which is proportional to I 2

C .
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much bigger than the Josephson energy, E J , turning the environmental impedance

into a relevant quantity, and, in our case, the thermal energy is relatively high.

We calculate the current-voltage characteristics of Josephson tunneling based on two

different theoretical frameworks: IZ and P(E). The former, named after its developers

Ivanchenko and Zil’berman, models the environment as Ohmic and assumes that

the thermal energy exceeds the Josephson energy [10]. The latter, named after the

probability function central to the theory, is a quantum mechanical treatment of

Cooper pair tunneling in ultra-small junctions [11]. For our specific configuration,

the qualitative predictions from both theoretical descriptions are similar: a Joseph-

son current flows at small bias, with a maximum within a few microvolts around the

Fermi energy (Fig 5.1.d-e), reflected in a conductance spectrum that shows a peak

at zero applied bias. The maximum Josephson current (arrow in Fig 5.1.e) is propor-

tional to the square of the critical current IC of the junction.

In in single band, s-wave superconductors the superfluid density is then propor-

tional to (IC RN )2, where RN is the normal state resistance, and the interpretation

is straightforward: it is the density of condensed Cooper pairs [12]. In multi-band

or unconventional superconductors, the superfluid density defined this way repre-

sents the superposition of different contributions from different bands, with weights

depending on the relative phase,

IC RN ∝∑
i

p
ni cosχi , (5.1)

where ni are the individual superfluid densities of the different bands and χi their

relative phases (see also appendix 5.A and 5.B). When tunneling locally, one has to

convert from a band basis to an orbital basis and consider the overlap of each kind

of the orbitals with different bands, as well as the individual tunneling matrix ele-

ments for the different orbitals. One can still extract spatial variations in the super-

fluid using the definition above, if the ratios between the tunneling matrix elements

are spatially constant or when the superconducting phase is not strongly related to

the orbitals. But importantly, the superfluid density thus defined cannot be simply

interpreted as the total density of Cooper pairs for unconventional or multi-band su-

perconductors, including the one investigated here. Notably, the multiplication with

RN in the (IC RN )2 product also allows to disentangle the measured superfluid den-

sity from variations in the coupling between the tip and the superfluid which might

vary spatially [13, 14]. Spatially imaging a superfluid using Josephson STM tech-

niques [15] has thus far been achieved in two instances. First, a pair density wave

was discoverd in a copper oxide sample [13], by exfoliating pieces of the sample onto

the STM tip and imaging it with a resolution of about 1 nm. Second, the superfluid of

a Pb(111) surface was resolved with atomic resolution, by using the sample material

to coat the STM tip [14].
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In this chapter, we investigate the unconventional iron-based superconductor

FeTe0.55Se0.45. Iron-based superconductors are moderately to strongly correlated,

with Hund’s rule and orbital selectivity playing important roles [16]. We chose

FeTe0.55Se0.45 because it encompasses the key properties of unconventional super-

conductivity. Furthermore, its nodeless gap structure [17, 18] and the possibility to

scan at low junction resistances facilitate the Josephson experiments described be-

low. FeTe0.55Se0.45 is considered not to be in the dirty BCS limit and has a low aver-

age superfluid density similar to cuprate high temperature superconductors [19, 20].

We cleave the single crystals at 30 K and insert the samples into our cryogenic STM

system with rigorous electronic filtering (as described in chapters 2 and 4). All mea-

surements were performed at an effective electron temperature of 2.2 K. The topo-

graph (Fig. 5.2.a) shows atomic resolution and contrast differences that stem from

the tellurium or selenium inhomogeneities; we further verify that the interstitial iron

concentration is negligible. Similar to chapter 4, we use a mechanically sharpened

platinum iridium wire with its apex coated with lead, which is a s-wave supercon-

ductor with a relatively large gap of ∼ 1.3 meV [14].

These preparations enable us to acquire Josephson tunneling spectra and maps on

FeTe0.55Se0.45. Figure 5.2 shows current and differential conductance spectra ac-

quired at the location marked by a cross in Fig. 5.2.a. The data agrees well with

expectations from the IZ and P(E) models, and reproduces small oscillation features

seen previously on elemental superconductors and explained by a tip-induced an-

tenna mode in chapter 4 and in references [14, 21]. Decreasing the junction resis-

tance shows the increase of the critical current expected for a Josephson tunneling

junction (as shown in Fig. 5.2). The rate of the increase is lower than expected for

simple s-wave junctions but more consistent with theoretical predictions for a S±
pairing symmetry in the sample, where states with both positive and negative gap

tunnel [22]. We further note a small kink in the Josephson current at 25µeV of yet

unknown origin.

5.3. VISUALIZING THE INHOMOGENEOUS SUPERFLUID

In Figs 5.3.a and 5.3.b, we show an atomic-resolution map of the superfluid den-

sity as defined in section 5.2, extracted from ∼ 16,000 individual spectra, and the

topographic image, registered spatially to each other on the atomic scale. The most

striking finding of our experiment is the strong inhomogeneity of the superfluid over

length scales of the order of the coherence length, a few nanometers. We show in

Fig. 5.3.c a series of individual raw spectra normalized by the normal state resis-

tance to illustrate these changes. The inhomogeneities are not periodic; a possible

underlying pair density wave is below our sensitivity. Our setup allows us to mea-

sure topographic and electronic properties in the same field of view and thus inves-
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Figure 5.2: Josephson tunneling spectra on FeTe0.55Se0.45. a. Atomically resolved topographic image
(setup conditions Vset = −10mV, Iset = 5nA). Brighter (darker) atoms correspond to Te (Se). b. Differen-
tial conductance spectrum acquired at the location of the red cross in (a), multiplied by the normal state
resistance. Black arrows indicate the coherence peaks. The Josephson current can be observed at small
bias. Setup conditions: Vset =−10 mV, Iset = 30nA, Vmod = 20µVpp c. Current-voltage characteristic for
different normal state resistances. All spectra are acquired with Vset = −10 mV. d. Differential conduc-
tance spectra acquired with the same set-up conditions as in c and a lock-in modulation Vmod = 20µVpp ,
multiplied by the respective normal state resistance, yielding a dimensionless quantity.
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tigate possible causes for the inhomogeneous superfluid. The most obvious possible

causes might be structural disorder and strong quasiparticle scattering. The struc-

tural disorder stems from the effective FeSe and FeTe alloying that is clearly visible

in the topographic images (Fig. 5.2.a and Fig. 5.3.a). Surprisingly, the variations in

the superfluid are not correlated to these structural features, with the exception of a

few impurity atoms that lead to a strong suppression of the Josephson current. The

strength of the quasiparticle scattering is visible in quasiparticle interference (QPI)

pattern and is dominated by inter-pocket scattering in FeTe0.55Se0.45 [17]. We iden-

tify areas of strong scattering with red contours in Fig. 5.3.d, which are obtained by

Fourier-filtering the QPI data in order to distinguish between strong and weak scat-

tering regions. Again, there is no correlation between these regions and the super-

fluid density. We cannot exclude that the superfluid density is influenced by poten-

tial scatterers not visible in our measurement, remnant short range magnetic order,

or possible phase separations at higher energies. Given the putative s± pairing sym-

metry of the sample as mentioned above, one could also consider a scenario involv-

ing spatially varying tunneling matrix elements between the tip and orbitals coupled

to opposite-sign gaps, leading to a spatially varying suppression of the Josephson

current [22]. However, in FeTe0.55Se0.45, the gap sign is not strongly related to the

orbital character [18, 23], and we do not observe the imprint that a relative change

in the tunneling matrix elements of the different orbitals would leave on the local

density of states and the topography. More generally, the fact that such prominent

effects as the chemical disorder and the inter-pocket QPI do not influence the super-

fluid indicates that the inhomogeneity in the superfluid density is intrinsic.

We now return to the relation between the pair-breaking gap and the superfluid den-

sity. We extract the pair-breaking gap energy, as well as the height of the coherence

peaks, which will prove to be important later, by fitting the coherence peaks of each

spectrum to find the energy of the maxima. Figure 5.3.e shows the gap map for the

same field of view as the Josephson map; the gap variations agree with previous re-

ports [24]. It is clear that the pair-breaking gap is independent of the superfluid den-

sity. Instead we find a correlation to the quasiparticle character, as described in the

following section.

5.4. CORRELATION BETWEEN SUPERFLUID DENSITY AND
QUASIPARTICLE COHERENCE

In unconventional superconductors, there is a recurring theme that connects quasi-

particle excitation line-shapes with the presence of superconductivity: Photoemis-

sion demonstrated that the incoherent quasiparticles in the normal state become co-

herent below the critical temperature [18, 25]. Previous STM measurements showed

Bogoliubov QPI patterns at low energies which are even sharper than theory would
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differential conductance spectra multiplied by the normal state resistance around EF along the blue line
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marked by red contours, which are obtained by Fourier-filtering the QPI data using the filter shown in the
inset (red circle). Inset: Fourier transform, with crosses at the Bragg peak locations. e. Pair-breaking gap
map, ∆ = ∆C P,s +∆C P,t . f. Coherence peak-height map (QPS), extracted simultaneously with the pair-
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(dashed line). The inset shows the distance dependence of the correlation factors between the superfluid
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predict, but vanish well below the gap energy [26]. Those measurements suggest

a remarkable relation between the average quasiparticle excitation spectrum and

superconductivity, but do not address the inhomogeneous character of unconven-

tional superconductors. Although recently a relation between superfluid density

and quasiparticle character has been conjectured to hold also locally for single-layer

cuprates [27], direct experimental evidence is so far missing. Our measurement al-

lows us to extract the quasiparticle strength (QPS), which we define phenomenolog-

ically as the height of the coherence peak (Fig. 5.3.f), and relate it directly to the

superfluid density at the same location. Indeed, we find a striking correlation be-

tween the superfluid density and the QPS over the whole field of view, with a linear

correlation coefficient of 0.58 (Fig. 5.4). Although this phenomenology cannot be

explained by an existing theory, it points towards a local mechanism behind the rela-

tion found by photoemission experiments - a condition fulfilled by pinned thermal

phase fluctuations and glassy superconductivity [1, 28].

The length scales of the superfluid inhomogeneity and of its correlation to the QPS

(Fig.5.4.b, inset) are of the same order as the average electron-electron distance.

Therefore, our measurement indicates that the Cooper pairs in FeTe0.55Se0.45 are

very local: they are small in size and have little overlap in comparison to the ones

in conventional superconductors. We can further compare this situation to the

crossover from momentum-condensed pairs described by BCS and completely local

pairs described by Bose-Einstein condensation (BEC) which has been demonstrated
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with ultracold atomic gases for s-wave superfluids [29, 30]. There also exist indica-

tions for pairing in the BEC or crossover regime close to superconductor-insulator

transitions and in the cuprates; in FeTe0.55Se0.45 the phenomenology is not conclu-

sive [18, 31]. Our data points towards local pairs in FeTe0.55Se0.45, but we note that

in a multi-band, putative sign-changing superconductor, we expect the situation to

be more complicated than the realization seen in ultracold atomic gases, and both

better theory and more experiments are needed.

5.5. CONCLUSIONS AND OUTLOOK

In this chapter we have detected and directly imaged a strongly inhomogeneous su-

perfluid and simultaneously measured the electronic and topographic properties in

the same field of view, with atomic resolution. We found that the superfluid inhomo-

geneity is not caused by the structural disorder resulting from the Se/Te alloying, by

the inter-pocket scattering, or by the variations of the pair-breaking gap energy (Fig.

5.4b, inset). Instead, the superfluid density shows strong positive correlation with

the sharpness of the quasiparticle peak: Superconductivity appears to be needed for

coherent quasiparticles, locally on the length scale of cooper pairing. It will be in-

structive to use the techniques described here to investigate the superfluid density

in other materials, including superconductor-insulator transitions, disordered con-

ventional superconductors, or twisted bilayer graphene [32, 33]. Lastly, we anticipate

that future temperature-dependent superfluid density and gap measurements will

elucidate what local and global mechanisms limit TC in unconventional supercon-

ductors.
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5.A. ACCESSING THE SUPERFLUID DENSITY WITH JOSEPHSON STM

In Josephson Scanning Tunneling Microscopy (JSTM) [34], the Josephson junction

[35] is formed between a STM tip and sample (both superconducting) which are sep-

arated by a vacuum barrier. The tunneling current of Cooper pairs contains informa-

tion about the superfluid in both sample and tip. Starting from the wavefunctions of

the superconductors on the tip (t) and the sample (s),

Ψs,t =p
nSF,s(t ) exp

{−iφs(t )
}
, (5.2)

where nSF,s(t ) is the superfluid density and φs(t ) the phase of the condensate in the

sample or tip, it can be shown that the supercurrent follows the Josephson relation

I = IC sinφs −φt , (5.3)

with

IC = κpnSF,s
p

nSF,t , (5.4)

(κ is a coupling constant) being the maximum (critical) supercurrent that the junc-

tion can sustain. Assuming the superfluid density in the tip to be constant, one can

treat the critical supercurrent as a measure to probe the superfluid density in the

sample. We note that the while the relation between critical current and superfluid

density is straightforward in single band s-wave superconductors [36, 37], it can be-

come more complicated in multiband systems, where we the critical current is re-

lated to an effective superpositions of superfluid densities [38–43]. Because the ratio

between tunneling elements into different orbitals is spatially constant, and because

the gap sign is only weakly coupled to the different orbitals, the changes in IC that

we measure reflect changes of the superfluid density in the sample.

5.B. DETERMINING THE CRITICAL CURRENT FROM JOSEPHSON TUN-
NELING SPECTRA

To extract the critical supercurrent from our spectra, we fit the conductance spectra

with the use of the IZ model [10]. Taking the derivative of the IZ formula with respect

to the voltage we get:

d I /dV = I 2
C Zenv

2

V 2
C −V 2

(V 2 +V 2
C )2

, (5.5)

We fit our spectrum based on the above formula with free fitting parameters being

the pre-factor I 2
C Zenv /2 and VC . A typical IZ fit of the conductance spectrum is shown

in Fig. 5.5.
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Figure 5.5: Josephson tunneling spectroscopy in the Pb / FeTe0.55Se0.45 junction. a-b. RN -dependent
I-V curves. c. RN -dependent dI / dV curves multiplied by RN corresponding to I-V curves in (a-b). Curves
are offset for clarity. When decreasing RN , Cooper-pair tunneling induced zero bias peak and small mod-
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between the critical Josephson current and the normal state conductance. The red dashed line corre-
sponds to AB-formula for a asymmetry Josephson junction where two superconductor electrodes have
same s-wave symmetry with different sizes of the pair-breaking gap (∆C P,t = 1.30 meV and ∆C P,s = 1.68
meV).
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According to the IZ model the maximum (Imax ) in the I-V characteristics is related to

the critical supercurrent in the following way,

IC =
√

8Imax ekB T

ħ . (5.6)

Hence, we can use the maximum from our I-V curves and use the above formula for

quantifying IC (we use T = 2.2 K which is equal to our measurement temperature). In

Fig. 5.5, we plot IC as function of normal junction conductance GN = (RN )−1. A linear

trend is observed which is consistent with previous theoretical works. A linear fit to

our data gives a slope of 1.534 meV which is used to estimate ∆s from the formula of

an asymmetric junction [44],

IC RN = 2

e

∆C P,t∆C P,s

∆C P,t +∆C P,s
K

(∣∣∣∣∆C P,t −∆C P,s

∆C P,t +∆C P,s

∣∣∣∣) , (5.7)

where K (x) is the elliptic integral function of first kind. Assuming ∆C P,t = 1.3 meV

we find ∆C P,s) = 0.67 meV. This is to be compared with the gap that we read from

our conductance spectra. We find that the coherence peak is located at 3.08 meV.

Subtracting ∆C P,t gives an estimation of ∆C P,s = 1.68 meV. We believe that the reason

for this deviation can be attributed to the unconventional superconducting nature

of FeTe0.55Se0.45. Sign-changing gaps have been shown to influence the Joseph-

son tunneling[22, 38–43]. It has been predicted theoretically that for Cooper pair

tunneling between a conventional s-wave superconductor and an unconventional

s± multiband superconductor (here FeTe0.55Se0.45) IC still grows linearly with GN .

However, for that case the slope is expected to be lower. Such reduction of Joseph-

son current was also observed in a multiband superconductor without sign changing

using a s-wave superconducting tip [43]. We expect that better calculations of the

orbital-decomposed gap structure and their individual tunneling processes allow for

quantitative comparisons with our data.

5.C. VISUALIZING THE SUPERFLUID DENSITY FOR SAMPLES WITH IN-
HOMOGENEOUS NORMAL STATE JUNCTION RESISTANCE

To visualize the spatial variations of the superfluid density, we record differential

conductance spectroscopic maps on a grid of points (rx ,ry ) and fit each spectrum

using the IZ model described in the previous section. This allows us to construct

atomic-scale IC (r) maps, i.e. the magnitude of the critical supercurrent as a function

of location. Figure 5.6.a-b show an example of these maps on the same 25×25nm2

field of view, obtained using opposite setup bias Fig. 5.6.a -10 mV and Fig. 5.6.b

+10 mV). These maps reveal spatial variations of the critical supercurrent on a small

length scale of a few nanometers. However, we notice that these two maps are not

well consistent. This is because IC (the measured critical current of the junction) is



APPENDICES

5

75

influenced by the single-particle tunneling transmission rate represented by (RN )−1

at each point (rx ,ry ). To allow for direct measurement of intrinsic variations of the

superfluid density we take the product of the measured IC (r) with RN (r) (see Ref.

[13]). Figures 5.6.c-d show the measured RN (r) images in the same field of view as

the IC (r) maps for both bias polarities. The RN (r) are obtained by summing over all

spatial resolved differential conductance layers g (r) and divide by the size of the en-

ergy window. The product of measured (IC (r)RN(r))2 enables us to deduce the spatial

variations of the superfluid density.
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6
Universality of pseudogap and

emergent order in lightly
doped Mott insulators

This chapter has been published as Nature Physics 13, 21 (2017)

It is widely believed that high-temperature superconductivity in the cuprates

emerges from doped Mott insulators [1]. When extra carriers are inserted into the

parent state, the electrons become mobile but the strong correlations from the Mott

state are thought to survive; inhomogeneous electronic order, a mysterious pseudo-

gap and, eventually, superconductivity appear. How the insertion of dopant atoms

drives this evolution is not known, nor whether these phenomena are mere distrac-

tions specific to hole-doped cuprates or represent genuine physics of doped Mott in-

sulators. Here, we visualize the evolution of the electronic states of (Sr1−x Lax )2I r O4,

which is an effective spin-1/2 Mott insulator like the cuprates, but is chemically radi-

cally different [2, 3]. Using spectroscopic-imaging STM, we find that for doping con-

centration of x ≈ 5%, an inhomogeneous, phase separated state emerges, with the

nucleation of pseudogap puddles around clusters of dopant atoms. Within these

puddles, we observe the same electronic order that is so iconic for the underdoped

cuprates [1, 4–9]. Further, we illuminate the genesis of this state using unique possi-

bilities on these samples. At low doping, we find evidence for deeply trapped carriers,

leading to fully gapped spectra, which abruptly collapse at a threshold of around 4%.

Our results clarify the melting of the Mott state, and establish phase separation and

electronic order as generic features of doped Mott insulators.
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6.1. INTRODUCTION

A core mystery of condensed matter physics is how the rigid arrangement of elec-

trons in Mott insulators loosens when inserting electrons or holes, and how this leads

to exotic states inside the Mott gap (Fig. 6.1). In the cuprate high-temperature super-

conductors, this process might be the cause of their poorly understood, remarkably

complex behavior. Most prominent is the formation of a pseudogap and a variety

of inhomogeneous electronic orders [4–9], sometimes described as intertwined [10].

This phenomenology has often been assumed (but not verified) to be generic of melt-

ing spin-1/2 Mott physics and not just cuprate-specific. In this chapter we show that

an inhomogeneous electronic phase separation as well as a local glassy, stripy charge

order exist in a chemically completely different two-dimensional Mott insulator, re-

vealing an universality of these emergent phenomena.

To this end, we create (Sr1−x Lax )2I r O4 samples with a range of different Lanthanum

doping concentrations x, 0 < x < 6%. This material can be seen as a quasi two-

dimensional, electron-doped Mott insulator similar to the cuprates despite a very

different chemical make-up. The x = 0 parent material consists of alternating I r O2

and Sr O planes, such that oxygen octahedra form around each iridium atom. The

five valence electrons in the outer Ir 5d shell are split by crystal field and strong spin-

orbit coupling to form a filled Jeff,3/2 and a half filled Jeff,1/2 band. The moderate

on-site repulsion U is then sufficient to open a Mott gap in the Jeff,1/2 band, mak-

ing Sr2I r O4 an effective spin-1/2 Mott insulator (Fig. 6.1.a-b) [3]. In contrast to hole

doping in the cuprates, which is often interstitial oxygen doping, La3+ substitutions

on the Sr site provide electron-doping for the iridates (Fig. 6.1.c-d). The resulting

electronic structure is sometimes predicted to become high-temperature supercon-

ducting upon sufficient doping [11, 12].

Figures 6.1.e-f depict typical topographs on atomically flat, SrO terminated surfaces

for different doping concentrations; the SrO lattice is visible with lattice constant

a0 = 3.9Å and the white squares identify the positions of La dopant atoms in the same

layer [13]. The ability to identify the dopant positions easily with atomic precision on

the topographs (e.g. in contrast to the cuprates [14, 15]) is key to this investigation,

as it allows to precisely localize dopant atoms, even when samples show micrometer

variations of the dopant concentration. For this study, we investigate surfaces with

local doping concentrations of 2.1%, 2.2% (Fig. 6.1.e), 2.3%, 3.7%, 4.8%, 5.0% (Fig.

6.1.f), 5.2%, 5.5% (Fig. 6.3 and Fig. 6.4) in order to obtain a full overview of the doping

evolution (Fig. 6.5).
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Figure 6.1: The lightly doped effective Mott insulator (Sr1−x Lax )2I r O4. a. In Mott insulators, the elec-
tronic states split into a lower and upper Hubbard band separated by the Mott gap. b. The gap is caused
by the on site interaction U that prevents electrons from hopping from site to site with energy gain t . c.
d. When doping with charge carriers, new states move into the Mott gap in unknown ways. e. Atomically
resolved topograph with a doping concentration 2.2%. The La3+ dopant atoms are readily identified as
dark spots surrounded by brighter atoms (red square). d. Atomically resolved topograph with a doping
concentration of 5.0%.
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Figure 6.2: The electronic structure of (Sr1−x Lax )2I r O4 at low doping. a. Mott gap map ∆Mott of a
sample with a doping concentration of x = 2.2%. Position of dopant atoms are indicated by green circles.
b. Local density of states spectra along the green line in (a) each with an offset on the vertical axis. c. Local
density of states spectra averaged inside the white circles (1-2). An additional density of states at around
-0.8 V is visible in the low gap regions, and might be related to the impending collapse of the impurity
Mott state discussed later.

6.2. LOW DOPING: FROZEN MOTT STATE

We start our discussion with the very lightly doped samples that are deep in the Mott

phase. A typical topograph of a sample with 2.2% dopant concentration is shown

in Fig. 6.1.e. In all our measurements, this doping level yields a clear Mott gap, as

shown in Fig. 6.2.a. The shape of the gap is reminiscent of STM spectra of cuprate

parent materials [5–7, 16]. Battisti et al. describes how the poor screening in lightly

doped Mott insulators leads to an additional potential that decays inside the sample,

commonly called tip-induced-band-bending [17–19], yielding an apparent energy

gap larger than the true Mott gap, ∆appMott À ∆Mott, which makes the gap roughly

consistent with optical measurements [20].

To investigate how the Mott state reacts when dopant atoms are inserted, we acquire

atomic-scale Mott maps, i.e. the magnitude of the Mott gap as a function of location,

∆Mott(r), while measuring the dopant positions on the atomic scale. Each Mott map

is extracted from a set of differential conductance spectra measured on a grid (rx,ry).

Figure 6.2a shows the result on a 2.2% sample; the dopant atoms are marked by green

dots. La dopants do not significantly change the Mott gap size in their close vicinity;

instead, they induce or pin long wavelength arrangement of varying Mott gap. We

interpret these nanoscale arrangements as the first of a series of orders that appear

upon doping. The most surprising observation, however, is the total lack of in-gap

states, despite the presence of dopants – a mystery to which we shall return towards
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the end of this chapter.

6.3. HIGHER DOPING: PSEUDOGAP AND LOCAL ORDER

6.3.1. PHASE SEPARATION: MOTT AND PSEUDOGAP

The pure Mott state described thus far is not sustained at doping levels above ∼ 5%.

At that point, we discover an abrupt transition to a strikingly inhomogeneous elec-

tronic structure: a phase separated Mott/pseudogap landscape [21–23]. Some re-

gions still exhibit a pure Mott gap; in contrast to the very low doping samples, now

the Fermi level is pinned closer to the bottom of the upper Hubbard band, (blue

curve in Fig. 6.3.a), as expected for a Mott insulator doped with free carriers (similar

to electron doped bi-layer iridate [24] and opposite to hole doped cuprates [6]). Ad-

ditionally, there are regions where we measure electronic states inside the Mott gap

(red curve in Fig. 6.3a). Here, the spectra are remarkably similar to the pseudogap

in the cuprates [4–6], with a gap value of around 70-300 meV, in rough agreement

with recent photoemission measurements that extracted the leading edge gap [25?
, 26], and with some spectra showing clear ‘coherence peaks’ (Fig 6.3.d). We will re-

fer to these regions as ‘pseudogap puddles’. They are not randomly distributed, but

form around regions with clusters of dopant atoms. Importantly, we do not observe

pseudogap puddles in low doped samples, even if a few dopants happen to be close

together by chance; a certain threshold in the doping level is needed for the transi-

tion to occur.

In order to further analyze this phase separated landscape, it is necessary to establish

the spatial distribution of the Mott/pseudogap character. To do so, we introduce a

“Mott parameter” M(r) by integrating the density-of states inside the putative Mott

gap and normalize it by the integrated density-of-states outside the gap (Fig. 6.3.c,

inset),

M(r) =
∫ +50meV

−350meV
LDOS(E)dE

/∫ +500meV

+200meV
LDOS(E)dE . (6.1)

This parameter is large when there are states inside the gap, and small when the Mott

gap is dominating. Plotting M(r) as a function of the spatial coordinates reveals the

nanoscale character of the phase separation, with pseudogap puddles within regions

of pure Mott gap. The phase separation is well defined and sharp, in the sense that

the transition from pure Mott area to a pseudogap puddle occurs within less than a

nanometer (Fig. 6.3.d). This allows us to define a threshold for Mott and pseudogap

regions (black contour in Fig. 6.3.c).
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Figure 6.3: Phase separated Mott/pseudogap electronic structure at 5.5% doping. a. Different spectra
in the phase separated region: Mott like spectrum (blue), with the chemical potential pinned to the UHB,
and mixed Mott/pseudogap spectrum (red). The spectra are the average of 180 spectra inside the white
circles in panel (c). b. Phenomenological fit function to simultaneously extract both the Mott and pseu-
dogap size. It consists of a density of states (dot-dashed) multiplied with Mott gap (dashed) plus states
inside the Mott gap with a v-shaped pseudogap (dotted). See appendix 6.B for details. c. The Mott param-
eter as defined in the text identifies pseudogap puddles (red) and pure Mott regions (blue). Green circles
indicate La dopant locations. The triangle on the colorbar indicates the value of the black contour. Inset,
definition of the Mott parameter: the integrated DOS inside Mott gap (red) normalized by the one outside
the gap (blue). d. Local density of states spectra along the white line in (c) (each corresponding to a single
measurement). The separation is sharp in the sense that a Mott spectrum becomes a pseudogap spectrum
within roughly a nanometer. e. ∆PG map extracted from the fitting procedure. The square indicates the
region displayed in Figure 6.4. Inset, the correlation between ∆Mott and ∆PG .
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We then develop a fitting procedure that is able to fit spectra both in the Mott regions

and in the pseudogap puddles. The fitting function includes a phenomenological

Mott gap, and additional density of states within that is gapped by a phenomeno-

logical pseudogap based on photoemission results [26, 27] and commonly used in

the cuprates [7, 28] (Fig. 6.3.b and appendix 6.B). This function allows to simultane-

ously extract both the pseudopgap ∆PG (Fig. 6.3.e) and the Mott gap ∆Mott for ∼ 105

spectra located in the pseudogap puddles and to calculate the correlations between

the two gaps. If the magnetic correlations J in the t − J model are directly causing

order that manifests the pseudogap, one could expect an anti-correlation between

∆PG and ∆Mott, as J ∼ t 2/U . Intriguingly, within the puddles, our data show a clear

positive correlation of 0.31, i.e. the larger the Mott gap, the larger the pseudogap

(Fig. 6.3.e, inset). This is evidence that pseudogap and Mott physics are intimately

linked [1, 29], but suggests that it is not simply the magnetic correlations that cause

the pseudogap.

6.3.2. EMERGENT ORDER

To further test if the cuprate phenomenology is universal to lightly doped Mott insu-

lators, we search for ordered phases on our samples. In the cuprates, it has become

very clear that a sizable set of (possibly intertwined) orders coexist, perhaps causing

the pseudogap [1]. These include disordered stripy charge arrangements, sometimes

referred to as glassy order or charge density waves [1, 4–10]. Indeed, we find that the

spatial distribution of the pseudogap value, when extracted with atomic precision,

reveals a striking tendency for order. The ∆PG gap maps exhibit glassy, locally unidi-

rectional structures (Fig. 6.3.e and 6.4.a), reminiscent of lightly hole doped cuprates

[4–8]. Glassy charge order is also visible in the density of states right outside the

pseudogap, e.g. at -210 meV shown in Fig. 6.4.b-c. The arrangements consist of

bond centered, unidirectional objects of length-scales of 2 to 4 Ir-Ir distances, clearly

very disordered on a larger length-scale. These arrangements, like the pseudogap

puddles, nucleate around the dopant atom positions (green circles).

6.4. DOPING EVOLUTION: IMPURITY BAND MOTT TRANSI-
TION

Next, we want to elucidate how this inhomogeneous, charge ordered pseudogap

state emerges from the fully gapped state at low doping, by using the unique avail-

ability of samples with densely spaced doping concentrations in the iridate family.

We measure one or more spectroscopic imaging maps with > 106 data-points at each

doping concentration, and we analyze each using the methods described above. Fig-

ure 6.5 summarizes the results, illustrating the abrupt nature of the transition. Panel
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Figure 6.5: The evolution of the electronic structure with increasing dopant atom concentration. a.
Density of states spectra at different doping levels, each averaged over regions with Mott gap (blue) and
pseudogap (red) as defined by the Mott parameter in (b-g.) At around 5%, the phase separation abruptly
starts. b-g. Respective maps of the Mott parameter, where blue indicates a pure Mott gap, and red indi-
cates a pseudogap puddle. Increasing doping leads to smaller pure Mott areas. h. Schematic image of an
impurity Mott transition, with the split impurity band states, (not) including the energy splitting∆charging
in (light) green.

a shows the evolution of the averaged spectra in the regions with pseudogap (red)

and in those without (blue), panels b-g show the phase separation on the respective

field of views as defined by the Mott parameter defined above.

At doping concentration below the transition threshold, none of the spectra exhibits

any sort of impurity state. Nor is the chemical potential pinned to one of the edges

of the Mott gap, as one would expect from a Mott insulator with free carriers from

shallow dopant centers. Combined with the fact that the phenomenology of the elec-

tronic structure is surprisingly independent of the doping concentration below ∼ 4%,

this leads to the question: Where did all the dopant electrons go? We propose the sce-

nario illustrated in Fig. 6.5.h. Tightly bound dopant electrons at the dopant locations

lead to a putative dopant band (impurity band in semiconductor parlance) inside the

gap which keeps the chemical potential around mid-gap. Because the extra electrons

from the La3+ dopants reside in the upper Hubbard band in the I r O layer, they ex-
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perience the strong Mott correlations. Consequently, the charging energy E = e2/C

to remove or add electrons (or holes) to the [La3++ e−] bound state is large enough

to split the dopant band and push it outside the Mott gap (Fig. 6.5.h). An equivalent

way of describing this, going back to N.F. Mott, is that there is a Mott transition in the

dopant band [29]. With increasing doping, screening of the long-range Coulomb in-

teraction by doped carriers leads to an abrupt collapse of the impurity Mott state

at doping concentrations lower than one would expect in a static picture. In the

cuprates, similar microscopic processes have initially been proposed, but the Mott

state is much more fragile: even weak doping of around 2% can destroy the logarith-

mic divergence in the resistance [30]. This is due to the much smaller energy scales

of the trapping in the cuprates; below the transitions, the material behaves similar

to a doped semiconductor, with an impurity band close to the energy of the valence

band [30]. This is consistent with the later observation that the dopant centers are

quite shallow [6]. Based on our results, we predict that LDA+U calculations [3, 31] on

doped iridates will reveal the trapping of La dopant states to be much deeper than

the equivalent states in the cuprates, and that more homogenous samples will reveal

a very sharp impurity band metal-insulator transition.

6.5. CONCLUSIONS AND OUTLOOK

In this chapter we have shown the melting of the Mott state in Sr2I r O4 upon elec-

tron doping, leading to the abrupt appearance of a phase-separated state at x ≈ 5%.

The presence of the pseudogap we report in this chapter is to date well established

and has been confirmed by other experimental techniques such as ARPES [26, 27]

and optical spectroscopy [32, 33]. However, the microscopic origin of the pseudogap

phase still remains unknown. We believe that both scanning noise and/or Josephson

tunneling experiments, as described in previous chapters, could potentially resolve

the true nature of the pseudogap state in doped Mott insulators, including both the

iridate as cuprate families.

To conclude this chapter, we would like to go back to the comparison of the electron

doped iridate material studied here to the cuprates. Detailed measurements on the

cuprates, e.g. C a2−x N axCuO2C l2 and Bi2Sr2C aCu2O8+δ, revealed surprising uni-

versalities including the glassy charge order observed in the CuO layer. On first look,

based on its chemical make-up, (Sr1−x Lax )2I r O4 seems to be a very different ma-

terial (Ir instead of Cu and 5d 5 instead of 3d 9 electrons). However, our data clearly

shows that the physics of electronic order and the pseudogap are not specific to the

cuprates but generic to lightly doped Mott insulators, and we believe that the inter-

play between dopants and order seen here holds for the cuprates as well. By exten-

sion, we can expect (Sr1−x Lax )2I r O4 to become a high-temperature superconductor

with only slightly higher doping concentration.
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6.A. EXPERIMENTAL SETUP

The STM experiments are performed with a modified, low-temperature, ultrahigh

vacuum STM system from Unisoku. The (Sr1−x Lax )2I r O4 crystals are cleaved in situ

at temperature T ∼ 20K and base pressure p = 2x10−10mbar, and then transferred

immediately into the STM sample stage. All STM results reported in this paper are

acquired in cryogenic vacuum at temperatures of either T ∼ 2 K or T ∼ 7 K (no sig-

nificant difference in our measurements has been observed between these temper-

atures). The STM topographs are taken in the constant current mode, and the dI/dV

spectra are collected using a standard lock-in technique with modulation frequency

f = 857 Hz. Importantly, we set each spectrum up at Ibias and Vbi as , and then sweep

all the voltages. We use mechanically grinded PtIr tips for all the measurements. We

always test the spectroscopic and topographic properties of the tips on a crystalline

Au(111) surface prepared in situ by Ar ion sputtering and temperature annealing be-

fore measuring (Sr1−x Lax )2I r O4. The topographs in Fig. 6.1.e-f are set up at -1.2 V,

200 pA. The map in Fig. 6.2 is set up at 1.2 V, 500 pA. The map in Figs. 6.3 , 6.4 is set

up at 460 mV, 300 pA. The maps in Figs. 6.5 are set up as following: Fig. 6.5.b: 460 mV,

300 pA; Fig. 6.5.c: -0.4 V, 250 pA; Fig. 6.5.d: -1.2 V, 700 pA; Fig. 6.5.e: 0.9 V, 220 pA, Fig.

6.5.f: 1.2 V, 250 pA; Fig. 6.5.g: 1.2 V, 250 pA.

6.B. EXTRACTION OF ∆MOTT AND ∆PG

In order to fit the vastly different spectra both in the Mott region and in the pseu-

dogap puddles, we develop a fitting procedure as follows. We start with a smooth

polynomial background density of states DOSBG (E) = aE 2+c, where E is the energy,

and a and c are fitting parameters. Next, we multiply it with a phenomenological

Mott gap ∆Mott consisting of two slightly broadened gap edges, asymmetric around

the chemical potential:

∆Mott(E) =
∣∣∣∣∣ 1

1+e
−E−E0

w

− 1

1+e(−E+E0−∆Mott)/w

∣∣∣∣∣ (6.2)

The gap edges are broadened by w , E0 is the energy where the upper Hubbard band

roughly pins to the chemical potential and ∆Mott is the size of the Mott gap. We keep

the first two parameters fixed (w = 0.026 eV, E0 = 0.1 eV), while the size of the Mott

gap ∆Mott is used as a fitting parameter. We then allow for states inside the Mott gap

that are gapped by introducing a phenomenological function based on photoemis-

sion results [26, 27] and commonly used in the cuprates [7, 28]. This part allows for
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the extraction of the pseudogap value ∆PG .

DOSPG (E) =C0

∣∣∣∣∣∣∣
E + iα

p
E√

(E + iα
p

E)2 −∆2
PG

∣∣∣∣∣∣∣ (6.3)

This function contains two fitting parameters: a scaling factor C0 and the size of the

pseudogap ∆PG . We keep α, an effective scattering rate, fixed to 0.2 eV. The square

root in the imaginary part of the self-energy is selected to ensure a rather constant

broadening independent of the gap. Albeit DOSPG (E) is inspired by recent photoe-

mission results and experiences from the cuprates [27, 28], we emphasize that our

motivation was to extract the key physical quantities with few fitting parameters.

We expect future theoretical progress to yield even better, less phenomenological,

fit functions.

At each point of the spectroscopy map the data is fitted with the constructed fit func-

tion, using the least squares method. The initial guess is provided by fitting the aver-

age of all spectra in the dataset. Since in the high-doping regime the upper edge of

the Mott gap is pinned to the chemical potential, and because in that location pseu-

dogap and Mott gap overlap, we only fit the model to the data for negative energies.
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Samenvatting

Dit proefschrift beschrijft het onderzoek naar zogenoemde kwantummaterie gere-

aliseerd in elektronsystemen in een vaste stof. Het denkbeeld dat de elektronische

fasetoestand van het materiaal in essentie niet hetzelfde hoeft te zijn als die van de

vaste stof, zodat beide beschouwd kunnen worden als afzonderlijke eigenschappen

van het materiaal, vormt hierbij een inspiratiebron. Bijvoorbeeld voor de meeste

simpele metalen (een vaste stof) beschrijven we de elektronische eigenschappen

aan de hand van een vloeibare of gasvormige elektronische fasetoestand. Dit is mo-

gelijk omdat de afstotende Coulombkracht tussen de elektronen in het materiaal

dermate klein is dat we de elektronen als nagenoeg onafhankelijk van elkaar kun-

nen beschouwen. Maar hoe zit het met materialen waar de interacties tussen de

elektronen niet te verwaarlozen is? Hierbij betreden we het rijk der kwantummate-

rialen. Hier houdt het beeld van de onafhankelijke elektronen geen stand meer; de

onderlinge krachten worden zo sterk dat de elektronen en daarmee het gehele elek-

tronische systeem sterk gecorreleerd wordt. Dit heeft als gevolg dat het collectieve

gedrag van alle elektronen de algemene elektronische eigenschappen van het mate-

riaal gaat dicteren. Het fascinerende is dat vanuit deze microscopische brei van sterk

gecorreleerde elektronen macroscopische eigenschappen kunnen oprijzen die van

nature kwantummechanisch van aard zijn.

Omdat de meeste van deze emergente - een verschijnsel waar het geheel groter lijkt

te zijn dan de som der delen - toestanden complexe eigenschappen bezitten, willen

we zowel de microscopische details als de drijvende kracht van de emergentie begrij-

pen. Omdat er hierbij een samenspel lijkt te zijn tussen de elektronische en atom-

aire structuur van het materiaal maken we in dit proefschrift gebruik van een ex-

perimentele techniek die ons in staat stelt om beide te visualiseren op de atomaire

schaal. We bouwen voort op de meest geavanceerde methodes en voegen nieuwe

technieken toe die ons in staat stellen om het onbekende terein van de kwantumma-

terie in sterk gecorreleerde materialen verder te verkennen.

In hoofdstuk 2 van dit proefschrift beschrijven we de ontwikkeling van een nieuw

soort microscoop die wij de ’scanning tunneling noise microscope’ dopen. Deze

techniek is geinspireerd op de woorden van Rolf Landauer "De ruis is het signaal",

waarmee hij bedoelt dat de fluctuaties in de tijd van een meting een bron van infor-

matie is die niet toegankelijk is in de tijdgemiddelde waarde van de meting.
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Onze microscoop is opgebouwd uit een scherpe, geleidende naald die we in ’tun-

nelcontact’ brengen met het te bestuderen materiaal. De elektronen die dan kun-

nen stromen in dit contact volgen een Poissonproces, wat inhoudt dat de elektro-

nen onafhankelijk en op volkomen willekeurige momenten in de tijd overstappen

tussen naald en materiaal. De netto som aan lading die per tijdseenheid wordt

overgedragen is wat we beschouwen als de (tijdsgemiddelde) stroomsterkte. De stan-

daardafwijking van dit gemiddelde is wat we verstaan onder de ruis. De stroomruis in

een tunnelcontact onstaat door het feit dat de stroming van ladingsdragers discreet

is, bestaand uit kleine ladingspakketjes: de elektronen. In hoofdstuk 2 beschrijven

wij de ontwikkeling van een nieuwe voorversterker, die wij kunnen gebruiken om de

stroomruis in het tunnelcontact te meten. We demonstreren de unieke prestaties van

deze versterker door deze uitgebreid te testen op een metallisch materiaal.

In hoofdstuk 3 gebruiken wij deze nieuw ’scanning noise’ microscoop om een koper-

oxidaat, een kwantummateriaal waar de sterke correlaties tussen de ladingsdragers

leiden tot supergeleiding met een relatief hoge transitietemperatuur, te verkennen.

Hierbij ontdekken we atomaire ’hotspots’ waar de stroomruis fluctuaties laat zien die

tot wel 40 keer groter zijn dan de verwachte waarde voor ongecorreleerde systemen.

Door deze ontdekking te combineren met de reeds bestaande onderzoeksmethodes

kunnen we deze atomaire ruispunten correleren met de elektronische en atomaire

structuur. Uit deze vergelijking kunnen wij concluderen dat deze ruispunten toe

te schrijven zijn aan lokale invang van ladingen in het materiaal. De resultaten ge-

presenteerd in dit hoofdstuk schetsen een nieuw beeld van hoe men naar deze ma-

terialen moet kijken: een atomaire stapeling van metallische lagen gescheiden door

polarizeerbare isolerende lagen, leidend tot een driedimensionale supergeleidende

toestand.

De tweede nieuwe techniek waar we gebruik van maken in dit proefschrift is

gebaseerd op het Josephson effect. Door een supergeleidende naald in contact

te brengen met een supergeleidend materiaal koppelen we twee supergeleidende

macroscopische objecten door een dunne isolerende vacuumbarrière. Op deze

manier creëren we een scanbare Josephsonjunctie. De tunnelstroom kan nu naast

enkele elementaire ladingen ook door gepaarde (supergeleidende) ladingen gedra-

gen worden. Deze gepaarde ladingen geven directe toegang tot het supergeleidende

condensaat in het materiaal.

In hoofdstuk 4 combineren we onze ’scanning noise’ microscoop met deze ’Joseph-

son’ techniek. We visualiseren de stroomruis met atomaire resolutie op een su-

pergeleidend Pb(111) oppervlak door gebruik te maken van een supergeleidende Pb

naald. Door de stroomruis te meten als functie van de spanning over de junctie laten

we zien dat er een transitie plaatsvindt van transport van enkele elementaire ladin-

gen buiten het supergeleidende regime naar transport van gepaarde ladingen bin-

nen het supergeleidende energiebereik. Dit tonen we aan door de verdubbeling in de
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stroomruis als gevolg van het paren van de ladingsdragers te meten en ook ruimtelijk

in kaart te brengen op het Pb(111) oppervlak.

We gebruiken deze ’Josephson Scanning Tunneling Microscoop’ ook in hoofdstuk

5 om de sterk inhomogene aard van het supergeleidende condensaat in een ijzer-

gebaseerde supergeleider te visualiseren. Voorafgaand aan dit onderzoek werd er

al gespeculeerd dat het supergeleidende condensaat in deze materialen ruimtelijk

sterk zou kunnen variëren en nu tonen wij dit experimenteel aan met atomaire re-

solutie. Door tegelijkertijd ook de topografische en elektronische eigenschappen

van dit materiaal te meten, ontdekken we dat de inhomogeniteit in het supergelei-

dende condensaat gecorreleerd is met de coherentie van de quasi-deeltjes. Dit im-

pliceert dat supergeleiding nodig lijkt te zijn voor coherente quasi-deeltjes, lokaal,

op de lengteschaal van de supergeleidende paring van elektronen.

In het laatste hoofdstuk van dit proefschrift, hoofdstuk 6, visualiseren we de elek-

tronische eigenschappen van het iridaat Sr2IrO4, een kwantummateriaal waar door

de sterke correlaties tussen de elektronen de ladingsdragers niet vrij door het ma-

teriaal kunnen bewegen. Doordat de elektronen als het ware ’vastgevroren’ zitten

op de atomaire positie gedraagt dit materiaal zich als een elektrische isolator (een

zogenoemde Mott-isolator). Wij meten de lokale elektronische eigenschappen van

dit materiaal terwijl het een overgang ondergaat van de vaste ’Mott’-toestand naar

de ’pseudogap’ toestand. We laten zien dat wanneer er extra ladingsdragers worden

toegevoegd aan het materiaal er een fase-gesepareerde toestand ontstaat samen met

emergente elektronische structurering op atomaire lengteschaal. Hoewel er weinig

chemische overeenkomsten zijn, observeren we wel dezelfde fysische effecten als in

de koperoxide hoge-temperatuur supergeleiders. Daarom beschouwen wij deze ver-

schijnselen als algemene eigenschappen van gedoopte Mott-isolatoren, onafhanke-

lijk van hun chemische samenstelling.
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