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Appendix A

IGOR Pro procedures

This appendix contains IGOR Pro procedures that were used to simulate

and/or analyze experimental data.

Beam profile simulation: orifice

The following procedure calculates the fractional overlap between two cir-

cles as a function of on-axis translation. The center of the two circles lie

on this common axis. It is used in the beam profile experiments in chapter

2. It generates the solid lines in figure 2.7.

function circlecircle intersection (r1, r2, d0, dmax, deltad)

Variable r1, r2, d0, dmax, deltad

Make /O /N=(abs((d0 - dmax) / deltad)+2) Overlap, d

variable i

deltad = (d0 - dmax) / (numpnts(Overlap)-1)

for (i=0; i < numpnts(Overlap); i+=1)

d[i] = d0 - i*deltad

if (abs(d[i]) <= abs(r1-r2) && r1 >= r2)

Overlap[i] = pi*r2ˆ2

elseif (abs(d[i]) <= abs(r1-r2) && r1 < r2)

Overlap[i] = pi*r1ˆ2

else

Overlap[i] = r1ˆ2*acos((d[i]ˆ2+r1ˆ2-r2ˆ2)/(2*abs(d[i])*r1)) +

r2ˆ2*acos((d[i]ˆ2+r2ˆ2-r1ˆ2)/(2*abs(d[i])*r2)) -

0.5*sqrt( (-abs(d[i])+r1+r2)*(abs(d[i])+r1-r2) *

(abs(d[i])-r1+r2) * (abs(d[i])+r1+r2) )
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endif

endfor

wavestats /q Overlap

Overlap = Overlap / v max

End
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IGOR procedures

Beam profile simulation: slit (vertical translation)

The following IGOR Pro procedure calculates the overlap between a rect-

angle and a circle as a function of on-axis translation. The centers of the

circle and the rectangle lie on this common axis. The rectangle is wider

than the circle diameter. It is used in the beam profile experiments in

chapter 2. It generates the solid black line (vertical translation) in figure

2.8.

function circlerectangle intersection (r1, x2, y2, d0, dmax, deltad)

Variable r1, x2, y2, d0, dmax, deltad

Make /O /N=(abs((d0 - dmax) / deltad)+2) Overlap, d

variable i

deltad = (d0 - dmax) / (numpnts(Overlap)-1)

for (i=0; i < numpnts(Overlap); i+=1)

d[i] = d0 - i*deltad

if ( abs(d[i]) >= (r1 + 0.5*y2) )

//no overlap

Overlap[i] = 0

elseif ( y2 > 2*r1 && abs(d[i]) < abs(0.5*y2-r1) )

//rectangle is longer and wider than circle diameter (complete overlap)

Overlap[i] = pi*r1ˆ2

elseif ( abs(d[i]) > (r1 - 0.5*y2) )

//Rectangle falls off the circle edge

Overlap[i] = r1ˆ2 * acos( (abs(d[i]) - 0.5*y2) / r1) -

(abs(d[i])-0.5*y2)*sqrt( r1ˆ2 - (abs(d[i])-0.5*y2)ˆ2)

else

//The circle extends past the rectangle on both sides.

Overlap[i] = ( r1ˆ2 * acos( (abs(d[i]) - 0.5*y2) / r1) -

(abs(d[i])-0.5*y2)*sqrt( r1ˆ2 - (abs(d[i])-0.5*y2)ˆ2) ) -

(r1ˆ2 * acos( (abs(d[i]) + 0.5*y2) / r1) -

(abs(d[i]) + 0.5*y2)*sqrt( r1ˆ2 - (abs(d[i]) + 0.5*y2)ˆ2) )

endif

endfor
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Overlap = Overlap / (pi*r1ˆ2)

End
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Beam profile simulation: orifice (horizontal translation)

The following IGOR Pro procedure calculates the overlap between a rect-

angle and a circle as a function of on-axis translation. The centers of the

circle and the rectangle lie on this common axis. The rectangle is narrower

than the circle diameter. It is used in the beam profile experiments in

chapter 2. It generates the solid red line (horizontal translation) in figure

2.8.

function circlerectang leintersection2 (r1, x2, y2, d0, dmax, deltad)

Variable r1, x2, y2, d0, dmax, deltad

Make /O /N=(abs((d0 - dmax) / deltad)+2) Overlap, d

variable i

deltad = (d0 - dmax) / (numpnts(Overlap)-1)

for (i=0; i < numpnts(Overlap); i+=1)

d[i] = d0 - i*deltad

if ( abs(d[i]) >= (r1 + 0.5*x2) )

//rectangle is not crossing the circle

Overlap[i] = 0

Overlap[i] = r1ˆ2 * asin(0.5*y2/r1) - 0.5*y2*sqrt(r1ˆ2 - (0.5*y2)ˆ2) +

y2 * (sqrt(r1ˆ2-(0.5*y2)ˆ2) - (abs(d[i]) - 0.5*x2))

elseif ( abs(d[i]) < (r1 + 0.5*x2) &&

0.5*y2 < sqrt(r1ˆ2 - (abs(d[i]) - 0.5*x2)ˆ2) &&

-sqrt (r1ˆ2 - (0.5 * y2)ˆ2) > (abs(d[i] - 0.5*x2)) > - r1 )

Overlap[i] = pi * r1ˆ2 - 2 * ( r1ˆ2*acos(0.5*y2/r1) -

0.5*y2*sqrt(r1ˆ2 - (0.5*y2)ˆ2)) -

(r1ˆ2 * acos( (abs(d[i]) - 0.5*x2) /r1) -

(abs(d[i]) - 0.5*x2)*(sqrt( r1ˆ2 - (abs(d[i])-0.5*x2)ˆ2)))

else

Overlap[i] = pi * r1ˆ2 - 2 * ( r1ˆ2*acos(0.5*y2/r1) -

0.5*y2*sqrt(r1ˆ2 - (0.5*y2)ˆ2))

endif

endfor

Overlap = Overlap / (pi*r1ˆ2)
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End
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IGOR procedures

Chopper gating function simulation

The following IGOR Pro procedure generates the IGOR Pro fit function

used for Time of Flight analysis. The slit in the chopper blade generates

a pulse of molecules. The length of this pulse broadens the peaks in the

time of flight. We account for this broadening effect by broadening the

fit function with the chopper gating function. The following IGOR Pro

procedure uses a similar approach as vertical translation for the slit-shaped

orifice. However, it calculates the gating function with the same temporal

resolution as the time of flight data.

function chopper (freq)

//chopper frequency

variable freq

variable r1, Y2, d0, dmax, deltad, r chopper, i, dap

// beam radius at chopper

r1 = 0.23

// slit width

Y2 = 0.85

//travel distance of chopper runs from d0 - > dmax

d0 = -(0.23*2 + 0.85)/2

// travel distance of chopper runs from d0 - > dmax

dmax = (0.23*2 + 0.85)/2

// chopper radius (to where it chops the molecular beam)

r chopper = 55.992

// datapoint time constant

dap = 5*10ˆ-7

deltad = 2*pi*dap * r chopper * freq //

make /O /N=(round(abs((d0-dmax) / deltad))+3) gating

make /O /N=(round(abs((d0-dmax) / deltad))+3) timing

make /O /N=(round(abs((d0-dmax) / deltad))+3) d

dmax = (round(abs((d0-dmax)/deltad))+2)*2*pi*dap*r chopper*freq/2

d0 = -dmax

deltad = (d0 - dmax) / (numpnts(d)-1)
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string/G TMBstr = ”TMB=”

for (i=0; i < numpnts(d); i+=1)

d[i] = d0 + i*2*pi*dap * r chopper * freq

if ( abs(d[i]) >= (r1 + 0.5*y2) )

//No overlap

gating[i] = 0

elseif ( y2 > 2*r1 && abs(d[i]) < abs(0.5*y2-r1) )

//circle is smaller than rectangle and completely overlaps

gating[i] = pi*r1ˆ2

elseif ( abs(d[i]) > (r1 - 0.5*y2) )

//Rectangle is narrower than circle and only partially overlaps circle

gating[i] = r1ˆ2 * acos( (abs(d[i]) - 0.5*y2) / r1) -

(abs(d[i])-0.5*y2)*sqrt( r1ˆ2 - (abs(d[i])-0.5*y2)ˆ2)

else

//Rectangle intersects circle

gating[i] = (r1ˆ2 * acos( (abs(d[i]) - 0.5*y2) / r1) -

(abs(d[i])-0.5*y2)*sqrt(r1ˆ2-(abs(d[i])-0.5*y2)ˆ2)) -

(r1ˆ2 * acos( (abs(d[i]) + 0.5*y2) / r1) -

(abs(d[i])+0.5*y2)*sqrt(r1ˆ2-(abs(d[i])+0.5*y2)ˆ2))

endif

gating[i] /= (pi*r1ˆ2)

timing[i] = d[i] / (2*pi*55.992*253)*1000

//Write the TOF fit function:

if (i < (numpnts(d) - 1))

TMBstr += num2str(gating[i]) +

”*(w[3]/(t-”+num2str(timing[i])+”-w[4]-delta))ˆ4 *

exp(-((w[3]/(t-”+num2str(timing[i])+”-w[4]-delta) -

(w[3]/(w[5]-delta)))ˆ2)/(alfaˆ2))+”

else

TMBstr += num2str(gating[i]) +

”*(w[3]/(t-”+num2str(timing[i])+”-w[4]-delta))ˆ4 *

exp(-((w[3]/(t-”+num2str(timing[i])+”-w[4]-delta) -

(w[3]/(w[5]-delta)))ˆ2)/(alfa2̂))”
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endif

endfor

print TMBstr

End
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Chapter 3

All experiments were performed in a homebuilt supersonic molecular beam

ultra-high vacuum (UHV) apparatus. The base pressure of the UHV cham-

ber is <1·10−10 mbar. The UHV chamber contains, amongst others, low

energy electron diffraction (LEED) / Auger electron spectroscopy (AES)

optics (BLD800IR, OCI Vacuum Microengineering), a quadrupole mass

spectrometer (QME200, Pfeiffer vacuum) for residual gas analysis and King

and Wells (KW) measurements, and an on-axis quadrupole mass spectrom-

eter (UTI-100C) for time-of-flight (TOF) experiments.

The UHV chamber holds our curved Pt single crystal (Surface Prepa-

ration Lab). It is cooled using a liquid nitrogen cryostat and heated by

radiative heating and electron bombardment using a filament. The Pt

single crystal was cleaned with repeated cycles of sputtering (6·10−6 mbar

Ar, Messer 5.0, 0.5 kV, 1.3 µA, 910 K, 50◦, 5 min), oxidation (3.5·10−8

mbar O2, Messer 5.0, 910 K), and in vacuo annealing (1200 K). For the

final cleaning cycle, the Pt crystal is only sputtered and annealed at 910 K.

Surface quality was verified using LEED and AES.

The double differentially pumped supersonic beam of D2 is formed by

expanding a gas mixture from a W nozzle with a 28 µm orifice. The center

of the expansion is selected using a skimmer. A second skimmer and a

sliding valve with different orifices create the molecular beam of variable

size and shape within the UHV chamber. For the measurements, we use

a slit as the defining orifice in the sliding valve. The molecular beam can

be modulated by a mechanical chopper for time of flight spectroscopy or a

pair of flags for King and Wells experiments.[11]
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Time of Flight

The kinetic energy (Ekin) of the D2 beam is varied by seeding in H2 or

anti-seeding in Ar. TOF spectra are measured at 6 different on-axis mass

spectrometer positions. The resulting TOF spectra are fitted with the

functional form for a density-sensitive detector:[54]

f (t) =

(
l

t

)4

· e
−
(
l
t−

l
t0
α

)2

(B.1)

where l is the neutral flight path, t is the neutral flight time, t0 is the stream

flight time and α is the width of the distribution. There are several offsets

between the measured time and the actual neutral flight time. To determine

the total offset, toffset, TOF spectra are measured at 6 different QMS

positions and fitted with a Gaussian function. We use linear regression on

the resulting peak positions to extrapolate to l = 0 to extract t = toffset.

We subtract toffset from the measured time, leaving only the neutral flight

time t expressed in equation B.1. The TOF spectra are subsequently fitted

with equation B.1. After redimensioning the fits using the appropriate

Jacobian for transformation,[54] we obtain the two energy distributions in

figure B.1.

Model 1 predictions

The predictions by model 1[61, 62] shown in figure 3.3 for the zero coverage

limit are calculated by:

τ =
h

kBTS
e

(
ηEW
kBTs

)
(B.2)

S0 = S0nL
ντ

Ld

(
1− e

(
−Ld
ντ

))
+ 0.24θd (B.3)

The residence time τ depends on the precursor well depth EW , and Ts. S0

is the summation of two terms. The first term multiplies the probability of

capture into the physisorbed state (S0nL) with the probability of reaching

a defect. The latter probability depends on τ , the incident velocity (ν),

and the average distance between defects (Ld). The second term quantifies

a minor contribution, i.e. the probability of dissociation through direct
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Figure B.1: Fitted flux-weighted energy distributions for the D2 beams
used in chapter 3, showing a most probable Ekin (FWHM) of 9.1 (4.7) meV
and 101 (38) meV.

impact on defects. It equals 0.24 times the fractional defect density (θd).

The fractional step density can be converted to step density in nm−1 by

dividing by the Pt-Pt row distance for (1 1 1): 0.277 nm.[62] The value

obtained for Pt(3 3 5) in this manner agrees with values used by Poelsema

et al.[62] Besides Planck’s constant (h), and Boltzmann’s constant (kB), the

model requires an additional fit parameter (η) and assumes a θd dependence

for EW .[62]

The absolute values used in the model 1 predictions were extracted from

the original publications by Poelsema et al.[61, 62] The values are shown

in table B.1.
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Table B.1: Model 1 simulation parameters.

S0nL 0.09

η 1
1.35

EW (eV) 0.15L

(
0.13F
NA

)
d

Ld
0.277
θD

ν 676.4 ms−1

Ts 155 K or 300 K
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Chapter 4

All experiments were performed in Lionfish; an ultra-high vacuum system

described previously.[79] Hydrogen and deuterium were mixed with argon

and expanded from a room temperature nozzle into the vacuum. Time of

flight analysis was performed as described in chapter 2. The kinetic energy

distributions resulting from fits to the data are shown in figure C.1 for H2

and D2.

Extracting results for the facetted surface

The experiments performed on the facetted Pt surface did not employ the

standard King and Wells method. In contrast to the data presented in

figure 4.1, the second beam flag (which resides in the UHV) remained

open throughout the experiment. As a consequence, HD formation and D2

consumption by the facetted Pt(1 1 1) surface cannot be extracted with the

standard King and Wells[11] method detailed in chapter 2. For the facetted

surface, we use the mass balance between consumed D2 and produced HD

for normalization. We explain our method in this section.

Figure C.2 shows the data for the reconstructed surface with the same

temporal resolution as figure 4.1. First, we discuss the similarities to the

raw data already shown in chapter 4. The measured D2 pressure is highest

at intermediate times, when the beam impinges near the (1 1 1) surface.

In contrast, the HD pressure is high at the stepped surface at low and

high relative times. There, measured D2 pressures are somewhat lowered

compared to the intermediate time. It is also clear that the sum of the HD

and D2 signal gradually increases throughout the experiment.
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Figure C.1: H2 and D2 flux-weighted kinetic energy distributions deter-
mined from fits to the time of flight. The most probable Ekin (FWHM) for
H2 and D2 are 12.4 (7.6) meV and 22.5 (11.4) meV respectively.

The experiments shown here exhibit significantly higher HD and D2 pres-

sures (approximately 20-30 times higher than for figure 4.1). This is a

consequence of the larger slit size used to shape the molecular beam for

these experiments (0.065 mm vs 0.250 mm). The beam is also open for a

shorter period of time (12.5 s total compared to 30 s used previously). The

biggest difference to the experiments shown in chapter 4 is that beam flag

2 remained open throughout the entire experiment. Due to missing the

convenient normalization factor from scattering off the inert flag, we in-

stead need to extract HD production and D2 consumption probabilities by

using the mass balance: the HD pressure increase is proportional to the D2

pressure drop by the stoichiometry of the reaction. Variations in the ioniza-

tion energy result in a change in the expected scaling factor. This scaling

factor depends on the mass spectrometer settings and are best determined

empirically. Fortunately, we have ample data for D2 consumption and HD

production to do this from the main experimental results in chapter 4.
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Figure C.2: The H2-D2 beam impinges different parts of the sample. From
these data, structure dependent HD production and D2 consumption are
extracted.

Figure C.3 shows the drop in D2 QMS current as a function of the in-

crease in HD QMS current. A clear linear trend is observed. The slope

represents the scaling factor between HD and D2. Having determined the

scaling factor, we calculate the total current attributed to D atoms present

throughout the experiment and normalize to the initial total current. In

addition, from the D2, HD and total currents we calculate position (and

step density) dependent D2 consumption probabilities.

HD efficacy model

Chapter 4 detailed a simple model predicting HD selectivity at stepped

Pt(1 1 1) surfaces. We explain here how equation 4.15 is calculated. We

apply the same approach used for D2 sticking in chapter 3 and Groot et

al.[70] In chapter 4, we were left with:

S̄0 = α · SS0 + (1− α) · ST0 (C.1)
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Figure C.3: Scaling between the D2 pressure drop and the HD pressure
increase.

and

C̄0 =
α

4
· SS0 +

(
1− α

2

)
· ST0 (C.2)

These are substituted into equation 4.11:

η =
α
4 · S

S
0 +

(
1−α

2

)
· ST0

α · SS0 + (1− α) · ST0
(C.3)

This can be simplified to the right hand side of equation 4.15 by realizing

that:

SS0 = 32 · ST0 (C.4)

This results in:

η =
α
4 · 32ST0 +

(
1−α

2

)
· ST0

α · 32ST0 + (1− α) · ST0
=

8 · α+ 1
2 −

α
2 · S

T
0

32 · α+ 1− α
=

7.5 · α+ 1
2

31 · α+ 1
(C.5)

To calculate α, we need to know what surface area can be considered a

step edge or a terrace. To resolve this conundrum, we refer to our results

in chapter 3. In chapter 3, we reported low energy D2 sticking probabili-

ties for the curved Pt(1 1 1) crystal. The results were fitted with a linear

function, where the offset quantified reactivity at the (1 1 1) surface. We
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showed that the slope represents the reaction cross section for the D2 mol-

ecules impinging A- and B-type step edges. In chapter 4, we present a

model that predicts HD formation as a function of step density. It assumes

diffusive mixing at terraces and no diffusion at steps. We assume no ex-

change between the two different sites. Dissociation and HD exchange are

governed by the relative abundance of step and terrace sites. Calculating

the relative abundance of the terrace and step sites require the size of the

step edge and the size of the unit cell. The latter can be calculated from

the crystal position relative to the (1 1 1) surface. The first is determined

from the reaction cross sections, by extrapolating our fits to reach unit

sticking probability. Within error bars, extrapolated fits for A- and B-type

steps closely resemble step densities for the (1 1 3) and (3 3 1) surface,

respectively. These are surfaces that consist only of sites attributed to step

edges and no terraces. Consequently, we describe the steps as {1 1 3} and

{3 3 1} microfacets.
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contributes to steps.
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Chapter 5

Experiments were performed using Lionfish; an ultra-high vacuum (UHV)

system with a base pressure lower than 10−10 mbar. The system is equipped

with a double differentially pumped supersonic molecular beam (SSB), a

single differentially pumped effusive beam (EB), a fixed quadrupole mass

spectrometer (QMS, Balzers QMA 200), and a quadrupole mass spectrom-

eter (UTI-100C) that can be translated along the SSB axis for time of flight

measurements.

Forming the two molecular beams

The SSB is formed by expanding a constant flow (4 ml/min) of O2 (Hoek-

loos, 5.0) from a tungsten nozzle with a 35 µm orifice. The expansion is

subsequently shaped by two skimmers and an orifice, resulting in a 3.6 mm

diameter circular oxygen beam (see chapter 2). The SSB can be modulated

with two inert stainless steel beam flags and a mechanical chopper. The

first differentially pumped stage houses the mechanical chopper, which is

used for both reducing the amount of O2 by the 16% duty cycle and time of

flight experiments. Figure D.1 shows the kinetic energy distribution of the

O2 beam, as determined from fits to experimental data. The first O2 flag

is controlled using Labview and resides in the second differentially pumped

stage. The second O2 flag is a stepper motor controlled beam flag with a

50% duty cycle placed inside the UHV system. These O2 beam flags are

used in conjunction with two EB flags to perform King and Wells[11] type

reactivity experiments between two or more reactants.
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Figure D.1: Flux-weighted kinetic energy distribution of the O2 supersonic
beam, as determined from fits to the time of flight. The most probable Ekin

(FWHM) is 80 (44) meV.

The effusive beam is formed by expanding varying flows (0.8-9.6 ml

min−1) of 1:1 mixed H2:D2 from a 0.2 mm nozzle. The beam is shaped

by a skimmer and an orifice. The resulting hydrogen beam is approxi-

mately 7.7 mm in diameter at the sample and can be blocked by two beam

flags. The first hydrogen flag is a manual gate valve that separates the

differentially pumped stage from the UHV. Upon opening this flag, an ef-

fusive hydrogen load from the differentially pumped stage enters the UHV

chamber. The second beam flag is a beam block on a manual rotation

stage. This flag either blocks the hydrogen beam or admits it directly into

the main chamber and onto the sample. H2O and D2O are contaminants

in the UHV and the beam. In combination with the long vacuum time con-

stant of water, this makes it challenging to even qualitatively measure that

water formation occurs at our Pt samples. To partially circumvent this, we

instead use a 1:1 mixture of H2 and D2 in the effusive beam. While HDO

is also a contaminant in the beam, it is small compared to D2O and H2O
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1

2
3

H2
D2
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O2

Figure D.2: Schematic overview of the experiment, where area 1 of the
surface is pre-covered with the supersonic O2 beam (red), and the effusive
H2/D2 beam (green) subsequently reacts with the adsorbed oxygen. Ex-
periments are performed on Pt(3 3 5) (left) and Pt(5 5 3) (right) surfaces
at a surface temperature of 500 K.

since reactions in the background involving all three reactants - O2, H2,

and D2 - are less likely. The HDO signal shown here provides qualitative

evidence of water formation.

Design of experiment

Figure D.2 schematically shows the experiment. The two molecular beams

cross at 45◦ at the single crystal surface. The Pt(3 3 5) and Pt(5 5 3)

crystals are 10 mm in diameter and cut and polished to within 0.1◦. The

crystals are oriented in the vacuum at normal incidence to the O2 beam.

The samples are cleaned by Ar sputtering (Messer, 5.0; 15 mA, 5 min.),

oxidation (900 K, Messer, 5.0; 3.5·10−8 mbar, 3 min.), and in vacuo an-

nealing (1200 K) cycles. After each experiment, the sample is flashed to

1200 K to remove any remaining oxygen from the sample. Throughout the

experiments, the surface temperature is regulated to 500 K.
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Two typical experiments

Two typical experiments on Pt(3 3 5) are shown in figures D.3 and D.4.

They are performed with excess hydrogen and excess oxygen, respectively.

The four previously mentioned beam flags are manually operated at 30 s in-

tervals. Panel a of figures D.3 and D.4 indicates the state of the oxygen and

hydrogen flags. The effusive loads of the O2 and hydrogen beams, result-

ing from the respective first flags, are shown as hatched red and hatched

green backgrounds. The direct O2 and hydrogen beams are depicted to

scale in red and green respectively. The partial pressure of O2, HD, and

HDO are measured using the fixed QMS and presented in panels c, d, and

e respectively. O-coverages are shown in panel b for guidance in the sur-

face reactions at play. We estimate the initial maximum O-coverage by

integrating the O2 dissociative sticking results on the clean surface from

60-90 s, fitting it with an exponential function, and assuming 0.25 mono-

layers is reached upon extrapolating to its asymptote. The O-coverages

throughout the remainder of the experiment are approximated from the

coverage-dependent O2 sticking. In the following sections, we will now

explain the experiments in full and indicate notable features in the data.

0 - 120 s – O2 sticking

At the start of each experiment, all flags are closed and both molecu-

lar beams are contained to their respective differentially pumped stages.

Background pressures for O2, HD, and HDO are measured for 30 s. First,

oxygen is adsorbed to the surface in a standard King and Wells[11] type

experiment. At 30 s, the first O2 flag is retracted and the O2 beam en-

ters the main chamber. Upon entering the UHV, the O2 beam scatters

off the second O2 flag and increases the background pressure. This is in-

dicated in panel a with the red hatch. The second flag is retracted at

60 s. The O2 beam directly impinges onto the sample, whereupon the O2

partial pressure drops due to O2 dissociative sticking. After covering the

surface with Oads, the second flag is closed at 90 s. The O2 background

signal returns to its original value. The modulated O2 beam is well-suited
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for measuring time-dependent sticking and determining the initial sticking

probability. These are extracted by normalizing the measured pressure to

the initial background pressure (t = 30-60 s), inverting, and subsequently

signal-averaging with experiments performed under identical conditions.

This yields the experimental results in figure 5.2.

120 - 210 s – Employing the H2/D2 beam

After (partially) covering the surface in oxygen (panel b) and measuring the

background pressure for an additional 30 s, the effusive beam is employed at

t = 120 s to react hydrogen with Oads. Three notable things happen. First,

the hydrogen beam is still contained to the differentially pumped stage, as

shown in panel a. However, an effusive hydrogen flux already enters the

UHV, as depicted by the green hatch in panel a. As a consequence of this

hydrogen flux, the HD pressure in panel d increases. Second, the HDO

pressure in panel e increases. Third, the O2 pressure in panel c decreases.

The effusive hydrogen flux reacts in the background, forming nascent HD

and water. The background reaction with O2 causes a fractional decrease

in the O2 QMS signal. As a consequence, O2 sticking probabilities need

to be calculated using O2 background pressures measured under identical

conditions, i.e. with the same hydrogen pressures.

In addition to background reactivity, the effusive hydrogen flux also re-

acts at the Pt surface. Throughout the experiment, the HD background

pressure gradually increases. An additional increase in HD pressure is ob-

served in excess hydrogen, exemplified by the inset at 157 s in figure D.3.

The increase in HD pressure observed in the inset occurs earlier with in-

creasing hydrogen flux. The HD pressure drops back to the initial level

upon readsorbing O2 at 180 s. Experiments that reveal this HD drop,

also exhibit an O2 sticking probability at 180 s that resembles the initial

sticking probability for the clean surface. This shows that the Oads was

depleted in these experiments. In contrast, this increase in HD pressure is

not observed for excess oxygen in figure D.4. The O2 sticking probability

at 180 s is lower than S0 observed in figure 5.2, but higher than O2 sticking
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Figure D.3: Typical HDO formation experiment with excess hydrogen on Pt(3 3 5) at Ts = 500 K.
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at 150 s. Therefore, the O-coverage has decreased, but Oads is not fully

depleted. Consequently, we can already qualitatively state that reaction

5.1 occurs in the presence of Oads and hydrogen at the expense of reaction

5.2.

The O2 beam impinges onto the surface once more. The removed Oads

is replenished from 180 s until 210 s. O2 sticking results measured at this

point in the experiment are discussed in more detail in appendix D.

210 s – Direct reaction of O2, H2, and D2

At 210 s, the second hydrogen flag is retracted. In figure 5.3, this point in

the experiment is defined as time = 0. As indicated by panel a in figures

D.3 and D.4, the oxygen and hydrogen beams both directly impinge onto

the surface from 210 s until 240 s. Consequential to the incident hydrogen

beam, three notable things occur.

First, the O2 pressure in panel c increases upon impinging the hydrogen

beam for high hydrogen fluxes, as shown in figure D.3, but remains the same

for low hydrogen fluxes exemplified figure D.4. The O2 pressure increase

appears to result from a change in background reactivity, as indicated by

the higher O2 background pressure after 240 s than before 210 s in figure

D.3.

Second, the HD pressure in panel d increases at 210 s due to reaction 5.2

from the hydrogen beam occuring in area 2 in figure D.2.

Third, the HDO pressure increases from two contributions. Additional

HDO contamination enters the UHV chamber with the effusive beam or

forms in the background. However, figure D.3 clearly shows a higher HDO

pressure before 240 s than after. This qualitatively shows HDO forms at

the Pt surface as a result of the O2 and hydrogen beams. From 240 s

onward, all valves are sequentially closed with the expected behavior for

the partial pressure of O2, HD, and HDO.
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Analysis – HD deconvolution

At this point, we have given a full description of the different steps taken

throughout the experiment. The most interesting features in the data are

revealed by area 1 in figure D.2 — this is where O2 reacts with H2 and D2.

However, this is but a minor feature in the HD data. We now deconvolute

the various contributions to the HD signal, so that we can extract reactivity

in area 1 of figure D.2.

We start with the effusive flux that emerges from the effusive beam upon

opening the EB1 gate valve at 120 s. Upon opening EB1, the EB2 beam

flag remains closed until 210 s; i.e. the effusive beam does not yet enter

the main chamber. The HD pressure increases significantly due to effusive

load of H2, D2, and HD from the differentially pumped stage. The various

contributions to this HD signal are disentangled in figure D.5. This effusive

load consists of at least four separate contributions: HD contamination in

the beam, HD formed in the expansion, HD formed in the UHV from

various catalytic surfaces e.g. filaments, and HD formed by the sample.

We quantify the first three by replacing the catalytically-active Pt surface

with an inactive Au(1 1 1) surface, shown in dark gray. These contributions

generate approximately 1/3 of the HD signal.

A clue to the influence of area 1 in figure D.2 is revealed at 140 s in figure

D.5 and 157 s in the previously mentioned inset in figure D.3. There, the

HD signal increases by approximately 4.4 % of the total amount. This 4.4%

increase in HD partial pressure is observed for all relatively high flux H2/D2

beams on Pt(3 3 5). A similar increase is observed for Pt(5 5 3). Upon

admitting oxygen to the sample at 180 s, the HD partial pressure instanta-

neously drops back to the initial pressure. This pressure drop is quantified

and shown for both Pt(3 3 5) and Pt(5 5 3) in figure D.6. Additionally,

the drop in HD appears independent of O-coverage. Three conclusions can

be drawn from this behavior. First, dissociated hydrogen and deuterium

are consumed by adsorbed oxygen, instead of forming HD. Second, the

area covered by the oxygen beam is constant throughout the experiments.
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Third, the beam profile of the effusive beam is independent of flux. With

these observations, HD produced by the sample can be disentangled by

the following assumption: if (reactive) oxygen is present at the surface,

adsorbed hydrogen reacts with oxygen to form water instead of recombi-

natively desorbing as HD.

This assumption first enables us to quantify the relative surface area of

clean surface with respect to the O-covered surface — the sizes of which

are independent of the oxygen or hydrogen flux. An effusive flux through

an orifice should result in an isotropic hydrogen flux covering the entire

sample and sample holder. Since the oxygen beam covers approximately

13% of the sample, the pressure drop is 13% (pink) of the total amount of

HD produced by the sample (green) in figure D.5. This holds true for both

the effusive flux (hatch) and direct beam (solid fill). A residual amount

of HD is produced from a separate source not present in the Au(1 1 1)
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Figure D.6: Effusive HD pressure drop for different O:H ratios.

measurements (black) in figure D.5. This HD most likely forms on the side

of sample or the Pt ribbon used to attach the sample to the sample holder.

Analysis - Area 1 reactivity

After deconvoluting the HD signal, we fully attribute changes in the HD

pressure after t = 210 s to area 1 in figure D.2. For the hydrogen poor

experiment in figure D.4, the HD pressure remains constant from 210 s

until 245 s. In contrast, the hydrogen rich experiment in figure D.3 exhibits

two HD pressure increases: at 215 s and 240 s. Here, the O2 sticking

probability quickly approximates S0 in figure 5.2. We attribute the first

observed pressure increase in figures D.3 and D.4 after 210 s to depletion of

Oads. Depletion of Oads occurs while both molecular beams remain active

for excess hydrogen in figure D.3 (see panel a). Consequently, a steady

state sets in. There, all available Oads from dissociative O2 sticking is

consumed first in reaction 5.1. Any remaining hydrogen recombinatively

desorbs according to reactions 5.2. At 240 s, the O2 beam stops directly

impinging the sample and HD formation maximizes.

Figure D.7 presents an alternative view of figure 5.3 It includes the reac-

tion probabilities before 210 s, i.e. before 0 s in figure 5.3. Panels a and b
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of figure D.7 show the O2 sticking probability for Pt(3 3 5) and Pt(5 5 3)

from 180 s onward, i.e. upon readmitting the O2 beam. Two observations

clearly point toward Oads consumption by a surface reaction from hydrogen

present in the background. First, dissociative O2 sticking is clearly higher

for both surfaces at 180 s than at t = 30 s in figure 5.2, showing that the

Oads coverage has lowered between 30 and 180 s. Second, the initial O2

sticking probability at 180 s in figure D.7 increases with hydrogen flux.

It is noteworthy that the O2 sticking probabilities measured at 180 s are

higher for Pt(5 5 3) than Pt(3 3 5), despite higher O-coverage for Pt(5 5 3).

These data show that the Pt(5 5 3) surface with B-type step edges is more

reactive under these conditions, despite Pt(5 5 3) having lower step density
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than Pt(3 3 5). (0.96 nm−1 vs 1.13 nm−1, respectively)

The Oads coverage has replenished at 210 s after the O2 beam has im-

pinged onto the sample for 30 s, as indicated by the low O2 sticking prob-

abilities. The main results occur from 210 s onward and are elaborated on

in chapter 5.

Extracting the O:H surface ratio

Figure D.7 already presents a wealth of information. Figure 5.3 makes an

even more quantitative comparison by also plotting reactivity against the

ratio of the reactive fluxes. Here, we explain how we extract the reactive

flux ratio from the data. We define the reactive fluxes as the respective

molecular fluxes multiplied with their initial sticking probabilitiy:

φO = 2S0,O2 · φO2

φH = 2S0,H2 · φH2

φD = 2S0,D2 · φD2

(D.1)

where φ is the flux and S0, i the sticking probability for molecule i. Absolute

fluxes are challenging to extract, but the ratio of the reactive fluxes can be

extracted directly from the data.

We have stated in chapter D that for the Oads limited situation, a steady

state situation sets in. In steady state, R̂H2O is a direct measure of the

ratio of reactive O2 and the H2/D2 fluxes. If we disregard any isotope

dependencies, we may write this limiting reagent problem as:

2Hads + R̂H2O ·Oads → R̂H2O ·H2O +
(

1− R̂H2O

)
·H2 (D.2)

The O2 flow to the supersonic beam remains constant throughout the

experiment. The O2 beam is attenuated by chopping the beam with the

mechanical chopper so that lower O:H ratio’s could be achieved. We vary

the relative flux of the two beams by changing the H2/D2 flow to the effusive

beam using the flow controller. Chapter 2 showed that flux is proportional
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to flow (and nozzle pressure) for the supersonic beam. We assume the same

applies for the effusive beam, although scaling of flow and flux will differ

compared to the supersonic molecular beam. Consequently, the flux ratio

is proportional to the mass flow ratio applied by the flow controllers:

ṁrel =
ṁO2

ṁH2 + ṁD2

∝ φO2

φD2 + φH2

(D.3)

where ṁi and φi are the flow and flux of compound i respectively. R̂H2O

requires including the reaction probabilities. Under Oads limited steady

state conditions, the O-coverage is low and reaction probabilities resemble

that of the clean surface. Under these conditions, the relative molecular

fluxes scale with the relative reactive fluxes:

φO2

φD2 + φH2

∝
S0,O2φO2

S0,D2φD2 + S0,H2φH2

(D.4)

Figure D.8 compares the R̂H2O with the relative flow, ṁrel, and confirms

our premise that R̂H2O in steady state is proportional to the relative oxygen

flow. While the measured R̂H2O cannot exceed 1, the actual O:H ratio can.

We use least squares fitting for the Pt(3 3 5) and Pt(5 5 3) data in figure

D.8. Subsequently, we extract the scaling between R̂H2O and the relative

flow under the Oads limited steady state condition, i.e. where O2 sticking is

constant. We then extrapolate the fit to excess O2 data, where θO exceeds

0, to allows us to quantify the relative fluxes shown by equation D.4. We

emphasize here that higher O2 sticking for Pt(5 5 3) than Pt(3 3 5) is

incorporated in the O:H ratio; the slope for Pt(5 5 3) exceeds that of

Pt(3 3 5) in figure D.8.

Additional evidence of increased hydrogen reactivity

While we measure O2 sticking directly, we did not do the same for hydrogen

or deuterium. We disregard isotope effects in the following discussion.

However, the slopes presented in figure D.8 provide clues to the reactivity

differences. As shown by equation D.4, the slopes in figure D.8 are a direct

consequence of the O2 reactive flux and the H2 and D2 reactive fluxes. If we

assume the molecular fluxes are identical for the two experiments, then any
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Figure D.8: HD consumption at steady state.

difference in slope in figure D.8 is a consequence of the sticking probabilities.

With 0.35 compared to 0.25, the initial O2 sticking probability for Pt(5 5 3)

exceeds that of Pt(3 3 5).

An interesting observation may be made here: the ratio of the slopes in

figure D.8 is lower than the O2 S0 ratio, with 1.33 compared to 1.4. Error

bars may be partially responsible for the difference. If we ignore error bars,

this also suggests that hydrogen is more reactive at Pt(5 5 3) than Pt(3 3 5)

under these conditions. We explain our reasoning.

The slopes are described by the right hand side of equation D.4. The

ratio of the two slopes then represent:

(
S5 5 3
0,O2

φO2

S5 5 3
0,D2

φD2
+S5 5 3

0,H2
φH2

)
(

S3 3 5
0,O2

φO2

S3 3 5
0,D2

φD2
+S3 3 5

0,H2
φH2

) = 1.33 (D.5)

The relative flows, and hence the molecular fluxes, used in the experiment

are identical. If we simplify the equation and assume no isotope dependence
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for S0 for H2: (
S5 5 3
0,O2

S5 5 3
0,H2

)
(
S3 3 5
0,O2

S3 3 5
0,H2

) = 1.33 (D.6)

From the data in figure 5.2, we extracted S0 for the A- and B-type surfaces

of 0.25 and 0.35. respectively. Substitution and isolation of the hydrogen

reactivity yields:
S3 3 5

0,H2

S5 5 3
0,H2

=
S5 5 3

0,O2

S3 3 5
0,O2

· 1.33 = 0.95 (D.7)

These results suggest that Pt(5 5 3) is 5% more reactive for hydrogen

dissociation. Higher reactivity for Pt(5 5 3) than Pt(3 3 5) qualitatively

agrees with our previous results on D2 dissociation. However, the results

presented here assumes that the O2 flux was equal for both experiments.

The experiments for Pt(3 3 5) and Pt(5 5 3) were measured 7 months

apart. While the same O2 flow was applied to the nozzle during the ex-

periments, the nozzle pressure increased from the Pt(5 5 3) experiments to

the Pt(3 3 5) experiments. We do not believe the flux was affected, but

cannot completely rule it out either. The O:H ratio is unaffected as these

are calculated from the separate data sets. Similarity of the data suggests

that the absolute fluxes were similar.
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