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1

1| Introduction

“Quod tertio loco a nobis fuit observatum, est ipsiusmet LACTEI Circuli

essentia, seu materies, quam Perspicilli beneficio adeo ad sensum licet

intueri, ut et altercationes omnes, quæ per tot sæcula philosophos excru-

ciarunt, ab oculata certitudine dirimantur, nosque a verbosis disputa-

tionibus liberemur. Est enim GALAXIA nihil aliud, quam innumerarum

Stellarum coacervatim consitarum congeries: in quamcumque enim re-

gionem illius Perspicillumdirigas, statimStellarum ingens frequentia sese

in conspectumprofert, quarumcomplures satismagnæacvalde conspicuæ

videntur; sed exiguarum multitudo prorsus inexplorabilis est.”

(Galileo Galilei, Sidereus Nuncius, 1610)

“What was observed by us in the third place is the nature or matter of the

Milky Way itself, which, with the aid of the spyglass, may be observed so

well that all the disputes that for somany generations have vexed philoso-

phers are destroyed by visible certainty, andwe are liberated fromwordy

arguments. For the Galaxy is nothing else than a congeries of innumer-

able stars distributed in clusters. To whatever region of it you direct your

spyglass, an immense number of stars immediately offer themselves to

view, of which very many appear rather large and very conspicuous but

the multitude of small ones is truly unfathomable.” 1

Itwas the year 1610when, using the telescopehe constructed,GalileoGalilei

first showed that the bright band on the sky whose origin and composition

fascinated ancient cultures is a collection of multiple stars, whose majority

cannot be resolved by the naked eye. This was the first step towards amod-

ern scientific approach to the study of the Milky Way (MW), the Galaxy we

are living in. Today, with the help of large ground- and space-based tele-

1English translation from Albert Van Helden, University of Chicago Press, Chicago, Illi-

nois, 1989.
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scopes, we have made huge steps forward to understand our Galaxy, but

still, we are far from a comprehensive, complete and self-consistent pic-

ture, and many questions are still open. What are the accretion and evo-

lutionary history of the MW? How do stars behave in the proximity of the

centralmassive black hole (MBH)?What is the shape and extent of the dark

matter halo? More than four hundred years after Galileo Galilei’s break-

through discovery, we are still looking up staring at the night sky, building

new telescopes and satellites to better understand our Galaxy. In the light

of these open questions, we present here our work on searching for the

fastest objects in the MW: stars whose speed is so high that they are flying

away from it on unbound trajectories. We show how these remarkable ob-

jects can help us decipher the Galaxy, giving us insights into its structure,

its building components, and on some of its most energetic phenomena.

The MW is a barred spiral galaxy, and our Sun is only one of the hun-

dreds of billions of stars orbiting inside it. Jan Oort in 1927 first discovered

that the majority of these stars rotate coherently around the Galactic Cen-

tre (GC) in the shape of a flattened disk (Oort 1927). The principal stellar

components of the Galaxy are the central box/peanut bulge, the stellar disk

(composed of the thin and thick disks), and a diffuse stellar halo. The MW

is embedded in a vast dark matter halo, which constitutes most of the MW

mass, and extends up to hundreds of kpc from the GC (Bland-Hawthorn &

Gerhard 2016).

Thanks to the exquisite quality of the recent imaging of the centre of the

galaxy M87 with the Event Horizon Telescope (Event Horizon Telescope

Collaboration et al. 2019), it has been definitely proven that MBHs exist at

the centre of galaxies. In our MW, the location of the MBH coincides with

the radio source Sagittarius A∗ (often abbreviated as Sgr A∗, Balick&Brown

1974; Reid et al. 2009). The Sun is located at a distance of 8.127 kpc from
the GC (Gravity Collaboration et al. 2018). Observations have shown the

presence of several dozens of main sequence B-type stars orbiting around

Sgr A∗, the so-called S stars (Ghez et al. 2003). The orbits of these stars

represent the best proof for the existence of our MBH (and provide tight

constraints on the enclosed mass, Gillessen et al. 2009, 2017). S stars chal-

lenge our knowledge of how stars form in this extreme environment: the

tidal forces of theMBH are predicted to be too strong to permit star forma-

tion within 1 arcsecond of the GC (Morris 1993).

In this introduction, we will discuss, among others, how high velocity

stars can provide valuable information on the dynamics and origin of S

stars, and how they can constrain global properties of theMW.This chapter
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Figure 1.1: Escape speed from the Galaxy as a function of Galactocentric distance. Adapted
from Williams et al. (2017).

is organized as follows. In Section 1.1 we introduce the two main classes of

high velocity stars that will be studied in this thesis: runaway stars and hy-

pervelocity stars. We will give a theoretical introduction to the acceleration

mechanisms, and we will present the current status of the observations.

Section 1.2 gives an overview of the European Space Agency (ESA) satellite

Gaia, which has provided the largest stellar catalogue of the Galaxy ever

produced. We use this dataset in three chapters of this thesis. In Section

1.3 we will cover the main methods used in this thesis. Finally, Section 1.4

provides an overview of the content of each of the following scientific chap-

ters.

1.1 High velocity stars

Fastmoving stars are intriguing for several reasons. Themechanisms lead-

ing to the acceleration of a star above its original velocity can give insights

into multiple astrophysical processes, including but not limited to stellar

and binary evolution, dynamics in the proximity of (massive) compact ob-

jects, and mergers between galaxies. In this Section we will introduce the

main classes of high velocity stars. Typical velocities of stars can be com-
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pared to the escape speed from the Galaxy, which defines the minimum

velocity that a star needs to have in order to be unbound from the MW.

Fig. 1.1 shows a recent result from Williams et al. (2017), showing the de-

rived escape speed across a range of ∼ 50 kpc from the GC, inferred using a

variety of different kinematic tracers. The value at the Sun position is found

to be 521+46
−30 km s−1, falling to ∼ 380 km s−1at a Galactocentric distance of

50 kpc. In a more recent study, Monari et al. (2018) find a slightly higher
value at the Sun position, 580 ± 63 km s−1. A measurement of the escape

speed can be converted into an estimate of the total mass of the MW (e.g.

Smith et al. 2007; Piffl et al. 2014; Monari et al. 2018).

If we consider the encounter of two individual stars, the highest speed

that can result is set by the escape velocity from their surface, since higher

velocities would require the two stars to orbit at a distance smaller than

their physical size (Leonard 1991):

v∗esc =

√
2Gm∗

r∗
' 618

(
m∗

M�

R�

r∗

) 1/2
km /s, (1.1)

where G is the gravitational constant, m∗ is the mass of the star, and r∗ is
its radius. Because of the approximately linear relation between m∗ and r∗
for stars on the main sequence, it follows that v∗esc ' 600 km s−1in the mass

range m∗ ∈ [0.4, 4] M�. Higher velocities can be achieved for compact ob-

jects such as white dwarfs and neutron stars. It turns out that equation (1.1)

is an overestimate of the value of the escape velocity from a star: more pre-

cise calculations including binary evolution and mass transfer result into

lower values of v∗esc.

1.1.1 Runaway stars

The term runaway star has first been coined by Blaauw (1961) to refer

to the young, O and B-type stars observed out of the Galactic plane. Two

main mechanisms have been introduced to predict the excess of velocity

with respect to the Galaxy at their location. Blaauw (1961) proposed that

runaway stars form as the result of a supernova explosion in a binary sys-

tem. The more massive star in the binary evolves faster, transferring mass

to the companion.When the donor explodes as a supernova, it can eject the

companion starwith a high velocity, forming a runaway star. The other pro-

posedmechanism is dynamical encounters between stars in a dense stellar

system (Poveda et al. 1967). In systems such as a young open cluster, inter-

action between binaries can lead to the ejection of one star from the cluster.
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Tracing back the orbit of known runaway star candidates to their natal clus-

ter, both these mechanisms have been observed to take place in the MW

(Hoogerwerf et al. 2001). Maximum ejection velocities for both channels

are typically . 300 − 400 km s−1(e.g. Leonard & Duncan 1990; Portegies

Zwart 2000; Przybilla et al. 2008; Gvaramadze et al. 2009; Renzo et al.

2019), even if values up to ∼ 1000 km s−1are possible (Leonard 1991; Tau-

ris 2015), but should be extremely rare for runaway stars (Brown 2015).

1.1.2 Hypervelocity Stars

The first observation of a hypervelocity star

With previous results for the ejection velocity of runaway stars in mind, it

was a great surprise when, in 2005, a B-type star was observed in the outer

halo of the MW with a heliocentric radial velocity of ∼ 830 km s−1(Brown

et al. 2005, 2014). This value, once corrected for the motion of the Sun and

the local standard of rest (LSR), corresponds to a lower limit on the total ve-

locity of the star of 673 km s−1(Brown et al. 2014), which is sufficiently high

to escape the gravitational field of the MW at the star’s position. The au-

thors, targeting blue horizontal branch stars to trace the stellar halo, found

this star to be a 6σ outlier from the radial velocity distribution. This un-

bound star, SDSS J090745.0+024507, is the first hypervelocity star (HVS)

observed, and was referred to as HVS1. As a hint of its puzzling origin, the

radial velocity vector of HVS1 points at ∼ 175° from the GC, suggesting an

origin in the central region of our Galaxy. This intriguing possibility will

now be further discussed.

The Hills mechanism

One possible way to explain the surprising velocity of HVS1 involves the

interaction with a massive compact object. According to the Hills mecha-

nism, the tidal field of the MBH in the centre of our Galaxy can disrupt a

binary system passing sufficiently close (Hills 1988). This results in one of

the stars starting to orbit around theMBH,with the other one being ejected

with an incredibly high velocity, of the order of thousands of km s−1. Fol-

lowing Brown (2015), we will now derive with a simple calculation an esti-

mate of the ejection velocity of the HVS, showing how the Hills mechanism

can easily explain the acceleration of stars to unbound velocities.

A stellar binary with totalmassmb and semi-major axis a gets disrupted
by the gravitational field of a MBH of mass M, if the encounter happens
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at a distance closer than the tidal radius r•. This characteristic distance is
defined as the distance within which tidal forces from the MBH dominate

over the binary binding force:

r• = a

(
3

M
mb

) 1/3
' 14 AU

(
a

0.1 AU

) (
M�

mb

) 1/3 (
M

106 M�

) 1/3
. (1.2)

We can compare this characteristic scale to the Schwarzschild radius of a

MBH:

rMBH =
2GM

c2
' 0.02 AU

(
M

106M�

)
, (1.3)

where c is the speed of light. We can see that, for MBHs with M > 108 M�,

stars fall inside the event horizon before reaching the tidal radius (Hills

1988). This is not the case in our Galaxy, where M ' 4.3 · 106 M� (Gillessen

et al. 2017).

The typical orbital velocity of stars in an equal mass binary is:

vb =

√
Gmb

a
' 94 km s−1

(
mb

M�

) 1/2 (
0.1 AU

a

) 1/2
. (1.4)

For example, vb ' 100 km s−1for a binary consisting of two 3 M� stars

at a = 0.5 AU. At the moment of the disruption of the binary, the binary
orbital velocity is:

v =

√
GM
r•

= vb

(
M
mb

) 1/3
' 104 km s−1. (1.5)

This velocity is equal to few percent of the speed of light, and is consistent

with observations of S stars in the GC (see for example Ghez et al. 2005).

When the binary gets disrupted, the stars experience a change in spe-

cific kinetic energy δE that we can compute as:

δE =
1

2
(v + vb)

2 −
1

2
v2 ' vvb . (1.6)

Using energy conservation, we can therefore estimate the resulting velocity

of the star ejected from the binary as:

vej =
√
2vvb ' 103 km s−1. (1.7)
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Equation (1.7) shows that the Hills mechanism is able to predict ejection

velocities in the GC up to thousands of km s−1. These incredibly high veloc-

ities allow HVSs to travel across the whole MW on unbound trajectories.

Besides explaining the extreme velocities of the observedHVS, theHills

mechanism also provides a possible solution to the puzzling origin of the S

stars in the GC: these stars are the binary companions of the ejected HVS,

bound to the central MBH after the disruption. The observed orbit and ec-

centricity distributions of S stars are consistent with predictions from the

Hills mechanism (Gillessen et al. 2009; Madigan et al. 2014), if the relax-

ation time is shorter than the stellar age (Habibi et al. 2017).

After being ejected in theGC,HVSs travel through theGalaxy on almost

radial trajectories. A star moving at ∼ 1000km s−1travels a distance of ∼ 1
kpc in ∼ 1Myr, a small fraction of the typical main sequence lifetime of a
star. The initial velocity vej will then decrease because of the deceleration

induced by the Galactic potential, which acts as a high-pass filter: only the

stars with sufficiently high velocity at the ejection can travel to distances

large enough to be observable (Kenyon et al. 2008). For example, starswith

vej > 700 km s−1can reach the Sun position, stars with vej > 800 travel to
the edge of the stellar disk, and only stars with vej > 800 can get to the
virial radius of the MW, around 250 kpc from the GC. The radial motion of

HVSs is deflected by the non-spherical components of the Galactic poten-

tial, namely the stellar disk, a possible triaxiality of the dark matter halo,

and the presence of satellite galaxies orbiting theMW (Kenyon et al. 2018).

In addition to the population of unbound HVSs, the Hills mechanisms

naturally predicts the existence of bound HVSs: stars ejected according to

the same three-body interaction in the GC, but with an initial velocity not

sufficient to escape from the gravitational field of the whole MW (Bromley

et al. 2006;Kenyon et al. 2008). The trajectories of these stars do not follow

straight lines anymore, and they can cross the stellar disk multiple times

during their lifetime.

HVS observations

Following the first detection, a dedicated spectroscopic survey with the

MMT telescope was performed to findHVS candidates (Brown et al. 2014).

The survey targeted young stars in the outer halo of theMW, which are not

expected to be found so far from an active star forming region (such as the

GC), unless they traveled there with an extremely high velocity. The survey

identified 21 unbound late B-type HVSs, with masses in the range [2.5, 4]
M�, at distances 50 − 120 kpc from the GC. All these stars are unbound
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Figure 1.2: Total velocity as a function of Galactocentric distance for the HVS candidates
discovered in the outer halo of the MW by the MMT HVS survey. Magenta stars mark the
unbound candidates, while blue dots the bound ones. The dashed line marks the escape
velocity from the Galaxy. From Brown (2015).
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from radial velocity alone, and are moving outward (consistent with the

prediction from the Hills mechanism). Fig. 1.2 shows the total velocity in

the Galactic rest-frame as a function of distance from the GC for the stars

found in the survey (Brown 2015). The dashed line is a choice for the es-

cape speed from the Galaxy (Kenyon et al. 2008). Magenta stars are the

unbound HVSs, while blue dots are the bound HVS candidates.

In addition to the population of young stars in the outer halo, many

works focused on finding late-type, low mass HVS candidates in the Solar

neighbourhood and the inner Galactic halo. For example, Palladino et al.

(2014) discovered 20 HVS candidates in the G and K samples of the Sloan

Extension for Galactic Understanding and Exploration (SEGUE), and Li

et al. (2015) found 19 F, G, and K type candidates using LAMOST data.

Most of the known late-type HVSs are likely to be bound to the MW, or

not to originate from the GC (e.g. Zheng et al. 2014; Hawkins et al. 2015;

Ziegerer et al. 2015, 2017; Boubert et al. 2018). Chemical tagging with high

resolution spectroscopy can help to narrow down the ejection location of

HVS candidates, by determining their precise chemical composition (e.g.

Hawkins & Wyse 2018).

The search for HVSs is complicated by the fact that HVSs are extremely

rare objects, with an ejection rate from the GC between 10−5 and 10−4 yr−1

(Brown et al. 2015). The advent of new astrometric and spectroscopic sur-

veys will change dramatically our view on the fastest stars in our Galaxy

(see Section 1.2).

Alternative ejection mechanisms for HVSs

In addition to the Hills mechanism, discussed in Section 1.1.2, other ejec-

tion scenarios have been proposed to explain the unbound velocities of ob-

served HVSs. Yu & Tremaine (2003) first discussed the chance that HVSs

could be ejected following the interaction between a single star and a mas-

sive black hole binary (BHB) in the GC. The possibility of a intermediate

mass black hole orbiting around Sagittarius A∗ cannot be excluded by ob-

servations in the GC, with current upper limits on its mass around 104 M�

(Gillessen et al. 2017). The presence of a fixed, preferential plane in the ge-

ometry of the encounter (the plane of the BHB) introduces an anisotropy

in the expected spatial distribution of HVSs, which is flattened along the

inspiral plane of the BHB. The degree of flattening is expected to decrease

as the BHB hardens, leading to a more isotropic distribution (Sesana et al.

2006). HVSs produced by these mechanisms might be slower compared

to the Hills mechanism, depending on the system parameters (Rasskazov
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et al. 2019).

Recently it has been proposed that the knownB-typeHVS could be run-

away stars ejected from the Large Magellanic Cloud (LMC), the most mas-

sive satellite galaxy orbiting the MW (Boubert et al. 2017a). The LMC is an

active star forming region, so runaway stars ejected from supernova explo-

sions in binary systems, summing their velocity to the orbital velocity of the

LMC, can easily become unbound to the Galaxy. Recently, a HVS has been

shown to originate almost from the centre of the LMC (Erkal et al. 2019),

suggesting the presence of a MBH (Boubert & Evans 2016).

Other proposedmechanisms to produce HVSs include tidal interaction

between dwarf galaxies infalling in the gravitational field of theMW (Abadi

et al. 2009), whichmight accelerate stars to unbound velocities. Also, mas-

sive globular clusters infalling towards the centre of the Galaxy, interacting

with the MBH or with a BHB, can produce a population of high velocities

stars, with an unbound tail (Capuzzo-Dolcetta & Fragione 2015; Fragione

& Capuzzo-Dolcetta 2016). Another possibility is the scatter between sin-

gle stars and stellar black holes in the proximity of Sgr A∗ (O’Leary & Loeb

2008).

Different mechanisms predict different spatial and velocity distribu-

tions, therefore a large sample of HVSs can be used to investigate the dy-

namical processes responsible for the acceleration of these stars to un-

bound velocities.

HVSs as tools to investigate the Milky Way

HVSs are a unique probe to study ourGalaxy as awhole.HVSs are predicted

to originate in the centre of the MW, and then, because of their extremely

large velocities, travel through the Galaxy on unbound trajectories. There-

fore they provide a connection between the inner center and the outskirts

of the Galaxy. The GC is difficult to observe because of dust extinction and

stellar crowding, so HVSs can be used to probe the stellar population in

the proximity of the quiescent MBH. A large sample of HVSs, for example,

can be used to constrain the mass function and metallicity distribution in

the inner parsec of the Galaxy. On the other hand, HVS trajectories are af-

fected by the way the mass is distributed in the MW, therefore they can be

used as probes of the Galactic Potential (e.g. Gnedin et al. 2005; Sesana

et al. 2007; Yu & Madau 2007; Perets et al. 2009). In particular, the mass

and orientation of the halo are still a matter of debate, and there is no gen-

eral consensus on its shape (e.g. Wang et al. 2015; Bovy et al. 2016; Posti

& Helmi 2019). Gnedin et al. (2005) first proposed HVSs to study the dark
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matter halo of the MW. The authors show how precise proper motions of

the firstHVS candidate, SDSS J090745.0+024507, canprovide constraints

on the triaxiality of the halo, as predicted from cosmological simulations of

structure formation. A recent work fromContigiani et al. (2019) shows how

a sample of ∼ 200 HVSs can be used to nail down the Galactic halo poten-
tial parameters with percent precision. In particular, HVSs are found to be

extremely sensitive to the axis-ratio of the spheroidal, because of the spher-

ical symmetry of the ejection in the Hills mechanism. A joint constraint on

both the GC and the dark matter halo was first performed by Rossi et al.

(2017), but tight constraints have been hampered by the low number of

knownHVSs. Recently, HVSs have also been proposed to constrain the So-

lar parameters, relying on the condition of zero azimuthal angularmomen-

tum (Hattori et al. 2018b).

1.2 The ESAmission Gaia

The ESA satellite Gaia was launched on 9 December 2013 from the Euro-

pean spaceport in French Guiana, and a few weeks later it arrived at the

Lagrangian point L2 for a planned 5 years operations (Gaia Collaboration
et al. 2016b). The goal of Gaia is to provide the largest three dimensional

stellar catalogue ever produced of the Galaxy, providing positions, paral-

laxes, and proper motions for more than 1 billion sources, and radial ve-
locities for a subset of bright stars. Here we outline the main contents of its

data releases.

1.2.1 The first Gaia data release

The first data release (DR1) of the ESA satellite Gaia was delivered to the

general public on the 14th of September 2016, and is based on observations
collected between the 25th of July 2014 and the 16th of September 2015,
for a total of almost 14months (Gaia Collaboration et al. 2016b,a). Here we
summarize the main contents of Gaia DR1:

• Coordinates (right ascension α and declination δ) and magnitudes in

the Gaia G band for 1142679769 sources;

• The five parameters astrometric solution (positions, parallax $, and

proper motions µα, µδ) for 2057050 sources.

The presence of parallaxes and distances for more than 2million stars
was possible thanks to a joint Tycho-Gaia astrometric solution (TGAS),
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Figure 1.3: First full sky map released by Gaia, using data from DR1 (credits: ESA).

performed on the sources in common between Gaia and the Tycho-2 Cat-

alogue (Michalik et al. 2015; Lindegren et al. 2016).

Fig. 1.3 shows the first full sky map made using data from Gaia DR1.

A quick look at the map reveals the presence of characteristic arches and

patterns in the density distribution. Those are a unique imprint of theGaia

scanning strategy on the sky, and disappeared in future data releases.

1.2.2 The second Gaia data release

The second data release (DR2) ofGaia happened on the 25th of April 2018,
containing observations collected between the 25th of July 2014 and the
23rd of May 2016, spanning a period of 22 months (Gaia Collaboration
et al. 2018a). DR2 represents a huge improvement over DR1, both in terms

of number of sources observed, and of quality of themeasurements. It con-

tains:

• Position and Gaia G band magnitude for 1692919135 stars;

• Magnitudes in the Gaia blue pass (BP) GBP and red pass (RP) GRP

band for 1381964755 and 138551713 sources, respectively;
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Figure 1.4: Full sky map released by Gaia DR2 (credits: ESA).

• The five parameters astrometric solution for 1331909727 sources;

• Radial velocity for 7224631 stars with 4 . G . 13 and with effective
temperatures 3550 . Teff . 6900 K;

• Effective temperature for 161497595 stars;

• Extinction and reddening for 87733672 objects;

• Radius and luminosity for 76956778 sources.

Figure 1.4 shows the full sky map for the ∼ 1.7 billion sources in Gaia, ob-
tained combining the magnitudes in the G, GBP and GRP passbands. Com-

paring this to Figure 1.3 shows how all the arches due to the scanning law of

the satellite have now disappeared, thanks to the longer baseline andmore

homogeneous sky coverage.

1.2.3 Future Gaia data releases

The third data release (DR3) of Gaia is currently planned to be split into

two different releases. An early data release (EDR3) is expected in the third

quarter of 2020 and will contain updated parallaxes and proper motions,

with uncertainties reduced by the longer baseline (34months of data).Gaia

DR3 is expected in the second half of 2021 and will contain astrophysical

parameters and radial velocities for all the spectroscopically well behaved
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sources. The final Gaia data release, which has not been announced yet,

will consist of the full photometric, astrometric, and radial velocity cata-

logues2. This will be the largest andmost precise stellar catalogue ever pro-

duced and will allow understanding the history of the MW and its stellar

population with unprecedented detail.

1.2.4 Warnings and caveats while using Gaia data

Gaia is the largest stellar catalogue ever produced, and the most recent

data release (DR2) has provided astrometric measurements for more than

1.3 billion sources. There are known issues with Gaia astrometry and ra-

dial velocities, which have not been corrected for during the raw data re-

duction. Taking this into account while analyzing the data is essential. As

an example, a possible wrong determination of the parallax can severely

affect the distance determination, and therefore the total velocity of a star.

Lindegren et al. (2018a) pointed out the existence of a global zero point

in parallax of −0.029 mas, derived looking at the parallax distribution of
distant quasars. This offset is expected to be different for bright sources,

and asteroseismic and spectroscopic observations report a global offset of

−0.05 mas for G < 14 (Zinn et al. 2019; Khan et al. 2019). Parallax uncer-
tainties are also affected by systematics, which can be included inflating the

quoted measurement errors by a magnitude-dependent factor (Lindegren

et al. 2018a). Spurious astrometry from Gaia DR2 can be filtered out us-

ing the renormalised unit weight error (Lindegren et al. 2018a). In a recent

paper, Boubert et al. (2019) show that Gaia spectra for stars in crowded

regions could be contaminated by the light coming from nearby sources,

causing a shift in the radial velocity measurement. The authors propose

further quality cuts to select a clean sample of Gaia stars with reliable as-

trometric and spectroscopic measurements.

1.2.5 Gaia and HVSs

The advent of the exquisite astrometric data provided by Gaia has revo-

lutionized our knowledge on high velocity stars. The combination of Gaia

with ground-based spectroscopic surveys has enabled the determination

of precise and accurate total velocities for millions of stars. Marchetti et al.

(2017) first attempted to find HVS candidates in Gaia DR1/TGAS, using a

datamining routine based onmachine learning. Boubert et al. (2018) revis-

ited the origin of previously known unbound objects with the updatedGaia

2https://www.cosmos.esa.int/web/gaia/release

https://www.cosmos.esa.int/web/gaia/release
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DR2 astrometric information. The authors found that, apart from one star

(LAMOSTJ115209.12+120258.0), all the high velocity late-type candidates

are actually bound to the Galaxy, including the ones identified inMarchetti

et al. (2017). For what concerns the late B-type HVS, the new Gaia proper

motions confirm the GC origin for the fastest objects (Brown et al. 2018).

Marchetti et al. (2018a) computed total velocities for all the ∼ 7 million
stars with a radial velocity determination from Gaia DR2, finding 20 stars
with high probabilities of being unbound, but no HVS candidates from the

GC (in agreement with predictions from Marchetti et al. 2018b). Bromley

et al. (2018) supported these findings, extending the search to stars with

precise parallaxes and high tangential velocity. Hattori et al. (2018a) sug-

gested that this sample is composed of old and metal-poor stars, a result

confirmed by Hawkins & Wyse (2018) using high resolution spectroscopy.

Thousands of HVSs with precise proper motions are expected to be con-

tained in the Gaia catalogue (Marchetti et al. 2018b), but these stars are

predicted to be too faint to have a radial velocity from Gaia, a fact that has

so far prevented their discovery.

1.3 Methods used in this thesis

In this section we will quickly describe some of the methods used in this

thesis to analyze and derive properties from the Gaia data: Bayes’ theo-

rem, which is the basic concept behind Bayesian statistics, and machine

learning, which will be used in Chapter 3 to identify HVS candidates.

1.3.1 Bayes’ Theorem

Bayes’ theorem is a direct consequence of the lawof conditional probability.

Indicating with P(A) and P(B) the probabilities of two independent events
A and B, we can write the conditional probability:

P(A|B) =
P(B|A)P(A)

P(B)
. (1.8)

We can now express equation (1.8) in a Bayesian fashion. To do that, we

consider the case in which we want to fit some model parameter θ given

the data x. Equation (1.8) then becomes:

P(θ |x) =
P(x|θ)P(θ)

P(x)
. (1.9)
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This is the most general form of Bayes’ theorem. The term P(θ |x) is called
posterior probability, and represents the probability distribution of the pa-

rameter θ given the data x. The term P(x|θ), called likelihood probability, is
the probability of observing the data x given a certain model parametrized

by θ. The term P(θ) is the prior probability, which represents our prior
knowledge on the parameter θ. The advantage of Bayesian statistics is that

we can incorporate this prior knowledge on the model parameters, which

might come from other experiments. Finally, the term P(x) is called the
model evidence, and is a normalization factor that is usually not consid-

ered (one is interested in relative probabilities), so that equation (1.9) is

just expressed as a proportionality.

A common approach is to determine the likelihood using the chosen

physical model, assume a prior on the parameters, and then sample the

posterior distribution with a Monte Carlo Markov Chain (MCMC) algo-

rithm, such as the affine-invariant ensemble sampler emcee (Foreman-

Mackey et al. 2013).

1.3.2 Machine Learning

Machine learning is a data-driven approach to science, in which the algo-

rithms learn from existing data, to make predictions on new data. The ma-

chine learning approach is generally divided into two classes: supervised

and unsupervised learning. Supervised learning algorithms rely on a train-

ing set: a set of data for which ones know the features (the properties used

for the training) and the desired output. The goal of a supervised learning

algorithm is to learn from the data what is the function that best maps in-

puts into outputs. In regression algorithms, the output is a single real num-

ber, while the goal of classification algorithms is to assign each data-point

to a particular class so that the output of the algorithm is the probability

that each input belongs to a given class. Unsupervised learning algorithms,

on the other hand, do not need a training set for the learning process, but

their goal is to find hidden structures in the data. The most common un-

supervised learning algorithms are clustering algorithms, that aim to find

clustering in a high dimensional space.

The training set comprises of m training examples, each one with n fea-
tures: x(i) ∈ Rn, where the superscript (i) refers to the i-th training point.
In a supervised learning algorithm, each training example x(i) corresponds
to a label y(i), with y(i) ∈ R for regression problems, and y(i) ∈ {0, 1, . . . ,M}

for a classification problem with M distinct classes. The hypothesis func-

tion hΘ(x(i)) represents our best estimate of y(i), which we call ŷ(i). For ex-
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ample, in multivariate linear regression, we compute the hypothesis for a

single data point as:

ŷ(i) ≡ hΘ(x(i)) = θ0 + θ1x(i)1 + · · ·+ θnx(i)n , (1.10)

where Θ = (θ0, . . . , θn) ∈ Rn+1 is the parameter vector. In classification

algorithms, the output of the hypothesis can be interpreted as the proba-

bility that the data point belongs to a certain class. So, for example, in mul-

tivariate logistic regression the hypothesis is computed applying a sigmoid

function to equation (1.10).

The goal of a supervisedmachine learning algorithm is to find the values

of the parameter vectorΘ which minimize the cost function J(Θ), which is
often defined as:

J(Θ) =
1

2m

m∑
i=1

(
ŷ(i) − y(i)

) 2
, (1.11)

which is the sum over all the training examples of the squared difference

between the true labels y and the predicted labels ŷ. The search for the

global minimum of the cost function is usually performed in an iterative

fashion using the gradient descent optimization algorithm, but more ad-

vanced techniques have been proposed to achieve faster convergence (e.g.

Robbins & Monro 1951; Duchi et al. 2011; Singh et al. 2015).

Artificial neural networks are supervised learning algorithms (seeHaykin

2009, for an exhaustive description of neural networks). In chapter 3 of

this thesis, we will make use of a neural network for a binary classifica-

tion problem. The advantage of neural networks is their ability to learn

highly non-linear mapping functions, more complex than the form pre-

sented in equation (1.10). Neural networks are often employed because of

their ability to generalize: to provide reasonable outputs for inputs not en-

countered during the training session. A natural drawback is that overfit-

ting can prevent the algorithm to generalize to new data-points. Overfitting

can be avoided in several ways, both splitting the original training set into

separate datasets that can be used to tune and test the algorithm, and ap-

plying different techniques of regularization bymodifying the cost function

in equation (1.11).

Neural networks are often used for pattern classification, image recog-

nition, and in general high-dimensional problems with a large number of

features. In astronomy, these algorithms are getting popular in different

fields, for example for estimating redshifts or for galaxy classification (e.g.

Dai & Tong 2018; Stivaktakis et al. 2018; Carrasco-Davis et al. 2018).
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1.4 Thesis content

This thesis focuses on the search for the fastest stars in our Galaxy. We

combine modelling, observations, and data mining techniques to identify

and characterize these rare objects in the largest and most precise stellar

catalogue ever produced: the data released from the ESA satellite Gaia.

InChapter 2we createmock catalogues ofHVSs to predict the proper-

ties of theHVS population inGaia. We build threemock catalogues, adopt-

ing different assumptions on the ejection mechanism, including the Hills

mechanism and the interaction between a single star and a massive black

hole binary. In all cases, we find hundreds to thousands of HVSs to be con-

tained in the final Gaia data release with precise proper motions, repre-

senting a huge improvement over the few tens of known candidates. We

show how their identification is not trivial since the bulk of the population

is expected to be too faint to have a radial velocitymeasurement fromGaia.

Therefore new, advanced data mining techniques need to be implemented

to search for these rare objects.

In Chapter 3 we develop, implement and apply a novel data mining

routine based on machine learning techniques, to identify HVS candidates

in the Gaia DR1 TGAS subset. We choose to use an artificial neural net-

work, trained onmockpopulations ofHVSs created inMarchetti et al. (2018b),

as presented in Chapter 2. Because of the missing radial velocity informa-

tion,we choose to use the 5 parameters astrometric solution for the training

process. The application to the TGAS subset results in the identification of

80 stars with high probabilities of being HVSs. Subsequent spectroscopic

follow-ups with the Isaac Newton Telescope in La Palma and cross-match

with spectroscopic surveys of the MW resulted in radial velocities for more

than half of the candidates. We discovered one possibly unbound HVS, 5

bound HVSs, and 5 runaway star candidates with median velocities up to

∼ 780 km s−1.

Chapter 4 focuses on characterizing the high velocity tail of the veloc-

ity distribution of stars in theMW, using the subset of∼ 7million stars with
a radial velocity measurement from Gaia DR2. We derive distances from

Gaia parallaxes using a Bayesian approach, and we then compute total ve-

locities for the whole sample of stars. Focusing on the subset of stars with

reliable astrometric measurements from Gaia, we identify 125 stars with
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predicted probability > 50% of being unbound from the MW, and 20 with

a probability > 80%. Thanks to the precise full phase information given
by Gaia, we can trace back in time these stars in the Galactic potential to

identify their ejection location. We discover 7 stars coming from the stellar

disk, consistent with being runaway stars. Surprisingly, the remaining 13
stars cannot be traced back to any star forming region. These objects have

a preferred extragalactic origin, and they could be the result of the tidal

disruptions of satellite galaxies from the gravitational field of the MW, or

might be runaway stars originating in MW satellite galaxies, such as the

LMC.

In Chapter 5 we use the sample of ∼ 20 unbound late B-type HVSs
from Brown et al. (2014) to give joint constraints on the GC binary pop-

ulation and on the dark matter halo of the MW. We model the ejection

velocity distribution of HVSs adopting the Hills mechanism, and we com-

pare the resulting observed velocity distribution to the HVS data using a

Kolmogorov-Smirnov (KS) statistical test. We find that assuming typical

values observed in Galactic star forming regions for the binary properties

in the GC, a good fit is achieved for dark matter haloes that result into an

escape velocity from the GC to 50 kpc lower than 850 km s−1. For realistic

choices of the mass profile, these haloes are consistent with MW circular

velocity data out to ∼ 100 kpc, and with predictions from the concordance

Λ CDM cosmological model. The discovery of hundreds of HVSs will break

degeneracies between the GC and potential parameters, allowing a system-

atic study of these two different but complementary environments.





21

2| Predicting the hyperveloc-
ity star population in Gaia

T. Marchetti, O. Contigiani, E.M. Rossi, J.G. Albert, A.G.A. Brown,

A. Sesana 2018, MNRAS, 476, 4697-4712

Hypervelocity stars (HVSs) are amongst the fastest objects in ourMilkyWay. These

stars are predicted to come from the Galactic centre (GC) and travel along un-

bound orbits across the Galaxy. In the coming years, the ESA satellite Gaia will

provide the most complete and accurate catalogue of the Milky Way, with full as-

trometric parameters for more than 1 billion stars. In this paper, we present the

expected sample size and properties (mass, magnitude, spatial, velocity distribu-

tions) of HVSs in theGaia stellar catalogue. We build threeGaiamock catalogues

of HVSs anchored to current observations, exploring different ejection mecha-

nisms and GC stellar population properties. In all cases, we predict hundreds to

thousands of HVSs with precise proper motion measurements within a few tens

of kpc from us. For stars with a relative error in total proper motion below 10

per cent, the mass range extends to 10 M� but peaks at ∼ 1 M�. The majority of

Gaia HVSs will therefore probe a different mass and distance range compared to

the current non-Gaia sample. In addition, a subset of a few hundreds to a few

thousands of HVSs with M ∼ 3 M� will be bright enough to have a precise mea-

surement of the three-dimensional velocity fromGaia alone. Finally, we show that

Gaiawill providemore precise proper motionmeasurements for the current sam-

ple of HVS candidates. This will help identifying their birthplace narrowing down

their ejection location, and confirming or rejecting their nature as HVSs. Overall,

our forecasts are extremely encouraging in terms of quantity and quality of HVS

data that can be exploited to constrain both the Milky Way potential and the GC

properties.
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2.1 Introduction

A hypervelocity star (HVS) is a star observationally characterized by two

main properties: its velocity is higher than the local escape velocity from

our Galaxy (it is gravitationally unbound), and its orbit is consistent with

a Galactocentric origin (Brown 2015). The term HVS was originally coined

byHills (1988), and the first detection happened only in 2005 (Brown et al.

2005). Currently ∼ 20 HVS candidates have been found by the MMT HVS
Survey of the northern hemisphere, in a mass range [2.5, 4]M�, and at dis-

tances between 50 kpc and 100 kpc from the Galactic Centre (GC) (Brown

et al. 2014). This restricted mass range is an observational bias due to the

survey detection strategy, that targetsmassive late B-type stars in the outer

halo, that were not supposed to be found there (the halo is not a region

of active star formation), unless they were ejected somewhere else with

very high velocities. Lower mass HVSs have been searched for in the inner

Galactic halo, using high propermotion, high radial velocity, and/ormetal-

licity criteria. Most of these candidates are bound to the Galaxy, and/or

their trajectories seem tobe consistentwith aGalactic disc origin (e.g.Heber

et al. 2008; Palladino et al. 2014; Zheng et al. 2014; Hawkins et al. 2015;

Ziegerer et al. 2015; Zhang et al. 2016; Ziegerer et al. 2017).

One puzzling aspect of the observed sample of B-type HVSs is their sky

distribution: about half of the candidates are clumped in a small region of

the sky (5 % of the coverage area of the MMT HVS Survey), in the direc-

tion of the Leo constellation (Brown 2015). Different ejection mechanisms

predict different distributions of HVSs in the sky, and a full sky survey is

needed in order to identify the physics responsible for their acceleration.

The leading mechanism to explain the acceleration of a star up to ∼

1000 km s−1is theHills mechanism (Hills 1988). According to this scenario,

HVSs are the result of a three body interaction between a binary star and

the massive black hole (MBH) residing in the centre of our Galaxy, Sagit-

tarius A*. In it simpler version, this mechanism predicts an isotropic dis-

tribution of HVSs in the sky. One possible alternative ejection mechanism

involves the interaction of a single star with a massive black hole binary

(MBHB) in the GC (Yu & Tremaine 2003). Current observations cannot

exclude the presence of a secondary massive compact object companion to

Sagittarius A∗, with present upper limits around 104 M� (Gillessen et al.

2017). In this case, the ejection of HVSs becomes more energetic as the bi-

nary shrinks, and it typical lasts for tens of Myr. This results in a ring of

HVSs ejected in a very short burst, compared to the continuous ejection of
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stars predicted by theHills mechanism (e.g. Gualandris et al. 2005; Sesana

et al. 2006, 2008). Other mechanisms involve the interaction of a globu-

lar cluster with a super massive black hole (Capuzzo-Dolcetta & Fragione

2015) orwith aMBHB (Fragione&Capuzzo-Dolcetta 2016), the interaction

between a single star and a stellar black hole orbiting a MBH (O’Leary &

Loeb 2008), and the tidal disruption of a dwarf galaxy (Abadi et al. 2009).

Recent observations have even shown evidence of star formation inside

a galactic outflow ejected with high velocity from an active galactic nu-

cleus (Maiolino et al. 2017), suggesting that HVSs can be produced in other

galaxies in such jets (Silk et al. 2012; Zubovas et al. 2013).

A more recent explanation for the observed B-type HVSs is given by

Boubert et al. (2017b), which interpret the current sample of candidates

clumped in the direction of the Leo constellation as runaway stars from

the LargeMagellanic Cloud (LMC). Alternatively, HVSs could be produced

by an hypothetical MBH in the centre of the LMC with a process that is

analogous to the Hills mechanism (Boubert & Evans 2016).

All these mechanisms predict an additional population of stars, called

bound HVSs. These objects are formed in the same scenario as HVSs, but

their velocity is not sufficiently high to escape from the gravitational field

of the MW (e.g. Bromley et al. 2006; Kenyon et al. 2008). These slower

stars can travel along a wide variety of orbits, making their identification

very difficult (Marchetti et al. 2017).

In the past years HVSs have been proposed as tools to study multiple

components of ourGalaxy. The orbits ofHVSs, spanning an unprecedented

range of distances from the GC, integrate the Galactic potential, making

them powerful tracers to study the matter distribution and orientation of

the MW (i.e. Gnedin et al. 2005; Sesana et al. 2007; Yu & Madau 2007;

Kenyon et al. 2014; Fragione & Loeb 2017). On the other hand, HVSs come

from the GC, therefore they can be used to probe the stellar population

near a quiescent MBH (Kollmeier et al. 2009, 2010). It has been shown

that a fraction of the original companions of HVSs can be tidally disrupted

by the MBH, therefore the ejection rate of HVSs is directly linked to the

growth rate of Sagittarius A∗ (Bromley et al. 2012). A clean sample of HVSs

would be also useful to constrain the metallicity distribution of stars in the

GC. Rossi et al. (2017), adopting the Hills mechanism, first attempted to

constrain both the properties of the binary population in the GC (in terms

of distributions of semi-major axes and mass ratios) and the scale param-

eters of the dark matter halo, using the sample of unbound HVSs from

Brown et al. (2014). They show that degeneracies between the parame-
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ters are preventing us from giving tight constraints, because of both the

restricted number and the small mass range of the HVS candidates.

The ESA satelliteGaia is going to revolutionize our knowledge of HVSs,

shining a new light on their properties and origin. Launched in 2013, Gaia

is currently mapping the sky with an unprecedented accuracy, and by its fi-

nal release (the end of 2022) it will provide precise positions, magnitudes,

colours, parallaxes, and proper motions for more than 1 billion stars (Gaia
Collaboration et al. 2016b,a). Moreover, the Radial Velocity Spectrometer

(RVS) on board will measure radial velocities for a subset of bright stars

(magnitude in theGaiaRVS bandGRVS < 16). On the 14th September 2016
the first data (Gaia DR1) were released. The catalogue contains positions

and G magnitudes for more than 1 billion of sources. In addition, the five

parameter astrometric solution (position, parallax, and proper motions)

is available for a subset of ∼ 2 × 106 stars in common between Gaia and

the Tycho-2 catalogue: the Tycho-Gaia Astrometric Solution (TGAS) cata-

logue (Michalik et al. 2015; Lindegren et al. 2016). The next data release,

Gaia DR2, is planned for the 25th of April 2018, and will be consisting of

the five parameter astrometric solution, magnitudes, and colours for the

full sample of stars (> 109 sources). It will also provide radial velocities for
5 to 7million stars brighter than the 12th magnitude in the GRVS band. Ef-

fective temperatures, line-of-sight extinctions, luminosities, and radii will

be provided for stars brighter than the 17th magnitude in theG band (Katz

& Brown 2017).

A first attempt to findHVSs inGaiaDR1/TGAS canbe found inMarchetti

et al. (2017), who developed a data-mining routine based on an artificial

neural network trained on mock populations to distinguish HVSs from the

dominant background of other stars in the Milky Way, using only the pro-

vided astrometry and no radial velocity information. This approach avoids

biasing the search for HVSs towards particular spectral types, making as

few assumptions as possible on the expected stellar properties. They found

a total of 14 stars with a total velocity in the Galactic rest frame higher than
400 km s−1, but because of large uncertainties, a clear identification of these

candidates as HVSs is still uncertain. Five of these stars have a probability

higher than 50%of being unbound from theMW. Becausemost of the stars

havemasses of the order of the Solarmass, they form a different population

compared to the observed late B-type stars.

In this work, we forecast the sample size and properties of theHVS data

expected in the next data releases of Gaia, starting in April with DR2. The

manuscript is organised as follows. In Section 2.2 we explain how we build
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our first mock catalogue of HVSs, the Vesc catalogue, using a simple as-

sumption on the total stellar velocity, and how we simulate Gaia obser-

vations of these stars. Here we present our first results: how many HVSs

we are expecting to find in the Gaia catalogue using this first simple cat-

alogue. In Section 2.3 we specialise our estimates on HVSs adopting the

Hills mechanism, drawing velocities from a probability distribution, and

we show how previous estimates and results change because of this as-

sumption. In Section 2.4 we build the third mock catalogue, the MBHB

catalogue, assuming that HVSs are produced following the three-body in-

teraction of a star with a MBHB. Here we also discuss the resulting num-

ber estimates. Finally, in Section 2.5 we estimate Gaia errors on the cur-

rent sample of HVS candidates presented in Brown et al. (2015), and in

Section 2.6 we summarize our results for the different catalogues, and we

discuss their implications and limitations in view of the following data re-

leases from the Gaia satellite.

2.2 The “Vesc” Mock Catalogue: A Simple Ap-

proach

We create synthetic populations of HVSs in order to assess and forecast

Gaia’s performance in measuring their proper motions and parallax. We

characterise the astrometric and photometric properties of the stars using

their position inGalactic coordinates (l, b, r) andmassM, and then estimate

Gaia’s precision in measuring these properties.

In this sectionwe choose to compute the total velocity v of aHVS adopt-

ing a simple conservative approach, i.e. to assume it equal to the escape

velocity from the Galaxy at its position:

v(l, b, r) = vesc(l, b, r). (2.1)

Our decision ismotivated by the choice not to focus on a particular ejec-

tion mechanism, but just to rely on the definition of a HVS as an unbound

object. In addition to that, proper motions for a star travelling away from

the GC on a radial orbit are directly proportional to the velocity, see equa-

tions (2.2) and (2.3), therefore a higher velocity (e.g. for an unbound star)

would result in a lower relative error in total propermotion,making the de-

tection by Gaia even more precise (refer to Section 2.2.3). This catalogue

does not make any assumption on the nature and origin of HVSs, and the

impact of adopting a particular ejection mechanism for modelling the ve-
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locity distribution is explored in Sections 2.3 and 2.4, where we also intro-

duce predictions for the expected bound population of HVSs.

For clarity and reference within this paper, we refer to this first cata-

logue as Vesc.

2.2.1 Astrometric Characterization of a HVS

In first approximation, HVSs are travelling away from the Milky Way on

radial trajectories. This assumption holds if we consider the contribution

given by the stellar disc to be sub-dominant in the total deceleration of the

star (Kenyon et al. 2014), and if we neglect deviations from spherical sym-

metry in the dark matter halo (Gnedin et al. 2005). For a given position in

the sky (l, b, r), it is possible to derive the combination of proper motions
in Galactic coordinates (µl∗ ≡ µl cos b, µb) which is consistent with a star
flying away from the GC on a straight line:

µl∗(l, b, r) =
p̂ · v(l, b, r)

r
= v(l, b, r)

d�

r
sin l

rGC(l, b, r)
, (2.2)

µb(l, b, r) =
q̂ · v(l, b, r)

r
= v(l, b, r)

d�

r
cos l sin b
rGC(l, b, r)

, (2.3)

where p̂ and q̂ are unit basis vectors defining the plane tangential to the ce-

lestial sphere, d� is the distance between the Sunand theGC, and rGC(l, b, r) =√
r2 + d2

� − 2rd� cos l cos b is the Galactocentric distance of the star. In the
following, wewill assume d� = 8.2 kpc (Bland-Hawthorn&Gerhard 2016).
In order to simulate how these stars will appear in the Gaia catalogue, we

correct propermotions for themotion of the Sun and for the local standard

of rest (LSR) velocity, following Schönrich (2012).

The total velocity v, equal to the escape velocity from the Milky Way in

that position, is computed assuming a three component Galactic potential:

a Hernquist bulge (Hernquist 1990):

φb(rGC) = −
GMb

rGC + rb
, (2.4)

a Miyamoto & Nagai disk in cylindrical coordinates (RGC, zGC) (Miyamoto
& Nagai 1975):

φd(RGC, zGC) = −
GMd√

R2
GC

+
(
ad +

√
z2
GC

+ b2
d

) 2 , (2.5)
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Table 2.1: Parameters for the three-components Galactic potential adopted in the paper.

Component Parameters

Bulge Mb = 3.4 · 1010 M�

rb = 0.7 kpc
Disk Md = 1.0 · 1011 M�

ad = 6.5 kpc
bd = 0.26 kpc

Halo Mh = 7.6 · 1011 M�

rs = 24.8 kpc

and a Navarro-Frenk-White (NFW) halo profile (Navarro et al. 1996):

φ(rGC) = −
GMh

rGC
ln

(
1 +

rGC
rs

)
. (2.6)

The adopted values for the potential parameters Mb, rb, Md, ad, bd, Mh,

and rs are summarized in Table 2.1. The mass and radius characteristic pa-
rameters for the bulge and the disk are taken from Johnston et al. (1995);

Price-Whelan et al. (2014); Hawkins et al. (2015), while the NFW param-

eters are the best-fit values obtained in Rossi et al. (2017). This choice of

Galactic potential has been shown to reproduce the main features of the

Galactic rotation curve up to 100 kpc (Huang et al. (2016), see Fig. A1 in
Rossi et al. 2017).

As a result of Gaia scanning strategy, the total number of observations

per object depends on the ecliptic latitude of the star β, whichwe determine

as (Jordi et al. 2010):

sin β = 0.4971 sin b + 0.8677 cos b sin(l − 6.38◦). (2.7)

To complete the determination of the astrometric parameters, we sim-

ply compute parallax as $ = 1/r, where $ is expressed in arcsec and r in
parsec.

2.2.2 Photometric Characterization of a HVS

Knowing the position and the velocity of a HVS in the Galaxy, we nowwant

to characterize it from a photometric point of view, sinceGaia errors on the

astrometry depend on the brightness of the source in the Gaia passbands.

To compute the apparent magnitudes in different bands, we need to

know the age of the HVS at the given celestial location at the moment of

its observation. This is required in order to correctly estimate its stellar
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parameters (radius, luminosity, and effective temperature) and the corre-

sponding spectrum.We estimate the flight time tf, the time needed to travel
from the ejection region in the GC to the observed position, as:

tf(l, b, r) =
rGC(l, b, r)
v0(l, b, r)

, (2.8)

where v0(r, l, b) is the velocity needed for a star in the GC to reach the ob-
served position (r, l, b)with zero velocity. We compute v0 using energy con-

servation, evaluating the potential in the GC at r = 3 pc, the radius of in-
fluence of the MBH (Genzel et al. 2010). Since HVSs are decelerated by

the Galactic potential, tf is a lower limit on the actual flight time needed
to travel from 3 pc to the observed position. We then compare this time

to the total main sequence (MS) lifetime tMS(M), which we compute us-
ing analytic formulae presented in Hurley et al. (2000)1, assuming a solar

metallicity value (Brown 2015). If tf > tMS we exclude the star from the cat-

alogue: its lifetime is not long enough to reach the corresponding position.

On the other hand, if tf < tMS, we estimate the age of the star as:

t(M, l, b, r) = ε
(
tMS(M) − tf(l, b, r)

)
, (2.9)

where ε is a random number, uniformly distributed in [0, 1].

We evolve the star along its MS up to its age t using analytic formu-
lae presented in Hurley et al. (2000), which are functions of the mass and

metallicity of the star.We are then able to get the radius of the star R(t), the
effective temperature Teff(t), and the surface gravity log g(t). Chi-squared
minimization of the stellar parameters Teff(t) and log g(t) is then used to
find the corresponding best-fitting stellar spectrum, and therefore the stel-

lar flux, from theBaSeLSEDLibrary 3.1 (Westera&Buser 2003), assuming

a mixing length of 0 and a an atmospheric micro-turbulence velocity of 2
km s−1.

At each point of the sky we estimate the visual extinction AV using the
three-dimensional Galactic dust map MWDUST2 (Bovy et al. 2016). The

visual extinction is then used to derive the extinction at other frequencies

Aλ using the analytical formulae in Cardelli et al. (1989), assuming RV =
3.1.

Given the flux F(λ) of the HVS and the reddening we can then com-
pute the magnitudes in the Gaia G band, integrating the flux in the Gaia

1We assume the MS lifetime to be equal to the total lifetime of a star.
2https://github.com/jobovy/mwdust

https://github.com/jobovy/mwdust
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passband S(λ) (Jordi et al. 2010):

G = −2.5 log

( ∫
dλ F(λ) 10−0.4Aλ S(λ)∫

dλ FVega(λ) S(λ)

)
+ GVega. (2.10)

The zero magnitude for a Vega-like star is taken from Jordi et al. (2010).

Similarly, integrating the flux over the Johnson-Cousins V and IC filters,

we can compute the colour index V − IC (Bessell 1990). We then compute

the magnitude in the Gaia GRVS band using polynomial fits in Jordi et al.

(2010).

2.2.3 Gaia Error Estimates

We use the Python toolkit PyGaia3 to estimate post-commission, end-of-

mission Gaia errors on the astrometry of our mock HVSs. Measurement

uncertainties depend on the ecliptic latitude, Gaia G band magnitude, and

the V − IC colour of the star, which we all derived in the previous sections.
We can therefore reconstruct Gaia precision in measuring the astrometric

properties of each HVS, which we quantify as the (uncorrelated) relative

errors in total proper motion zµ ≡ σµ/µ, and in parallax z$ ≡ σ$/$.

2.2.4 Number Density of HVSs

In order to determine howmanyHVSsGaia is going to observewith a given

precision, we need to model their intrinsic number density. We assume a

continuous and isotropic ejection from the GC at a rate Ṅ . Indicating with
ρ(rGC,M) the number density of HVSs with mass M at a Galactocentric

distance rGC, we can simply write the total number of HVSs with mass M
within rGC as:

N(< rGC, M) =

∫ rGC

0
4πr ′2ρ(r ′, M)dr ′. (2.11)

We assume HVSs to travel for a time tF = rGC/vF to reach the observed
position, where vF = 1000 km s−1 is an effective average travel velocity.

We also neglect the stellar lifetime after its MS, which could only extend

by ∼ 10% the travel time. Current observations seem to suggest that the

ejection of a HVS occurs at a random moment of its lifetime: tej = ηtMS

3https://github.com/agabrown/PyGaia

https://github.com/agabrown/PyGaia
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(Brown et al. 2014), with η being a random number uniformly distributed

in [0, 1]. We can then only observe a HVS at a distance rGC if tF satisfies:

tF =
rGC
vF
< tMS − tej = tMS(1 − η). (2.12)

We can then write the total number of HVSs of mass M within rGC as:

N(< rGC, M) = φ(M)Ṅ
rGC
vF

1

0
θ

(
tMS(1 − η) −

rGC
vF

)
dη, (2.13)

where φ(M) is the mass function of HVSs, and θ(x) is the Heaviside step
function. Differentiating this expression, we get:

∂N(< rGC, M)

∂rGC
=φ(M)

Ṅ
vF

1

0

[
θ

(
tMS(1 − η) −

rGC
vF

)
+

− δ

(
tMS(1 − η) −

rGC
vF

)
rGC
vF

]
dη,

(2.14)

where δ(x) is the Dirac delta function. Evaluating the integral and compar-
ing this equation with the one obtained by differentiating equation (2.11)

with respect to rGC, we can express the number density of HVSs within a
given Galactocentric distance rGC and with a given mass M as:

ρ(rGC,M) =θ

(
tMS(M) −

rGC
vf

)
φ(M) ·

(
Ṅ

4πvf r2
GC

+

−
Ṅ

2πrGC tMS(M)v2
f

)
.

(2.15)

Brown et al. (2014), taking into account selection effects in the MMT HVS

Survey, estimated a total of ' 300 HVSs in the mass range [2.5, 4] M� over

the entire sky within 100 kpc from the GC, that is:

N
(
rGC < 100 kpc, M ∈ [2.5, 4] M�

)
= εfṄ

100kpc

vf
= 300. (2.16)

In this equation, εf is the mass fraction of HVSs in the [2.5, 4] M� mass

range, taking into account the finite lifetime of a star:

εf = ε0
4M�

2.5M�
φ(M)dM1

0 θ

(
tM(1 − η) −

100kpc

vf

)
dη. (2.17)
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Assuming a particularmass functionwe can therefore estimate the ejection

rate Ṅ needed to match observations using equation (2.16) and (2.17). In

the followingwewill assume aKroupa IMF (Kroupa 2001), forwhichwe get

Ṅ ' 2.8 · 10−4 year−1. This estimate is consistent with other observational
and theoretical estimates (Hills 1988; Perets et al. 2007; Zhang et al. 2013;

Brown et al. 2014).

For each object in themock cataloguewe can then compute the intrinsic

number density of HVSs in that given volume dVdM using equation (2.15).

With a coordinate transformation to the heliocentric coordinate system,

the corresponding number of HVSs in the volume element dV dM is:

N(l, b, r,M) = ρ(rGC,M)dVdM

= ρ(l, b, r,M)r2 cos b dl db dr dM .
(2.18)

2.2.5 “Vesc” Catalogue:NumberEstimatesofHVSs inGaia

We sample the space (l, b, r,M)with a resolution of ∼ 6◦ in l, ∼ 3◦ in b, ∼ 0.7
kpc in r and ∼ 0.15 M� in M. For each point we count how many HVSs lay

in the volume element dV dM using equation (2.18). We want to stress that

the results refer to the end-of-mission performance of the Gaia satellite.

Fig. 2.1 shows the cumulative radial distribution of HVSs within 40 kpc:
stars which will be detectable by Gaia with a relative error on total proper

motion below 10% (1%) are shown with a blue (purple) line, and those with
a relative error on parallax below 20% with a red line. The total number

of HVSs with a relative error on total proper motion below 10% (1%) is 709
(241). The total number ofHVSswith a relative error on parallax below 20%
is 40. We have chosen a relative error threshold of 0.2 in parallax because,
for such stars, it is possible to make a reasonable distance estimate by sim-

ply inverting the parallax, without the need of implementing a full Bayesian

approach (Bailer-Jones 2015; Astraatmadja & Bailer-Jones 2016a,b). This

is a great advantage, because uncertainties due to the distance determina-

tion dominate the errorbars in total velocity (Marchetti et al. 2017). In all

cases we can see that almost all detectable HVSs will be within 10 kpc from

us.

Fig. 2.2 shows the total number of HVSs expected to be found in the

Gaia catalogue as a function of the chosen relative error threshold in total

proper motion (solid) and parallax (dashed). We see that there is a total of

∼ 1000 (∼ 60) HVSs with a relative error on total proper motion (parallax)
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Figure 2.1: Vesc catalogue: cumulative radial distributions of HVSs: the total number of
HVSs within a heliocentric radius r. The blue (purple) line shows the cumulative radial
distribution for HVSs which will be observable by Gaia with a relative error on total proper
motion below 10% (1%). The red line refers to those stars with a relative error on parallax
below 20%.
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Figure 2.2: Vesc catalogue: cumulative number of HVSs in the Gaia catalogue for a relative
error on total proper motion (solid line) and parallax (dashed line) within a given relative error
threshold.
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Figure 2.3: Vesc catalogue: heliocentric distance (upper panel) and mass (lower panel)
distribution for HVSs detectable by Gaia with a relative error on total proper motion below
10% (solid), 1% (dashed), and for the golden sample of HVSs with a three-dimensional
velocity by Gaia alone (dot-dashed).

below 30%. This imbalance reflects the lower precision with which Gaia is
going to measure parallaxes compared to proper motions.

Since proper motions are the most precise astrometric quantities, we

quantify the radial andmass distribution of these precisely-measuredHVSs

in Fig. 2.3. The solid and dashed curves refer, respectively, to stars de-

tectable with a relative error on total proper motion below 10% and 1%.
Most HVSs with precise proper motions measurement will be at r ' 8.5
kpc, but the high-distance tail of the distribution extends up to ∼ 40 kpc for
HVSs with zµ < 10%. The most precise proper motions will be available for
stars within ∼ 20 kpc from us. Also the mass distribution has a very well-

defined peak which occurs at Mpeak ' 1 M�, consistent with observational

results in Marchetti et al. (2017). This is due to two main factors. The cho-

sen IMF predicts many more low-mass than high mass stars, therefore we

would expect a higher contribution from low-mass stars, but on the other

hand low-mass stars tend to be fainter, and therefore will be detectable by
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Figure 2.4: Vesc catalogue: cumulative distribution of HVSs in the Gaia GRVS passband
(the golden sample). We estimate a total of 115 HVSs brighter than the 16th magnitude in
this filter.

Gaia with a larger relative error. These two main contributions shape the

expected mass function of HVSs in the catalogue.

Thanks to our mock populations and mock Gaia observations, we can

also determine for howmanyHVSsGaiawill provide a radial velocitymea-

surement. We refer to this sample as the golden sample of HVSs, since

these stars will have a direct total velocity determination by Gaia. To ad-

dress this point we compute the cumulative distribution of magnitudes in

theGRVS passband, as shown in Fig. 2.4. There is a total of 115HVSs which
satisfy the conditionGRVS < 16, required for the Radial Velocity Spectrom-
eter to provide radial velocities. The dot-dashed line in Fig. 2.3 shows the

distance and mass distribution for the golden sample of HVSs. The radial

distribution is similar to the one shown in Fig.2.3, with a peak at r ' 8.5
kpc. The mass distribution instead has a mean value ' 3.6 M� and a high-

mass tail which extends up to ' 6 M�.

Fig. 2.5 shows the cumulative distribution function of stars in the golden

samplewith a relative error onpropermotion (solid) andonparallax (dashed)

below a given threshold. This plot shows that proper motions will be de-

tected with great accuracy for all of the stars: zµ . 0.4% over the whole

mass range. 39 of these stars (34% of the whole golden sample) will have

z$ < 20%, and therefore it will be trivial to determine a distance for these
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Figure 2.5: Cumulative fraction of HVSs in the golden sample within a certain threshold for
relative errors in total proper motion (solid) and parallax (dashed). The black curves refer to
the Vesc catalogue, while the red dashed one to the Hills catalogue (refer to Section 2.3).
The red solid line overlaps with the black one, therefore it is not shown in the plot. The two
curves for the MBHB catalogue coincide with the ones for the Vesc catalogue, and thus are
not shown.

stars, by simply inverting the parallax.

Estimates in Gaia DR1/TGAS and DR2

On September 14th 2016, Gaia DR1 provided positions and G magnitudes

for all sources with acceptable errors on position (1142679769 sources), and
the full five-parameters solution (α, δ,$, µα∗, µδ) for stars in common be-

tween Gaia and the Tycho-2 catalogue (2057050 sources, the TGAS cata-
logue) (Gaia Collaboration et al. 2016b,a; Lindegren et al. 2016).

To estimate the number of HVSs expected to be found in the TGAS sub-

set of the first data release, we repeat the analysis of Section 2.2.5 consid-

ering the principal characteristics of the Tycho-2 star catalogue (Høg et al.
2000). We employ a V < 11 magnitude cut, corresponding to the ∼ 99%
completeness of the Tycho-2 catalogue (Høg et al. 2000). We find a total

of 0.46 HVSs surviving this magnitude cut. This result is consistent with
results in Marchetti et al. (2017), which find only one star with both a pre-

dicted probability> 50%of being unbound from theGalaxy and a trajectory

consistent with coming from the GC.

Gaia data release 2, planned for April 2018, will be the first release pro-
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viding radial velocities. It will consists of the five-parameter astrometric

solution for the full billion star catalogue, and radial velocity will be pro-

vided for stars brighter thanGRVS = 12. We find a total of 2HVSs to survive
the GRVS < 12magnitude cut.

2.3 The “Hills” Catalogue

In the previous analysis we derived model independent estimates for un-

bound stars, by assuming that the total velocity of a HVS in a given point is

equal to the local escape velocity from the Milky Way. In this and the next

section, we instead employ a physically motivated velocity distribution. In

this sectionwe adopt theHillsmechanism (Hills 1988), themost successful

ejection mechanism for explaining current observations (Brown 2015). In

this case we will have a population of bound HVSs, in addition to the un-

bound ones (see discussion in Section 2.1). We call this catalogue Hills, to

differentiate it from the simpler Vesc catalogue introduced and discussed

in Section 2.2.

2.3.1 Velocity Distribution of HVSs

We start by creating a synthetic population of binaries in the GC, following

and expanding the method outlined in Rossi et al. (2017) and Marchetti

et al. (2017). We identify three parameters to describe binary stars: the

mass of the primary mp (the more massive star), the mass ratio between

the primary and the secondary q < 1, and the semi-major axis of the orbit
a. For the primary mass, we assume a Kroupa initial mass function in the
range [0.1, 100]M�, which has been found to be consistent with the initial

mass function of stellar populations in the GC (Bartko et al. 2010). We as-

sume power-laws for the distributions of mass ratios and semi-major axes:

fq ∝ qγ, fa ∝ aα, with γ = −1, α = −3.5. This combination is consistent
with observations of B-type binaries in the 30Doradus star forming region
of the LMC (Dunstall et al. 2015), and provides a good fit to the known

HVS candidates from the HVS survey for reasonable choices of the Galac-

tic potential (Rossi et al. 2017). The lower limit for a is set by the Roche
lobe overflow: amin = 2.5max(Rp, Rs), where Rp and Rs are, respectively,

the radius of the primary and secondary star. The radius is approximated

using the simple scaling relation Ri ∝ mi, with i = p, s. We arbitrarily set

the upper limit of a to 2000 R�.
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Figure 2.6: Sequence of events in the life of a HVS with a total lifetime tMS(M) < tMW. The
instant 0 corresponds to the time when the MW was formed, while tMW is today, when we
observe the HVS in the sky. The time t0 (tej) is the age of the Galaxy when the HVS was
born (ejected). The time t ′ is the flight time of the HVS, while tage is its present age.

Kobayashi et al. (2012) showed that, for a binary approaching theMBH

on a parabolic orbit, there is an equal probability of ejecting either the pri-

mary or the secondary star in the binary. We then randomly label one star

per binary as HVS (mass M) and the other one as the bound companion

(mass mc). Following Sari et al. (2010); Kobayashi et al. (2012); Rossi et al.

(2014) we then sample velocities from an ejection distribution which de-

pends analytically on the properties of the binary approaching the MBH:

vej =

√
2Gmc

a

(
M•

mt

) 1/6
, (2.19)

where M• = 4.3 · 106 M� is the mass of the MBH in our Galaxy (Ghez et al.

2008; Gillessen et al. 2009; Meyer et al. 2012), mt = M + mc is the total

mass of the binary, and G is the gravitational constant. This equation rep-

resents the resulting ejection velocity after the disruption of the binary for

a star at infinity with respect only to the MBH potential. Rigorously, there

should be a numerical factor depending on the geometry of the three-body

encounter in front of the square root, but it has been shown to be of the

order of unity when averaged over the binary phase, and not to influence

the overall velocity distribution (Sari et al. 2010; Rossi et al. 2014).

2.3.2 Flight Time Distribution of HVSs

Following the discussion in Section 2.2.2, the flight time t ′ of a HVS is de-
fined as the time between its ejection from the GC and its observation. We

assume the total lifetime of a star ofmassM to be equal to itsmain sequence

lifetime tMS(M), andwe also assume tMW = 13.8Gyr to be the current age of
the MW (Planck Collaboration et al. 2016). We compute the average fight
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time for stars to which the condition tMS(M) < tMW applies. We call t0 and
tej, respectively, the age of the Galaxy at the instant when a HVS visible to-
day is born and when the star is ejected. We assume t0 to be distributed
uniformly between tMW − tMS(M) and tMW:

t0(M) = tMW − tMS(M)(1 − ε1), (2.20)

and tej to be distributed uniformly between t0(M) and tMW:

tej(M) = t0(M) + ε2(tMW − t0(M)). (2.21)

In the above expressions, ε1 and ε2 are two random numbers uniformly

distributed in [0, 1]. Finally, we can express the flight time of a HVS as:

t ′(M) = tMW − tej(M) = ε1ε2tMS(M), (2.22)

where ε1 ≡ (1 − ε1) and ε2 ≡ (1 − ε2) are two random numbers uniformly

distributed in [0, 1]. Figure 2.6 visually presents the relevant time intervals.
The probability density function for t ′ is then:

f (t ′,M) = −
1

tMS(M)
log

t ′(M)

tMS(M)
. (2.23)

We can then write the survival function g(t ′,M), the fraction of HVSs alive
at a time t ′ after the ejection, as:

g(t ′,M) = 1 −

∫ t′

0
f (τ,M)dτ = 1 +

t ′(M)

tMS(M)

(
log

t ′(M)

tMS(M)
− 1

)
. (2.24)

We can express the age of a HVS at the moment of its observation as:

tage(M) = tMW − t0(M) = ε1tMS(M). (2.25)

To take into account low-mass stars with tMS(M) > tMW, we rewrite equa-
tions (2.22) and (2.25) as:

t ′(M) =

{
ε1ε2tMS(M) if tMS(M) < tMW
ε1ε2tMW if tMS(M) > tMW

, (2.26)

tage(M) =

{
ε1tMS(M) if tMS(M) < tMW
ε1tMW if tMS(M) > tMW

. (2.27)



2.3 The “Hills” Catalogue 39

2.3.3 Initial Conditions and Orbit Integration

The ejection velocity for the Hills mechanism, given by equation (2.19), is

the asymptotic velocity of a HVS at an infinite distance from the MBH. In

practice, we model this distance as the radius of the gravitational sphere of

the influence of the black hole, which is constrained to be of the order of

r̄0 = 3 pc (Genzel et al. 2010). We then initialize the position of each star

at a distance of r̄0, with random angles (latitude, longitude) drawn from

uniform spherical distributions. Velocities are drawn according to equation

(2.19), and the velocity vector is chosen is such a way to point radially away

from the GC at the given initial position, so that the angular momentum of

the ejected star is zero.

The following step is to propagate the star in the Galactic potential up

to its position (l, b, r) after a time t ′ from the ejection. We do that assuming

the potential model introduced in Section 2.2.1. The orbits are integrated

using the publicly available Python package galpy4 (Bovy 2015a) using a

Dormand-Prince integrator (Dormand&Prince 1980). The time resolution

is kept fixed at 0.015Myr.We check for energy conservation as a test for the

accuracy of the orbit integration.

We therefore obtain for each star its total velocity v in the observed po-

sition, and we build a mock catalogue of HVSs with relative errors on as-

trometric properties, following the procedure outlined in Sections 2.2.1 to

2.2.3.

2.3.4 “Hills”Catalogue:NumberEstimatesofHVSs inGaia

Westart by estimating the number ofHVSs currently present in ourGalaxy.

We call dn
dM (M) the normalized probability density function ofmasses upon

ejection. We note that this is not a Kroupa function, because the HVS is

not always the primary star of the binary, and the secondary star is drawn

according the mass ratio distribution fq ∝ q−3.5. Assuming that HVSs have

been created at a constant rate η for the entire Milky Way’s lifetime tMW,
the present Galactic population of HVSs in the mass range [0.5, 9]M� is:

N = η

∫ tMW

o

dt ′
∫ 9M�

0.5M�

dM
dn
dM

(M)g(t ′,M). (2.28)

We choose to restrict ourselves to the mass range [0.5, 9]M� because stars

with higher or lower masses are, respectively, very rare given our chosen

4https://github.com/jobovy/galpy

https://github.com/jobovy/galpy
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Figure 2.7: Hills catalogue: distribution of total velocities in the Galactocentric rest frame
for the HVSs with a relative error on total proper motion below 10% (blue), 1% (purple), and
with a radial velocity measurement (yellow).
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Figure 2.8: Hills catalogue: cumulative distribution of HVSs in the Gaia GRVS passband.
We estimate a total of 2140 HVSs brighter than the 16th magnitude in this filter, and 19
HVSs brighter than the 12th magnitude.
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Figure 2.9: Hills catalogue: sky distribution in Galactic coordinates of the current population
of HVSs in our Galaxy (105 stars).
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Figure 2.10: Hills catalogue: distribution in Galactocentric cylindrical coordinates (R, z) of
all HVSs (left), bound HVSs (centre), and unbound HVSs (right) within 15 kpc from the
Galactic Centre.
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IMF or not bright enough to be detectable by Gaia with good precision.

Assuming the value η = 2.8 · 10−4 yr−1 derived in Section 2.2.4, anchored
to the current observations of HVSs, we get N ' 105. We thus generate 105

HVSs in the GC as explained in the previous sections, and we propagate

them in the Galaxy.

We can now use this realistic mock catalogue to predict the main prop-

erties of the Galactic population of HVSs. We find:

• 52% of the total number of stars travel along unbound orbits. Note

that this does not imply that most of the HVSs will be detected with

high velocities: given our choice of the Galactic potential, the escape

velocity curve decreases to a fewhundreds of km s−1 at large distances

from the GC (& 100 kpc). Therefore a large number of HVSs is classi-
fied as unbound even if velocities are relatively low. In particular, we

find 5% (6%) of the stars with zµ < 0.1 (zµ < 0.01) to be unbound from
the MW. The distribution of total velocities in the Galactic rest frame

is shown in Fig. 2.7, where we can see that the distribution peaks at

v < 500 km s−1. The blue (purple) curve refers to HVSs that will be

detected by Gaia with a relative error on total proper motion below

10% (1%), while the yellow curve is the distribution of HVSs with a

radial velocity measurement. We can see that majority of stars with

extremely high velocities (v & 1000 km s−1) will not be brighter than

GRVS = 16, but few of them will be included in the catalogue, becom-

ing the fastest known HVSs. The majority of stars, having low veloc-

ities, could easily be mistaken for disc, halo, or runaway stars, based

on themodule of the total velocity only (refer to discussion in Section

2.6).

• 2.1% of the HVSs will have GRVS < 16 with Gaia radial velocities.

This amounts to 2140 stars. The proper motion and parallax error
distributions for this golden sample of HVSs are shown in Fig. 2.5.

The cumulative distribution function ofGRVSmagnitudes for all stars

in the mock catalogue is shown in Fig. 2.8. 68 of the GRVS < 16 stars
are unbound. 165 of the GRVS < 16 have total velocity above 450 km
s−1.

• From Fig. 2.8 we can see that 19 stars are brighter than the 12thmag-
nitude in the GRVS band, so there will be direct Gaia radial veloc-

ity measurements already in Gaia DR2. We find 0 of these stars to
be unbound from the MW. Proper motion error estimates for Gaia
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DR2 can be obtained rescaling the errors from PyGaia by a factor5

(60/21)1.5 ∼ 4.8. We find all the 19 stars to have relative errors in
total proper motion . 0.01%, and in parallax . 20%.

• 250 unboundHVSs withmasses in [2.5, 4]M� are within 100 kpc from
the GC. This number is consistent with the observational estimate in

Brown et al. (2014).

Fig. 2.9 shows the distribution in Galactic coordinates of the popula-

tion of 105 HVSs, while Fig. 2.10 shows the distribution in Galactocentric
cylindrical coordinates of the HVSs within 15 kpc from the Galactic Cen-

tre. In all cases we can see that most HVSs lie in the direction of the GC:

(l, b) = (0, 0). This is due to the presence of the population of bound HVSs,
whose velocity is not high enough to fly away from the Milky Way, and

therefore they spend their lifetime in the central region of the Galaxy on

periodic orbits. Fig. 2.10 also shows how the majority of HVSs in the inner

part of the Galaxy are travelling on bound orbits.

The distance distribution of the HVS sample is shown in the top panel

of Fig. 2.11 for three samples: stars with a relative error on total proper

motion below 10% (blue), below 1% (purple), andwith a three-dimensional

velocity determination (yellow). We can see that most stars lie within few

tens of kpc from us, with only a few objects at distances ∼ 50 kpc. We also

note the substantial overlap between the purple and the yellow histogram,

suggesting again that HVS with a radial velocity measurement will have an

accurate total velocity byGaia. The peak in the distributions, below 10 kpc,
well agrees with the one shown in Fig. 2.3.

We show the mass distribution of the sample of HVSs in the bottom

panel of Fig. 2.11. The colour code is the same as before. As expected, mas-

sive stars are brighter, andwill therefore bemeasured byGaiawith a higher

precision. This reflects in the fact that the distributionpeaks to highermasses

for lower relative error thresholds (brighter stars). In any case, we see that

the shape of the curves resembles the ones obtained with the simple ap-

proach described in Section 2.2 (see Fig. 2.3).

We can compare our estimates with results fromMarchetti et al. (2017),

who data-mined Gaia DR1/TGAS searching for HVSs. In the Hills cata-

logue we find a total of 5HVSs with a magnitude in the V band lower than

11, the ∼ 99% completeness of the Tycho-2 catalogue (Høg et al. 2000).

5This numerical factor is derived considering that Gaia DR2 uses 21 months of input
data, and that the error on proper motion scales as t−1.5 (taking into account both the pho-
ton noise and the limited time baseline).
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Figure 2.11: Hills catalogue: heliocentric distance (top) and mass (bottom) distribution of
the HVSs with a relative error on total proper motion below 10% (blue), 1% (purple), and
with a radial velocity measurement by Gaia (yellow).
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None of these stars are unbound, and the typical velocities are < 400 km
s−1.

2.4 The “MBHB” Catalogue

In this section,we explain howwe create amockpopulation ofHVSs ejected

by a hypothetical massive black hole binary in the GC. We rely on results

from full three-body scattering experiments presented in Sesana et al. (2006).

In the following we will assume a massive black hole companion to Sagit-

tarius A∗ with a mass Mc = 5 · 103 M�, which can not be ruled out by the

latest observational results of S stars in the Galactic Centre (Gillessen et al.

2017). We assume a stellar density in the GC ρ = 7 · 104 M� pc
−3 and a

velocity dispersion of stars in the GC σ = 100 km s−1 (Sesana et al. 2007).

The MBHB, with mass ratio q ' 1.2 · 10−3, is assumed to be in a circular
orbit, with an initial separation a0 = 0.01 pc at a given time t0 after the
MilkyWas formed, corresponding to a look-back time tlb. Using the results
presented in Sesana et al. (2006), we adopt the best-fit parameters for the

lowest mass ratio explored in their simulation, i.e. q = 1/243. This choice
is motivated by noticing that the authors’ results do not vary appreciably

when comparing results obtained for different mass ratios (see Fig.3 and 5

in Sesana et al. 2006). In the following we will assume that the orbit of the

MBHB remains circular as the binary shrinks.

2.4.1 Ejection of HVSs by the MBHB

We create a grid of 100 semi-major axes evenly spaced on a logarithmic
scale, from a minimum value equal to 0.01 ah, to a maximum value of a0.
The value ah defines the minimum separation of a hard binary (Quinlan

1996):

ah =
GMc

4σ2
' 110 au. (2.29)

The total stellar mass ejected by the binary in each bin is computed as

Sesana et al. (2006):

∆Mej = J(M• + Mc)∆ ln

(
ah
a

)
, (2.30)

where a is the semi-major axis of the MBHB, and the mass ejection rate
J = J(a) is computed using the fitting function presented in Sesana et al.
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(2006), with best-fit parameters for a circular orbit with mass ratio q =
1/243.

Rates of Orbital Decay

We now compare the rate of orbital decay of the MBHB due to the ejection

of HVSs to the one due to the emission of gravitational waves (GWs). We

determine the hardening rate of the binary following Quinlan (1996):

H =
σ

Gρ
d
dt

(
1

a

)
. (2.31)

A hard binary (a < ah) hardens at a constant rate H.
The rate of orbital decay due to the ejection of HVSs is then computed

as:

da
dt

�����
HVS

= −
GρH
σ

a2, (2.32)

where the hardening rate H = H(a) is computed using the numerical fit in
Sesana et al. (2006) assuming a circular binary with q = 1/243.

The rate of orbital decay due to the emission of gravitational radiation

can be approximated by (Peters 1964):

da
dt

�����
GW

= −
64

5
G3c5

(M•Mc)(M• + Mc)

a3
. (2.33)

The two rates of orbital decay are equal for ā = 48.4 au ∼ 0.44ah. For a < ā
the orbital evolution is dominated by the emission of gravitational waves,

driving the binary to themerging. The binary will start evolvemore rapidly,

ejecting stars with a lower rate, since the time the binary spends in each

bin of a will be dictated by the emission of GWs. For a < ā we therefore
correct equation (2.30) by multiplying it for TGW/THVS, where TGW is the

time needed to shrink from a to a − ∆a because of GWs emission, while

THVS is the time the binary would have taken if it was driven by hardening.
The times THVS and TGW are computed, respectively, integrating equations

(2.32) and (2.33).



2.4 The “MBHB” Catalogue 47

10-2

10-1

100

101

102
a/

a
h

tlb

t(a=ah)

t(a= ā)
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Figure 2.12: Time evolution of the MBHB binary separation (in units of ah, top panel),
computed integrating equations (2.32) and (2.33), and of the ejected stellar mass (bottom
panel), computed using equation (2.30).

Creating the Mock Catalogue

For each ejected mass bin ∆Mej, see equation (2.30), we derive the corre-

sponding number of HVSs∆N as:

∆N =
∆Mej

Mmax

Mmin
M f (M)dM

, (2.34)

where f (M) is the stellar mass function in the GC, Mmin = 0.1 M�, and

Mmax = 100 M�. We then draw ∆N stars of mass M from a power-law

mass function f (M).
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Figure 2.13: MBHB catalogue: sky distribution in Galactic coordinates of the current pop-
ulation of HVSs in our Galaxy (122473 stars).
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Figure 2.14: MBHB catalogue: distribution in Galactocentric cylindrical coordinates (R, z)
of all HVSs (left), bound HVSs (centre), and unbound HVSs (right) within 15 kpc from the
Galactic Centre.
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We draw velocities from the velocity distribution (Sesana et al. 2006):

f (w) =
A
h

(
w

h

) α [
1 +

(
w

h

) β] γ
, (2.35)

where w ≡ v/vc, vc =
√

G(M• + Mc)/a is the binary orbital velocity, h ≡
√
2q/(1 + q), A = 0.236, α = −0.917, β = 16.365, and γ = −0.165 (Sesana

et al. 2006). We note that in this scenario the ejection velocity does not

depend on the mass of the HVS. We sample this velocity distribution using

the MCMC sampler emcee (Foreman-Mackey et al. 2013). Velocities are

drawn in the range [vmin, vmax], vmax = vc/(1 + q) (Sesana et al. 2006). We

fix vmin considering that we are only interested in stars with a velocity high

enough to escape from the MW bulge. To be more quantitative, we only

consider stars with a velocity v greater then the escape velocity from the

radius of influence of the binary, rinf ≡ 2GM/(2σ2) ∼ 1 pc. Assuming the
same bulge profile as discussed in Section 2.2.1, we get vmin = 645 km s−1,

∼ 100 km s−1 higher than the one used in Sesana et al. (2006).We note that

since a decreases with time, vc (and therefore vmax) increase as the binary
shrinks: HVSs with the highest velocities will be ejected right before the

merger of the two black holes, but themajority of HVSs will be ejected right

before the rate of orbital decay is driven by GW emission (see discussion in

Section 2.4.1).

For each star, we can compute the corresponding time of ejection after

t0: ∆t = t − t0, by integrating equation (2.32) (equation (2.33)) for a > ā
(a < ā). The flight time of a star is computed according to t ′ = tlb −∆t. The
value of tlb is chosen in such a way to match the observational estimate of
300HVSs in themass range [2.5, 4]M� within 100 kpc from the GC.We find

that we can match this value by assuming that the binary started to eject

HVSs tlb = 45Myr ago (see discussion in Section 2.4.2).
We then determine the initial condition of the orbit and we propagate

each star in theGalactic potential, with the same procedure outlined in Sec-

tion 2.3.3. In doing that, we assume for simplicity that the ejection of HVSs

by the MBHB is isotropic. Photometry for each star is computed as in Sec-

tion 2.2.2, using equation (2.27) to determine the age of each star, andGaia

errors on astrometry are estimated following Section 2.2.3.

The evolution of the MBHB binary is summarized in Fig. 2.12, where

we plot the binary separation (top panel) and the ejected stellar mass (bot-

tom panel) as a function of time. We highlight three key moments in the

evolution of the system: the time at which it becomes a hard binary t(a =
ah) (solid line), the time at which its evolution is driven by GW emission
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Figure 2.15: MBHB catalogue: total velocity (in the Galactocentric rest frame) of HVSs.

t(a = ā) (dot-dashed line), and the present time tlb (dashed line). We can

see that, to reproduce the estimates on the current population of HVSs, we

are assuming that the MBHB in the GC has not yet shrunk to the harden-

ing radius ah, and that its evolution is still driven by dynamical hardening.
Once GW emission dominates, the two black holes merge in a few Myr.

2.4.2 “MBHB” Catalogue: Number Estimates of HVSs in
Gaia

Having created a catalogue of HVSs ejected by the MBHB, we can forecast

howmany of theseHVSswe are expecting to find in theGaia catalogue.We

find a total of N = 122266HVSs ejected from the MBHB, corresponding to

a total stellar mass Mtot ∼ 3.7 ·104M�. We note that this number is about of

the same order ofmagnitude than the estimatemade using equation (2.28)

for the Hills catalogue.

The sky distribution of the population ofHVSs is shown in Fig. 2.13. Fig.

2.14 shows the distribution of stars within 15 kpc from the GC in cylindrical

coordinates (R, z). We can see that the distribution of unbound HVSs is

isotropic, while for bound HVSs the distribution is slightly tilted towards

z = 0, because of the torque applied by the stellar disc.

We find 59 % of these stars to fly along bound orbits, and the total ve-

locity distribution of the stars is shown in Fig. 2.15 for the subset of stars

which will be precisely measured by Gaia. Fig. 2.16 shows the cumulative
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Figure 2.16: MBHB catalogue: cumulative distribution of HVSs magnitudes in the Gaia

GRVS passband.

distribution of magnitudes in theGaiaGRVS filter. A total of 974 (25) stars
will be brighter than than the 16th (12th) magnitude, the magnitude limit
for the final (second) data release of Gaia. If we focus on the GRVS < 16
stars, we find that 328 of them are unbound from the Milky Way, and that

527 of them have a total velocity higher than 450 km s−1. We find 257 un-
bound HVSs with mass between 2.5 and 4 M� within 100 kpc from the GC,

which agreeswith the 300HVSs estimated inBrown et al. (2014) and the es-
timate presented in Section 2.3.4. The distributions of errors in propermo-

tions and parallax for the golden sample of HVSs with a three-dimensional

velocity determination by Gaia alone is shown in Fig. 2.5.

We predict 12 of the 25 GRVS < 12 stars to be unbound from the Galaxy.

Their typical relative error in proper motions is . 0.01%, and in parallax
is . 40%, with 80% of the stars with z$ . 0.2. These numbers have been
corrected for the numerical factor introduced in Section 2.3.4.

The heliocentric distance (mass) distribution of HVSs in the catalogue

with a precise astrometric determination by Gaia is shown in the top (bot-

tom) panel of Fig. 2.17. Comparing these curves with the one obtained for

the othermock catalogues, we can see that the shapes and the peak are rea-

sonably similar, since they are shaped by the adopted mass function and

stellar evolution model.

We can compare oncemore our estimateswith results inMarchetti et al.

(2017) for Gaia DR1/TGAS. We find a total of 2HVSs with V < 11. Both of
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these stars are unbound from the MW.

2.5 Prospects for the Current Sample of HVSs

In this section we assess the performance of Gaia in measuring the as-

trometric properties of the current observed sample of HVS candidates.

Brown et al. (2015) measured proper motions with theHubble Space Tele-

scope (HST) for 16 extreme radial velocity candidates, finding that 13 of
them have trajectories consistent with a GC origin within 2σ confidence
levels, and 12 of them are unbound to the Milky Way. Proper motion accu-

racy is essential in constraining the origin of HVSs and is the main source

of uncertainty in the orbital traceback, therefore we estimate Gaia errors

on the total proper motion for this sample of HVS candidates.

For each star we determine the ecliptic latitude using equation (2.7).

We find 10 of these 16 stars in Gaia DR1, from where we take Gaia G band

magnitudes. All of the other stars but one (HE 0437-5439 = HVS3, Edel-
mann et al. 2005) have SDSS magnitudes, and we compute Gaia G band

magnitudes according to the polynomial fitting coefficients in Jordi et al.

(2010). Conversion fromSDSSpassbands to (V−Ic) Johnson-Cousins color
index is done using the fitting formula in Jordi et al. (2005). For HVS3, we
estimate theGmagnitude and the (V−Ic) color from its B andV magnitude,

according to Natali et al. (1994); Jordi et al. (2010). We then use PyGaia to

estimate Gaia end-of-mission errors on the two proper motions for each

star.

Fig. 2.18 shows the comparison between HST proper motions determi-

nation and Gaia estimates. In both cases we show the quadrature sum of

the errors in the two proper motions. Stars with measurements consistent

with coming from the GC are shown as red dots, while disk runaways are

indicated as black dots, according to the classification presented in Brown

et al. (2015). The black dashed line divides stars that will be detectable with

a better accuracy than the current one: all stars but three (HVS1, HVS12,
and HVS13) will have a better proper motion determination by Gaia. This
will help reducing in size the errorbars and identifying the ejection loca-

tion, confirming or rejecting the GC origin hypothesis. This will be crucial

to test the alternative ejectionmodel presented in Boubert & Evans (2016);

Boubert et al. (2017b), where HVSs originate in the LMC.

We want once more to stress that these estimates refer to the final data

release of the Gaia satellite, currently planned for 2022. Rescaling proper
motion errors for the correcting factor ∼ 4.8 introduced in Section 2.3.4,
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Figure 2.17: MBHB catalogue: heliocentric distance (top) and mass (bottom) distribution
of the HVSs with a relative error on total proper motion below 10% (blue), 1% (purple), and
with a radial velocity measurement by Gaia (yellow).
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Figure 2.18: Expected performance of Gaia in measuring proper motions of the observed
sample of candidates in Brown et al. (2015). Red dots correspond to stars with a trajectory
consistent with a GC origin, while black dots are disk runaways. On the x axis we report the
quadrature sum of the HST proper motion errors (Table 1 in Brown et al. 2015), while on
the y axis the estimate obtained with PyGaia. Stars below the dashed line (y = x) will have
a more precise proper motion determination in the final data release of the Gaia mission.
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we find that 7 stars (the brightest in the sample) will have a better proper
motion determination already in Gaia DR2: HVS3, HVS5, HVS7, HVS8,

B485, B711, and B733.

2.6 Discussion and Conclusions

In this paper we build mock catalogues of HVSs in order to predict their

number in the following data releases of the Gaia satellite. In particular,

we simulate 3 different catalogues:

1. The Vesc catalogue does not rely on any assumption on the ejection

mechanism for HVSs. We populate the Milky Way with stars on ra-

dial trajectories away from the Galactic Centre, and with a total ve-

locity equal to the escape velocity from the Galaxy at their position.

Therefore we only rely on the definition of HVSs as unbound stars,

and we do not make any assumption on the physical process causing

their acceleration. We then spatially distribute these stars assuming

a continuous and isotropic ejection from the GC.

2. TheHills catalogue focuses on theHillsmechanism, the leadingmech-

anism for explaining the origin of HVSs. Assuming a parametrization

of the ejection velocity distribution of stars from the GC, we numeri-

cally integrate each star’s orbit, and we self consistently populate the

Galaxy with HVSs.

3. The MBHB catalogue assumes that HVSs are the result of the inter-

action of single stars with a massive black hole binary, constituted by

Sagittarius A∗ and a companion black hole with a mass of 5 · 103 M�.

In this and in the previous catalogue there are boundHVSs: stars that

escape the GCwith a velocity which is not high enough to escape from

the whole Galaxy. These are the result of modelling a broad ejection

velocity distribution.

We characterize each star in each catalogue from both the astrometric

and photometric point of view. We then derive the star magnitude in the

Gaia passband filters and the Gaia measurement errors in its astromet-

ric parameters. The aim is to assess the size and quality of the Gaia HVS

sample.

As a summary and for quick consultation, our results for the size of

three mock catalogues discussed in the paper are summarised in Table 2.2
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Table 2.2: Number estimates of HVSs in the final data release of Gaia, for the three imple-
mented catalogues of HVSs: Vesc, Hills, and MBHB. Ntot is the total number of HVSs
in the Galaxy, N(zµ < 0.1) (N(zµ < 0.01)) is the number of HVSs which will be detected
by Gaia with a relative error on total proper motion below 10% (1%), N(z$ < 0.2) is the
number of HVSs with a relative error on parallax below 20%, and Nvrad is the number of
stars bright enough to have a radial velocity measurement. We remind the reader that the
Vesc catalogue, by construction, only includes unbound objects, while the Hills and the
MBHB catalogues contain both bound and unbound stars.

Catalogue Ntot N(zµ < 0.1) N(zµ < 0.01) N(z$ < 0.2) Nvrad
Vesc 17074 709 241 40 115
Hills 100000 11661 3765 568 2140
MBHB 122266 5066 2124 364 974

Table 2.3: Same as 2.2, but for predictions of HVSs in the second data release of Gaia.

Catalogue Ntot N(zµ < 0.1) N(zµ < 0.01) N(z$ < 0.2) Nvrad
Vesc 17074 357 81 20 2
Hills 100000 5963 781 261 19
MBHB 122266 2892 750 194 25

for the finalGaia data release, and in Table 2.3 for the second data release.

Regardless of the adopted ejection mechanism, we can conclude that Gaia

will provide anunprecedented sample ofHVSs,with numbers ranging from

several hundreds to several thousands. The peak of the mass distribution

and the limiting heliocentric distance at which HVSs will be observed by

Gaia are presented in Table 2.4. We can see that these values differ from

the current sample of observed late B-type stars in the outer halo (refer also

to Fig. 2.3, 2.11, 2.17). Most HVSs will have precise proper motion mea-

surements, and therefore data mining techniques not involving the radial

velocity information need to be developed in order to extract them from

the dominant background of other stars in the MW (Marchetti et al. 2017).

Stars with precise proper motions will be visible at typical heliocentric dis-

tances r < 50 kpc, while stars bright enough to have a radial velocity mea-
surement from Gaiawill typically be observed at r < 30 kpc, with a peak in
the distribution for r ∼ 10 kpc.

We estimate the precision with which Gaia will measure proper mo-

tions for the sample of HVSs candidates presented in Brown et al. (2015).

Fig. 2.18 shows that the majority of HVSs will have a better proper motion

determination by Gaia. This will help determining their ejection location,

confirming or rejecting the Galactocentric origin hypothesis.

We now briefly discuss the impact of the assumptionsmade on the stel-



2.6 Discussion and Conclusions 57

Table 2.4: Peak mass of the mass distribution and maximum heliocentric distance for the
HVSs in the three different mock catalogues. The maximum heliocentric distance is defined
as the distance at which we predict a total of 0.5 stars. Due to the small number of HVSs with
a three-dimensional velocity in Gaia DR2, we choose not to characterize their distributions
here.

Catalogue zµ < 0.1 zµ < 0.01 z$ < 0.2 vrad

Vesc (1.0M�, 40 kpc) (1.5M�, 25 kpc) (2.5M�, 12 kpc) (2.7M�, 25 kpc)
Hills (1.2M�, 48 kpc) (2.1M�, 20 kpc) (2.9M�, 10 kpc) (3.0M�, 18 kpc)
MBHB (0.8M�, 41 kpc) (1.4M�, 28 kpc) (1.5M�, 12 kpc) (2.3M�, 24 kpc)

lar population in the GC. The Vesc catalogue does not depend on the bi-

nary population properties, but only on the choice of the Galactic poten-

tial, whichwe fix to a fiducialmodel consistent with the latest observational

data on the rotation curve of the MW. In the Hills catalogue, our choice for

the binary distribution parameters α = −1, γ = −3.5 is motivated by the
fit of the sample of unbound late B-type HVSs to the velocity distribution

curve modelled using the Hills mechanism (Rossi et al. 2017). We repeat

the same analysis presented in Section 2.3 adopting γ = 0: a flat distribu-
tion of binary mass ratios. This choice implies a higher mass for the sec-

ondary star in the binary, compared to the steeper value of γ = −3.5. Given
the mass dependency of equation (2.19), this results in high total velocities

for binaries in which the HVSs is the primary star. This in turn implies, on

average, a larger number of HVSs with highermass, which will be observed

by Gaia to higher heliocentric distances with lower relative errors. Never-

theless, the final estimates on the number of HVSs we are expecting to be

found in the Gaia catalogue are consistent with results presented in Sec-

tion 2.3. A choice of a top-heavy initial mass function for stars in the GC

(e.g. Bartko et al. 2010; Lu et al. 2013) would produce similar results. As

a further check, we study the impact of adopting Galactic binary proper-

ties, which can be significantly different than in star forming regions, such

as 30 Doradus in the LMC or the GC (Duchêne & Kraus 2013; Sana et al.

2013; Kobulnicky et al. 2014). In particular, we choose to change our pre-

scription for solar mass HVSs, which are the majority of stars in our sim-

ulations. From equation (2.19), we can see that, for an equal mass binary

(q = 1) with M = 1 M�, the maximum initial separation needed in or-

der to attain ejection velocity of 680 km s−1is amax ∼ 100 R�. This choice

of ejection velocity, given our adopted model for the Galactic potential, is

the minimum velocity needed for a star in the GC to reach the Sun position

with zero velocity. This maximum binary separation corresponds to amax-
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imum orbital period Pmax ∼ 90 days. For solar-type primaries (mp < 1.2
M�) in binaries with periods shorter than Pmax, the mass ratio distribution
can be approximated as a broken power-law, with indexes γsmallq = 0.3 (for
0.1 < q < 0.3) and γlargeq = −0.5 (for 0.3 < q < 1.0) (Moe & Di Stefano

2017). The period distribution is flat with very good approximation in this

restricted period range (see Figure 37 in Moe & Di Stefano 2017). More-

over, solar mass stars are single twice as often as B-type stars (Moe & Di

Stefano 2017), therefore, when we draw primary masses from the Kroupa

mass function, we select stars with mp < 1.2 M� only 50% of the times.

With these prescriptions, using equation (2.28) with this updated dN/dM
we again obtain Ntot ' 1 · 105. Because of the lower number of solar mass
stars in binary systems, we now find the mass distribution to peak around

1.5M� for starswith precise propermotions byGaia. Apart from this, num-

ber estimates agree extremely well with results presented in Section 2.3.4.

Constructing the MBHB catalogue it is also worth exploring different val-

ues for the mass of the secondary black hole, which we fixed to 5 · 103 M�.

Higher (lower) masses result in a larger (smaller) total mass ejected by the

binary (see equation (2.30)). Tuning the value of tlb, the loockback time at
which the MBHB started ejecting HVSs, it is then possible to find different

values of the secondary mass which are consistent with the observational

estimate given by Brown et al. (2014). Regardless of tlb, we find Mc = 1000
M� to be a lower limit on the black hole mass to be able to observe 300
HVSs in the observed mass range [2.4, 5]M�, within 300 kpc from the GC.

The possibility of considering multiple merging events, and/or a full pa-

rameter space exploration to break the degeneracy between Mc and tlb are
beyond the scope of this paper. An improvement over this catalogue would

consist in modelling the ejection angles of HVSs as a function of the de-

creasing binary separation.

Although a full investigation of the detection strategy ofHVSs is beyond

the scope of this paper, it is interesting to qualitatively compare our find-

ings with the expected major sources of sample contamination. HVSs may

be confused with runaway stars: stars ejected with high velocities by dy-

namical encounters in dense stellar systems (Poveda et al. 1967; Portegies

Zwart 2000) or by the explosion of a supernova in a binary star (Blaauw

1961; Tauris & Takens 1998). These stars are produced in star forming re-

gions in the stellar disk of the Milky Way, but, given their high velocity,

they can travel to the stellar halo (Silva & Napiwotzki 2011). TheGaia cata-

logue will contain ∼ 109 disk stars (Robin et al. 2012). Assuming rates and
the velocity distribution in Silva & Napiwotzki (2011), we can estimate a
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total of NRS ∼ 105 runaway stars in the Gaia catalogue with v > 400 km
s−1, two order of magnitudes more than the predicted number of HVSs.

Nevertheless, the rate of ejection of unbound objects is estimated to be ap-

proximately one for every 100HVSs (Brown 2015), with velocities that can
reach up to ∼ 1300 km s−1for companion stars in a binary disrupted via

an asymmetric supernova explosion (Tauris 2015). Precise proper motions

and radial velocities provided by Gaia will help discriminating these stars,

by tracing back their orbits to determine the ejection location (GC or stellar

disk). High velocity halo stars on radial orbits could also be easily mistaken

for bound HVSs because of their similar trajectories. To estimate the con-

tamination of such stars to the sample of boundHVSs, we start considering

that we are expecting ∼ 107 halo stars in the Gaia catalogue (Robin et al.
2012). We estimate a total of ∼ 105 halo stars with a total velocity vector
pointing inside the solid angle subtending a cone with base radius of 500
pc around the GC when traced back in time. Given the typical velocity dis-

persion of stars in the stellar halo∼
√
3·150 km s−1(Smith et al. 2009; Evans

et al. 2016), we expect ∼ 2000 halo stars on radial trajectories from the GC

with v > 400 km s−1. Further stellar properties, such as metallicity, need to

be considered in order to correctly classify those stars (e.g. Hawkins et al.

2015; Zhang et al. 2016).

To summarize, the sample of knownHVSs will start increasing in num-

ber in April 2018 with DR2, with a few tens of stars with a precise three-

dimensional velocity by Gaia alone. This sample will already be compara-

ble in size with the current tens of HVSs candidates, but the largest im-

provement in terms of stars with full three-dimensional velocity will come

with the final Gaia data release, with hundreds of stars unbound from the

Milky Way. The majority of HVSs in Gaia will not have radial velocities

from Gaia, therefore dedicated spectroscopic follow-up programs with fa-

cilities such as 4MOST (de Jong et al. 2016) and WEAVE (Dalton 2016)

will be necessary to derive their total velocity and to clearly identify them

as HVSs.
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The paucity of hypervelocity stars (HVSs) known to date has severely hampered

their potential to investigate the stellar population of the Galactic Centre and the

Galactic potential. The first Gaia data release (DR1, 2016 September 14) gives an

opportunity to increase the current sample. The challenge is the disparity between

the expected number of HVSs and that of bound background stars. We have ap-

plied a novel data mining algorithm based on machine learning techniques, an

artificial neural network, to the Tycho–Gaia astrometric solution catalogue. With

no pre-selection of data, we could exclude immediately∼ 99 per cent of the stars in

the catalogue and find 80 candidates with more than 90 per cent predicted prob-

ability to be HVSs, based only on their position, proper motions and parallax. We

have cross-checked our findingswith other spectroscopic surveys, determining ra-

dial velocities for 30 and spectroscopic distances for five candidates. In addition,

follow-up observations have been carried out at the Isaac Newton Telescope for

22 stars, for which we obtained radial velocities and distance estimates. We dis-

cover 14 stars with a total velocity in the Galactic rest frame > 400 km s−1, and

five of these have a probability of > 50 per cent of being unbound from the Milky

Way. Tracing back their orbits in different Galactic potential models, we find one

possible unbound HVS with v ∼ 520 km s−1, five bound HVSs and, notably, five

runaway stars with median velocity between 400 and 780 km s−1. At the moment,

uncertainties in the distance estimates and ages are too large to confirm the na-

ture of our candidates by narrowing down their ejection location, and we wait for

future Gaia releases to validate the quality of our sample. This test successfully

demonstrates the feasibility of our new data-mining routine.
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3.1 Introduction

Observationally, hypervelocity stars (HVSs) are stars that can reach ra-

dial velocities in excess of the Galactic escape speed at their location, and

whose trajectories are consistent with aGalactic Centre (GC) origin (Brown

et al. 2005). Currently, about ∼ 20 unbound stars have been discovered
(?): most of them are late B-type stars (∼ 2.5 − 4M�) detected in the outer

halo (but note Zheng et al. 2014) with velocities between ∼ 300 − 700 km
s−1(see Brown 2015, for a review). These stars are in principle unique tools

to gather information on theGalactic Centre stellar population and dynam-

ics (Madigan et al. 2014; Zhang et al. 2013, e.g.) and on the Galactic poten-

tial (e.g. Gnedin et al. 2005; Yu & Madau 2007; Perets et al. 2009). Using

current data, a first proof of principle of how to get joint constraints on both

environments was published in Rossi et al. (2017), and attempts to con-

strain the dark matter halo alone were performed by Sesana et al. (2007)

and Fragione & Loeb (2017)1. These analyses however are severely ham-

pered by the quality and quantity of the current small and rather biased

sample.

So far the most successful observational strategy has been to spectro-

scopically select late B-type stars in the outer halo. Since the stellar halo is

dominated by an old stellar population, young stars likely come from other

star-forming regions in the Galaxy, and a late B-type star has a long enough

life-time (∼ 100 − 300 Myr) to be able to travel to the outer halo from the

Galactic Centre if its velocity is hundreds km s−1. Most of the confirmed un-

bound HVSs have only radial velocity measurements and uncertainties in

their photometric distances are large. Proper motions have been acquired

with the Hubble Space Telescope for 16 high velocity stars (Brown et al.
2015), but even if the GC origin was confirmed for 13 of these objects, un-
certainties are still too large to precisely constrain their origin, and there-

fore to identify them as HVSs.

Recent years have seen an increasing effort to identify low mass HVSs

in the inner Galactic halo. These searches use high proper motion or high

radial velocity criteria, as it is not possible to spectroscopically single out

these low mass stars in the halo, as is done for B-type HVSs. A few tens

of candidates have been reported, but the large majority are bound and/or

consistent with Galactic disc origin (e.g. Li et al. 2012; Palladino et al. 2014;

Ziegerer et al. 2015; Vickers et al. 2015; Hawkins et al. 2015; Zhang et al.

1See also Gnedin et al. (2010), who uses the velocity dispersion of halo stars from the

hypervelocity star survey.



3.1 Introduction 63

2016; Ziegerer et al. 2017). Positive identification is prevented by large dis-

tance and proper motion uncertainties.

Major observational advancements in the field are therefore expected

from the data taken by the ESA mission Gaia, launched on the 19th of De-

cember 2013 (Gaia Collaboration et al. 2016b,a).Gaiawill attain an unpar-

alleled astrometric measurement precision for a total of ∼ 109 stars in the
Galaxy. In the end-of-the-missiondata release,we anticipate a fewhundred

(a few thousand) HVSs within 10 kpc from us, in the mass range ∼ 1 − 10
M�, with relative error on total proper motion < 1% (< 10%), and that ra-
dial velocities will be measured for a subsample of these (Marchetti et al.

in preparation). For brighter HVSs, accurateGaia parallaxes can eliminate

the large distance uncertainties in the existing sample, and for fainter stars

calibrated photometric distances may eventually be used.

The first data release (DR1) happened on September 14, 2016, and it

contains the five-parameter astrometric solution (positions, parallaxes, and

proper motions) for a subset of ∼ 2 × 106 stars in common between the
Tycho-2 Catalogue andGaia (TGAS catalogue, Michalik et al. 2015; Linde-

gren et al. 2016). Radial velocity information is notably missing. Our ex-

pectation is that between 0.1− and a few unbound HVSs may be expected

to be present in the catalogue, depending on the unknown mass distribu-

tion and star formation history in the Galactic Centre (Marchetti et al. in

preparation).

In this paper, we report a systematic search for HVSs in DR1. We use

an artificial neural network (Section 3.2), which is first applied to the TGAS

subset of the Gaia catalogue without any prior constraints placed on stel-

lar properties to select HVS candidates (Section 3.3). We then cross check

our sample of best candidates with published spectral catalogues to acquire

radial velocity and spectroscopic distance information (Section 3.4). We

further proceed to describe the radial velocity follow-up observations for

candidates with no published radial velocity and observable by the Isaac

Newton Telescope (INT) (Section 3.4.2). In Section 3.5 we describe our

Bayesian approach to determine distances, and then in Section 3.6 we pre-

sent our results for HVS candidates in terms of total velocity and ejection

location. We sort and characterize candidates in Section 3.7, and discuss

their implications in Section 3.8.
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3.2 Data Mining algorithm

Hypervelocity stars are rare objects, that occur in theGalaxy at anuncertain

rate roughly between 10−5−10−4 yr−1 (Hills 1988; Perets et al. 2007; Zhang
et al. 2013; Brown et al. 2014). Considering themagnitude limit ofGaia and

different assumptions on the population of binaries in the GC, such a rate

implies only ∼ 0.1 − 1 HVSs for every 106 stars in the final Gaia catalogue
(Marchetti et al. in preparation). In particular for the TGAS catalogue, we

expect to find atmost a fewHVSs (Marchetti et al. 2018b), although a larger

number of slower stars generated via the same mechanism (called “bound

HVSs”) are also expected (Bromley et al. 2006; Kenyon et al. 2008). Thus,

Gaia can deliver a HVS sample that represents a huge leap in data quality

and quantity, but building it requires careful data mining, especially since

radial velocity measurements are currently missing.

The TGAS subset of Gaia DR1 provides the five-parameter astromet-

ric solution for roughly two million objects, therefore we choose to build a

data mining routine based only on the astrometric properties of the stars:

position on the sky (α, δ), parallax$, and proper motions µα∗, µδ . This ap-
proach allows us to not make any a priori assumption on the stellar nature

of HVSs, avoiding photometric and metallicity cuts which might bias our

search towards particular spectral types, and lead to a sample which may

not reflect the properties of the binary population in the Galactic Centre.

Recent studies have shown indeed how theGC is a complex environment in

which different stellar populations coexist and interact, and many proper-

ties (mass function, metallicity, binarity) aremissing or poorly constrained

due to observational limitations (see Genzel et al. (2010) for an exhaus-

tive review). The nuclear star cluster surrounding the centralmassive black

hole has also undergone several star formation episodes throughout its life-

time, which might have changed and influenced the stellar population and

mass function (Genzel et al. 2010; Pfuhl et al. 2011).

We have therefore chosen to build a data mining routine based on a

machine learning algorithm, an artificial neural network. Our chosen ap-

proach is a supervised learning problem: we present the algorithm with

examples and their desired output (training set), and we let the algorithm

learn the best function mapping inputs into outputs. We decided for a bi-

nary classification problem: the desired output of the algorithm is 0 for a
“normal” background star, and 1 for a HVS. When we apply the classifica-

tion rule to a new unlabelled example we can then interpret its output as

the probability of that star being a HVS (Saerens et al. 2002).
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Wenow start introducing neural networks, with a brief summary on the

main idea behind this algorithm. Next in Section 3.2.2 we discuss how we

build our training set, and finally in Section 3.2.3 and Section 3.2.4 how

we optimize and determine the performance of the network based on the

results on subsets of the data which were not used for the training.

3.2.1 Artificial Neural Networks

Artificial neural networks have been largely used in different branches of

science for their ability to provide highly non-linear mapping functions,

and for their intrinsic capacity to generalize: to provide reasonable outputs

for examples not encountered while training the algorithm (see Haykin

2009, for an exhaustive explanation of neural networks). This latter prop-

erty is particularly important for our goal, since our training set consists of

mock data (see Section 3.2.2), and therefore we want to be flexible enough

to find HVSs even if the real population is not perfectly represented by our

simulations, which necessarily rely on several hypotheses and assumptions

(see Section 3.2.2).

We have developed from scratch an artificial neural network with five

input units (the astrometric parameters), twohidden layers of neurons, and

a single output neuron for binary classification. Each neuron of the network

is a computational unit which outputs a non-linear function2 f (v), where
v is a linear combination of the j-th input M-dimensional vector x(j) with
some weight vector ω:

vj(x
(j);ω) = x0ω0 +

M∑
i=1

x(j)i ωi, (3.1)

where x0 ≡ 1 is referred to as the bias unit. In analogy with the brain ar-
chitecture, the components ωi are usually referred to as synaptic weights.

A typical choice for f is a sigmoid function. We choose:

f (v) = a tanh(bv), (3.2)

with a = 1.7159 and b = 2/3. This activation function outputs real numbers
in the interval [−a, a], and satisfies several useful properties: it is an odd
function of its argument; f (1) = 1 and f (−1) = −1; its slope at the origin
is close to unity; and its second derivative attains its maximum value at

2In the following, we will use superscripts in round brackets to refer to a particular vec-

tor, and subscripts to specify its components.
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x = 1. This choice has been shown to yield faster convergence than the
usual logistic function, avoiding driving the hidden neurons into saturation

(LeCun 1993).

For neurons in the first hidden layer the input x(j) is just the data vector
containing the M = 5 astrometric parameters for the j-th training exam-
ple: x(j) = (αj, δj, $j, µα∗j, µδ j), therefore the summation in Equation 3.1
extends over i = 1, . . . , 5. For neurons in the second layer the input x(j) is
the M1-dimensional vector output by the first layer of M1 neurons, and the

summation extends to M = M1. Finally, the single neuron in the output

layer takes in input a M2-dimensional vector, with M2 equal to the number

of neurons in the second hidden layer, and in summation M =M2. We call

Dj(ω) ∈ R the final output of the neural network for the j-th example.
The training process consists in finding the vector of synaptic weights

ω which minimizes the total cost function

J(ω) ∝
N∑
j=1

(Dj(ω) − yj)
2, (3.3)

which is just the sum over all the N examples of the squared difference be-

tween the output of the neural network Dj(ω) and the desired output yj
of the labelled training example. The value of each synaptic weight is ini-

tialized with a random number drawn from a uniform distribution in the

interval [−σω, σω], with σω = m−1/2
∗ , where m∗ is the number of connec-

tions feeding into the corresponding layer of neurons (LeCun et al. 2012).

The weights optimization is then performed with an adaptive stochastic

(online) gradient descent method, using a specific learning rate ηk for each

synaptic weight: the AdaGrad implementation (Duchi et al. 2011). We use

the following iterative rule for the t-th update of the k-th weight ωk (Singh
et al. 2015):

∆ωk(t) = −ηk(t)gk(t) = −
η0√∑t

i=1(gk(i))2
gk(t), (3.4)

where η0 > 0 is called the global learning rate, g is the gradient of the cost
function in Equation 3.3 (derivatives with respect to the weight vector ω),
and the denominator is the norm of all the gradients of the previous itera-

tions. The adopted value for η0 is discussed in Section 3.2.3, while the gra-

dient of the cost function is estimated with a back-propagation algorithm

(see LeCun et al. (2012) for tips on an efficient implementation, essential

when dealing with large datasets).
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3.2.2 Building the Training Set

We train the artificial neural network on a simulated end-of-mission Gaia

catalogue for theGalaxy: theGaiaUniverseModel Snapshot (GUMS,Robin

et al. 2012), where we inject mock HVS data with errors on all astromet-

ric and photometric measurements. A detailed description of how we con-

struct our mock HVS will be the focus of an upcoming paper, and here we

only briefly summarize our procedure. In the following we will adopt the

Hillsmechanism formodelling ourmock population ofHVSs, involving the

disruption of a binary star by the Massive Black Hole (MBH) at the centre

of our Galaxy (Hills 1988).

We explore the space (l, b, d,M) to populate each position in Galactic
coordinates on the sky (l, b) with stars in a mass range M ∈ [0.1 − 9] M�

and in a distance range d ∈ [0, 40] kpc from us. We adopt a step of ∼ 9◦

in Galactic longitude l, ∼ 4.5◦ in Galactic latitude b, ∼ 1 kpc in distance r,
and ∼ 0.2M� in mass. We draw velocities from an ejection velocity distri-

bution which analytically depends on the properties of the original binary

approaching themassive black hole (Sari et al. 2010; Kobayashi et al. 2012;

Rossi et al. 2014)3:

vej =

√
2Gmc

a

(
M•

mT

) 1
6

, (3.5)

where mc is the mass of the star that remains bound to the MBH after the

binary is disrupted, mT = M +mc is the total mass of the disrupted binary,

and M• = 4.0 × 106 M� is the mass of the MBH in our Galaxy (Ghez et al.

2008; Gillessen et al. 2009;Meyer et al. 2012). FollowingRossi et al. (2014,

2017), we model binary distributions for semi-major axis a and mass ratio
q as power-laws: fa ∝ aα, fq ∝ qγ, with exponents α = −1 (Öpik’s law,
Öpik 1924) and γ = −3.5. This combination has been shown to result in a
good fit between the observed sample of late B type HVSs in Brown et al.

(2014) and the prediction of the Hills mechanism for reasonable choices of

Milky Way potentials (Rossi et al. 2017). The total velocity v of the HVS is

then computed decelerating the star in a given Galactic potential (refer to

Section 3.6.2, Equations 3.12-3.14 for details on the adopted fiducial Milky

Way potential).

For each star we compute the combination of proper motions and ra-

dial velocity which are consistent with an object moving radially away from

3Rigorously, there should be a numerical factor in front of Equation 3.5, depending on

the detailed geometry of the three-body encounter. This factor has been shown to be ∼ 1
when averaged over the binary’s phase (Rossi et al. 2014).
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the Galactic Centre, and we correct those values for the motion of the Sun

and of the local standard of rest (LSR) (Schönrich 2012). We then roughly

estimate the flight time from the GC to the given position in Galactocentric

coordinates rGC as tF = rGC/vF , where vF is an effective velocity equal to the
arithmetic mean between the ejection velocity and the decelerated velocity

at the star’s position. The age of the star is then computed summing the

flight time and the age of the star at its ejection. The latter is computed as

a random fraction of its main sequence (MS) lifetime (Brown et al. 2014),

and the time spent on the MS is computed using analytic formulae in Hur-

ley et al. (2000). We assume a super-solar metallicity [M/H] = 0.4, which
corresponds to themean value of the distribution in theGC (Do et al. 2015).

Each star is evolved up to its age using the fast parametric stellar evolution

code SeBa (Portegies Zwart & Verbunt 1996; Portegies Zwart et al. 2009) to

obtain its radius, effective temperature, andmass, which we use to identify

the best-matched stellar spectrum from the BaSeL 3.1 stellar spectral en-

ergy distribution (SED) libraries (Westera & Buser 2003) via chi-squared

minimization. For each position of the sky we assess dust extinction us-

ing a three-dimensional Galactic dust model (Drimmel et al. 2003), and

integrating the reddened flux in the respective passbands we estimate the

magnitudes in theGaiaG band and in the Johnson-CousinsV , Ic bands.We

finally use the python toolkit PyGaia4 to estimate the errors on the astrom-

etry with whichGaiawould observe these objects. The errors are functions

of themagnitude of the star, its color indexV−Ic, and the ecliptic latitude β,
the latter determining the number of observations of the object according

to the satellite’s scanning strategy.

Parallax and proper motions of each source are then replaced by draw-

ing a randomnumber from aGaussian distribution centred on the nominal

value and with standard deviation equal to the estimated uncertainty. This

approach has two main advantages: it allows us to obtain negative paral-

laxes (which are present in the real Gaia catalogue) for faint objects with

non-negligible relative errors on parallax; and it helps usmitigate the effect

of the spatial grid in distance used for generating mock stars, preventing

the algorithm from driving the learning rule towards discrete, fixed values

in parallax.

We can therefore build a mock catalogue of HVSs, which we use for the

training of the artificial neural network. We combine mock positions, par-

allaxes and proper motions of HVSs and “normal” background stars ran-

domly picked from the GUMS in a single stellar catalogue, consisting of a

4https://github.com/agabrown/PyGaia

https://github.com/agabrown/PyGaia
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total of ∼ 2.5 × 106 objects (∼ 25% HVSs, label = 1; ∼ 75% Gaia stars, label

= 0). We randomly split stars of the catalogue into a training set (∼ 60% of

the catalogue), a cross-validation set (∼ 20% of the catalogue), and a test

set (∼ 20% of the catalogue). The training set consists of the examples the

algorithm will learn from, the cross-validation set is used to optimize hy-

perparameters (see Section 3.2.3), while we use the test set to determine

the performance of the neural network (see Section 3.2.4). The use of dif-

ferent examples for performing these tasks is extremely useful to prevent

overfitting and to ensure generalization. All features (five parameters) of

the complete catalogue have been scaled in such a way to have mean of 0
and variance of 1, to achieve a faster convergence of the stochastic gradient
descent algorithm (LeCun et al. 2012).

3.2.3 Optimization of the Algorithm

The effectiveness of a neural network, as the majority of machine learning

algorithms, critically depends on the choice of the so-called hyperparame-

ters, several parameters that need to be carefully tuned in order to achieve

the best compromise between the algorithm performance, the time needed

for its training, and its ability to generalize to new input data. We identify

three hyperparameters in our algorithm: the number of neurons in the first

hidden layerM1, the number of neurons in the second hidden layerM2, and

the global learning rate η0 for the adaptive stochastic gradient descent (see

Equation 3.4).

A systematic grid search in the hyperparameter space to determine the

best combination is not feasible because of time limitations and computa-

tional power. We use the pyswarm5 implementation of a Particle Swarm

Optimization (PSO) algorithm (Kennedy & Eberhart 1995) to explore the

space (M1, M2, η0) with 20 test particles. The algorithm iteratively adjusts

particles’ positions towards the minimum value attained by the cost func-

tion, with a velocity proportional to the distance from this extremum. Since

each iteration involves the full training of the algorithm in order to deter-

mine the value of the cost function, we choose to apply PSO to a limited

sample of the training set (1000 random training examples), and then we

select the combination of parameters which results in the best performance

on the full cross-validation set, defined in terms of the Matthews correla-

tion coefficient MCC (Matthews 1975, see next subsection). The PSO algo-

rithm converges to the following values: M1 = 119, M2 = 95, η0 = 0.0716.

5https://github.com/tisimst/pyswarm/
6We initially included the regularization parameter λ as a 4th hyperparameter, but due

https://github.com/tisimst/pyswarm/
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3.2.4 Performance of the Algorithm

Asmentioned before, we choose a stochastic gradient descent optimization

to minimize the global cost function. Because of the intrinsic randomness

of this algorithm, we train the neural network several times on the com-

plete training set, shuffling the order of the presented example units dur-

ing each training. Plotting learning curves (the value of the cost function

versus the number of training examples presented to the network), we find

that 8 complete iterations are enough to reach aminimum in both the train-

ing and cross-validation cost functions, again confirming that overfitting is

not an issue.

We determine the performance of the algorithm on the test set by com-

puting two different error metrics: the Matthews correlation coefficient

MCC (Matthews 1975) and the F1 score. Calling TP and TN (FP and FN)

respectively the number of true (false) positives and negatives of the con-

fusion matrix on the test set, error metrics are computed as:

F1 ≡ 2
PR

P+ R
, (3.6)

MCC ≡
TP TN − FP FN√

(TP+ FP)(TP+ FN)(TN+ FP)(TN+ FN)
, (3.7)

where P and R are called, respectively, precision and recall, and they are

defined as P ≡ TP/(TP + FP), R ≡ TP/(TP + FN). The F1 score assumes
values in [0, 1]while the MCC in [−1, 1], and in both cases a value of 1 corre-
sponds to a perfect classifier (diagonal confusion matrix). At the end of the

training, we obtain the following values on the test set: F1 ∼MCC ' 0.95.

3.3 Application to Gaia DR1

Once we have fully trained the neural network on the training set, deter-

mining the optimal values for the synaptic weights, we apply the classifica-

tion rule to real unlabelled data to search for HVS candidates. The appli-

cation of the neural network to the full TGAS subset of Gaia DR1 (2057050
sources) results in 22263 stars with a predicted probability > 50% of being

a HVS, ∼ 1% of the original dataset. The histogram of the output proba-

bility D given by the neural network on the full TGAS catalogue is shown

to time limitation with the PSO we decided to discard it, since several tests showed that it

always converged to values close to zero. A value λ ∼ 0 is an indication that the algorithm
is not overfitting the training set.
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Figure 3.1: Histogram of the probability D of an object of being a HVS (output of the neural
network), for all ∼ 2 million stars in the TGAS subset of Gaia DR1. A dashed vertical line
marks the decision boundary D = 0.5.

in Figure 3.1. To further reduce the sample of HVS candidates and to have

reliable distance determinations, we filter out stars with a relative error on

parallax |σ$/$ | > 1, obtaining a total of 8175 objects (∼ 0.4% of the origi-

nal catalogue).

In these first cuts no information on themeasured uncertainties is used

to determine the probability of a star being aHVS.We subsequently include

errors with a Monte Carlo (MC) simulation, randomly drawing one thou-

sand realizations of the astrometry (parallax and proper motions) of each

star from a Gaussian distribution centred on the nominal mean value and

with a standard deviation equal to the corresponding quoted random un-

certainty. This allows us to get for each star in TGAS a probability distribu-

tion of the output D of the neural network, which can then be characterized

by itsmean D̄ and standard deviation σD. As a final cut, we select only stars

with D̄ − σD > 0.9, for a total of 80 best HVS candidates, ∼ 0.004% of the

original catalogue size.

We stress that all our cuts rely on the astrometry of the objects, without

any prior assumption on the spectral type, photometry or more in general

stellar properties of the selected best sample, and without any information

on radial velocities.
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3.4 Acquiring spectral information

To confirm or reject a candidate in our quest for HVSs, a measure of the

star total velocity is necessary. In the following, we will describe how we

obtained reliable heliocentric radial velocities (HRVs) for 47 stars out of

the 80 candidates.

3.4.1 Catalogue cross-matching

Our final sample has been cross-matched with several spectroscopic sur-

veys of the Milky Way, covering both the Northern and Southern hemi-

sphere7. We find a total of 30 stars in common: a subsample of these (5

stars) have both radial velocity and spectroscopic distance from the RAdial

Velocity Experiment (RAVE) DR4 and/or DR5 (Kordopatis et al. 2013a;

Kunder et al. 2017).

3.4.2 Follow-up observations with the INT

We successfully applied for director’s discretionary time at the Isaac New-

ton Telescope (INT) in La Palma, Canary Islands, where we followed up

spectroscopically 22 HVS candidates on the night of the 5th of October,
2016. We used the Intermediate Dispersion Spectrograph (IDS) with the

RED+2 CCD, in combination with the R1200R grating, a 1.35” slit width,

and the GG495 sorting order filter. This set-up provided an effective spec-

tral range of∼ 8000−9150Å and a resolution at 7000Å of 6731 over 2 pixels
at the detector. We ensured that all observed spectra had a S/N of at least

50.

Spectra reduction

The spectra were reduced using the Image Reduction and Analysis Facil-

ity (IRAF, Tody 1986) software package. The reduction procedure included

pre-processing (bias and flat field corrections), spectrum extraction, wave-

length calibration, heliocentric radial velocity correction, and continuum

normalisation.

7RAVE DR4 and DR5 (Kordopatis et al. 2013a; Kunder et al. 2017), Gaia-ESO DR2

(Gilmore et al. 2012; Randich et al. 2013), LAMOSTDR1 andDR2 (Cui et al. 2012), GALAH

(Martell et al. 2017), APOGEE DR13 (Zasowski et al. 2013).
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Radial velocities, atmosphericparameters andspectroscopicdis-

tance determination

A first pass for radial velocity determination is performed by using the

python routine pyasl.crosscorrRV, adopting a Solar template as reference,

and errors in radial velocities are obtained following Zucker (2003). In or-

der to obtain the effective temperature, surface gravity and metallicity of

the stars, the same pipeline as the one used in RAVE (Kordopatis et al.

2011a, 2013a) has been applied to the spectra. This implies keeping only

the wavelength range λλ = [8450.80 − 8746.55], removing the cores of the
Calcium triplet lines (to avoid a mismatch between the synthetic templates

used by the pipeline, computed assuming Local Thermodynamical Equi-

librium, and the cores of the lines formed in Non LTE), and convolving the

observations to a resolution of R = 7500. The output of the pipeline is then
calibrated using the formulas presented in Kunder et al. (2017).

Our final radial velocities are obtained through the cross-correlation of

a synthetic spectrum of the best-fit parameters to the observed spectrum.

This cross-correlation is done with the package fxcor in IRAF (Tody 1986).

Both the observed and synthesized spectrum are continuum normalized

before cross-correlation andwe use a Gaussian fit to all points with a corre-

lation of 0.5 or higher to determine the radial velocity and its corresponding

measurement uncertainty. During the observations a sample of 14 radial

velocity standard stars from Soubiran et al. (2013) were observed with the

same setup and matched closely in sky position to our program targets to

check the accuracy of our determined radial velocities.We find that there is

a good agreement between the literature values and our radial velocities. A

mean offset of ∼ 0.1 km s−1assures us that there are no significant system-

atic effects. However, the rms variance between the literature values and

our radial velocity determinations of 2.7 km s−1is significantly larger than

themedianmeasurement uncertainty in the cross-correlation alone, which

is only 1.1 km s−1. We thus adopt an uncertainty floor of 2.5 km s−1and add

this in quadrature to our measurement uncertainties. Although we believe

the radial velocities derived in this second iteration to bemore precise than

the first pass radial velocities due to the use of a synthetic spectrum that fits

the stellar parameters, we note that the results presented in this paper are

robust to the use of either set of radial velocities.

To obtain the spectroscopic distances of the stars, the calibrated stellar

parameters are projected on Padova isochrones spanning ages from 100

Myr to 13.5 Gyr, with a step of 0.1 Gyr and a metallicity range between

−2.2dex and+0.2dex. This allows us to obtain the absolute magnitudes in
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several photometric bands as in Kordopatis et al. (2011b, 2013c, 2015), and

an estimation of the age of the stars as in Kordopatis et al. (2016); Magrini

et al. (2017). The distances are then obtained using the distancemodulus in

the J band, and assuming AJ = 0.709 E(B−V) (Schlafly & Finkbeiner 2011),
where E(B − V) are the Schlegel extinctions towards each line-of-sight.

Kinematic properties from Gaia TGAS, radial velocities and stellar pa-

rameters derived from spectra of observed HVS candidates are presented

in Table 3.1 and in Table 3.2. For a precise cross-matchwith futureGaia re-

leases and other MilkyWay surveys, in Appendix .1 we report theGaia and

Hipparcos identifier of all the observed sources.We note that for 4 stars out

of 22, the pipeline has not converged (quality flag F = 1, see Table 3.2) and
therefore are excluded from the following analysis. Furthermore, visual in-

spection of TYC 2292-1267-1 (quality flag F = 3), shows a clear mismatch
between the observed spectrum and the fitted template, and therefore was

discarded as well.

Themetallicity andmass distribution are shown, respectively, in Figure

3.2 and 3.3. Themeanmetallicity of our sample is −1.2 dex, consistent with
the inner Galactic halo distribution, dashed (Chiba & Beers 2000) and dot-

dashed (Kordopatis et al. 2013b) lines, but a total of 6 stars have [M/H] >
−0.5 dex, and one candidate, TYC 3945-1023-1, has [M/H] = −0.02 ± 0.12
dex. Most of the stars have masses slightly below the Solar value, with a

peak of the distribution at M ∼ 0.85M�, and a single star with M ∼ 2M�:

TYC 4032-1542-1.We can see that our sample is very different from the late

B-type HVS candidates discovered in Brown et al. (2014). Considering the

age estimates in Table 3.2, we note that the peak of the mass distribution

is at the main-sequence turn-off of the stellar halo. Stars of this type have

been used to trace the stellar halo because of their luminosity (e.g. Cignoni

et al. 2007).

3.5 Distance estimation

Most of the stars in Gaia DR1 have non-negligible parallax errors. There-

fore simply estimating distances as the inverse of parallax leads to biased

results due to this highly non-linear transformation (Bailer-Jones 2015;

Astraatmadja & Bailer-Jones 2016a). Additionally it can not be applied to

negative parallaxes, which are present in our sample. In order to correctly

take into account correlations between astrometric parameters supplied

by the Gaia catalogue (parameter correlations may have an important im-

pact on our results since we are implementing Monte Carlo simulations),
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Figure 3.2: Normalized [M/H] distribution for the observed HVS candidates, with error bars
computed assuming Poisson noise. For a visual comparison, we overplot with a red dashed
(blue dot-dashed) line the inner stellar halo metallicity, modelled as Gaussian with mean and
standard deviation from Chiba & Beers (2000) (Kordopatis et al. (2013b)). Purple line shows
the normalized [M/H] distribution for high-velocity candidates (see Table 3.3).
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Figure 3.3: Mass distribution for the observed HVS candidates, with error bars computed
assuming Poisson noise. The peak of the distribution is ∼ 0.85 M�.

we choose not to use the distance catalogue presented in Astraatmadja &

Bailer-Jones (2016b), but to implement our own Bayesian approach, gen-

eralizing their method and considering covariances.

Assuming Gaussian noise for astrometric parameters, we model the

likelihood for the triplet {µα∗, µδ, $} as a multivariate normal distribution

with mean vector:

x̄ = (µα∗, µδ, 1/d), (3.8)

and with covariance matrix:

Σ=
©«

σ2
µα∗

σµα∗
σµδ ρµα∗,µδ σµα∗

σ$ ρµα∗,$

σµα∗
σµδ ρµα∗,µδ σ2

µδ
σµδσ$ ρµδ,$

σµα∗
σ$ ρµα∗,$ σµδσ$ ρµδ,µ$ σ2

$

ª®¬ , (3.9)

where ρi, j is the correlation between the parameters i and j, as given in
TGAS. We model the prior probability on distances following the “Milky

Way prior” approach presented in Astraatmadja & Bailer-Jones (2016a).

We consider a three-dimensional density model for our Galaxy, that takes

into account selection effects of the Gaia survey:

PMW(d, l, b) = d2ρMW(d, l, b) pobs(d, l, b). (3.10)
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Table 3.1: Kinematic properties of 22 HVS candidates spectroscopically followed-up with the INT telescope.

Tycho 2 ID (RA, dec) $ µα∗ µδ HRV

(deg) (mas) (mas yr−1) (mas yr−1) (km s−1)

2282-208-1 (16.81855, 33.66159) 2.17 ± 0.31 202.643 ± 1.213 −62.458 ± 0.398 −0.61 ± 1.29
2292-1267-1 (20.86832, 31.78668) 1.78 ± 0.35 90.782 ± 0.969 −15.275 ± 0.644 158.93 ± 5.99
2298-66-1 (25.30039, 33.51859) 2.45 ± 0.34 178.060 ± 1.213 −19.060 ± 0.319 −31.66 ± 2.78
2320-470-1 (31.29, 35.6289) 2.06 ± 0.27 106.443 ± 0.967 6.138 ± 0.290 −43.08 ± 1.32
2376-691-1 (66.43652, 33.59088) 1.17 ± 0.29 62.060 ± 2.077 −9.137 ± 1.547 22.02 ± 1.63
2393-1001-1 (78.45391, 32.03592) 2.21 ± 0.28 121.797 ± 1.710 −46.605 ± 1.158 −106.50 ± 0.94
2818-556-1 (23.79684, 40.43319) 2.56 ± 0.37 147.979 ± 1.369 −41.076 ± 0.468 −92.17 ± 1.42
2822-1194-1 (23.14799, 42.03068) 1.85 ± 0.64 88.644 ± 1.849 2.063 ± 0.496 −23.19 ± 1.87
3163-1181-1 (303.97045, 44.18376) 2.30 ± 0.25 156.232 ± 1.116 67.079 ± 1.026 −194.08 ± 1.61
3263-733-1 (15.00873, 45.13101) 1.83 ± 0.34 95.576 ± 1.290 −3.277 ± 0.425 14.91 ± 1.46
3285-1422-1 (32.53176, 47.41257) 1.10 ± 0.29 75.04 ± 1.682 −31.531 ± 0.505 25.43 ± 1.54
3330-120-1 (56.71171, 48.53692) 2.61 ± 0.30 194.055 ± 0.323 −123.109 ± 0.255 −24.12 ± 1.26
3661-974-1 (4.55758, 57.6662) 3.49 ± 0.651 180.078 ± 1.110 104.039 ± 0.651 −154.53 ± 2.02
3744-1546-1 (67.80849, 58.96855) 1.81 ± 0.42 143.706 ± 1.923 −38.217 ± 1.272 8.72 ± 1.49
3945-1023-1 (304.24414, 56.57186) −6.07 ± 0.89 −6.097 ± 1.826 −1.265 ± 1.879 −18.79 ± 1.80
3983-1873-1 (338.34366, 52.68866) 1.84 ± 0.23 133.342 ± 0.094 72.34 ± 0.082 −165.28 ± 0.86
4032-1542-1 (26.42901, 60.39286) 0.74 ± 0.40 68.109 ± 0.761 −13.725 ± 0.73 −115.48 ± 7.15
4307-1106-1 (8.16184, 74.08742) 2.31 ± 0.52 72.556 ± 1.141 15.474 ± 1.291 45.88 ± 1.79
4507-1461-1 (33.29978, 82.01739) 2.52 ± 0.31 85.192 ± 0.661 0.366 ± 0.836 −384.65 ± 2.22
4509-1013-1 (58.91556, 75.28116) 2.15 ± 0.24 97.297 ± 0.886 −29.216 ± 0.758 −155.52 ± 1.55
4515-1197-1 (79.71826, 77.83392) 1.28 ± 0.28 96.148 ± 0.892 45.051 ± 1.045 −198.41 ± 1.09
4521-322-1 (55.43942, 81.069) 3.22 ± 0.35 160.469 ± 0.536 1.117 ± 0.768 −129.92 ± 1.19

Notes: Hipparcos and Gaia identifiers for these stars are given in Table 4 in Appendix .1. Proper motions and parallaxes are from Gaia

TGAS, while radial velocities have been derived using the RAVE pipeline. The 2.5 km s−1uncertainty floor is not included in the quoted

HRV errors, see discussion in §3.4.2.
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Table 3.2: Observational properties of 22 HVS candidates spectroscopically followed-up with the INT telescope.

Tycho 2 ID Teff log g [M/H] dspec M tage F
(K) (cm s−2) (dex) (pc) (M�) (Gyr)

2282-208-1 5936 ± 136 3.8 ± 0.2 −1.35 ± 0.19 606 ± 152 0.92 ± 0.17 10.4 ± 3.8 1

2292-1267-1 7861 ± 83 4.0 ± 0.2 −0.20 ± 0.12 340 ± 69 1.70 ± 0.14 0.9 ± 0.2 3

2298-66-1 5925 ± 328 3.8 ± 0.5 −2.08 ± 0.26 754 ± 569 0.95 ± 0.23 8.2 ± 4.5 0

2320-470-1 5730 ± 214 3.4 ± 0.5 −3.29 ± 0.27 1240 ± 650 1.00 ± 0.21 6.9 ± 4.0 1

2376-691-1 5260 ± 74 3.5 ± 0.2 −0.67 ± 0.11 249 ± 64 1.22 ± 0.19 4.8 ± 3.8 2

2393-1001-18 4651 ± 1.158 0.6 ± 0.2 −2.40 ± 0.14 3036 ± 462 0.85 ± 0.26 7.6 ± 2.2 0

2818-556-1 5734 ± 63 3.4 ± 0.2 −0.98 ± 0.17 686 ± 153 1.30 ± 0.18 3.4 ± 2.9 2

2822-1194-1 6403 ± 116 4.2 ± 0.2 −0.48 ± 0.12 532 ± 160 1.10 ± 0.09 1.8 ± 2.5 0

3163-1181-1 5570 ± 74 3.4 ± 0.2 −0.30 ± 0.11 463 ± 85 1.59 ± 0.17 2.0 ± 1.1 1

3263-733-1 5425 ± 89 3.8 ± 0.1 −0.81 ± 0.16 517 ± 55 0.88 ± 0.09 12.3 ± 2.2 0

3285-1422-1 5214 ± 89 4.1 ± 0.1 −1.58 ± 0.16 143 ± 87 0.64 ± 0.08 10.9 ± 1.3 2

3330-120-1 5735 ± 89 3.8 ± 0.1 −1.55 ± 0.16 571 ± 30 0.83 ± 0.03 12.5 ± 0.9 0

3661-974-1 6507 ± 100 4.1 ± 0.2 −0.99 ± 0.16 397 ± 83 0.87 ± 0.09 10.2 ± 2.7 1

3744-1546-1 6232 ± 174 4.3 ± 0.3 −1.68 ± 0.20 294 ± 78 0.78 ± 0.05 9.9 ± 4.0 2

3945-1023-1 6239 ± 83 3.8 ± 0.2 −0.02 ± 0.12 1185 ± 150 1.54 ± 0.11 2.3 ± 0.5 0

3983-1873-1 4832 ± 68 2.0 ± 0.2 −1.27 ± 0.14 1096 ± 151 1.06 ± 0.19 5.4 ± 2.5 0

4032-1542-1 7600 ± 83 3.7 ± 0.2 −0.23 ± 0.12 1009 ± 187 2.02 ± 0.16 0.9 ± 0.2 0

4307-1106-1 5517 ± 74 3.5 ± 0.2 −0.45 ± 0.11 844 ± 193 1.41 ± 0.20 3.1 ± 2.4 0

4507-1461-1 6516 ± 100 4.2 ± 0.2 −1.24 ± 0.16 331 ± 30 0.82 ± 0.02 11.8 ± 1.6 0

4509-1013-1 5890 ± 89 3.8 ± 0.1 −1.71 ± 0.16 549 ± 69 0.83 ± 0.08 12.0 ± 1.9 0

4515-1197-1 5398 ± 63 3.4 ± 0.2 −1.63 ± 0.17 902 ± 170 0.88 ± 0.15 11.4 ± 3.5 0

4521-322-1 5872 ± 89 4.0 ± 0.1 −1.38 ± 0.16 428 ± 29 0.83 ± 0.02 12.4 ± 0.6 0

8 This star has a very low log g, making the position of the isochrones uncertain. Furthermore, its metallicity is outside of the range of our

isochrones, therefore distance, mass, and age could be biased or offset.

Notes: Hipparcos and Gaia identifiers for these stars are given in Table 4 in Appendix .1. Stellar parameters have been derived using

the RAVE pipeline. F = flag for the stellar parameter pipeline: 0 = converged; 1 = not converged; 2 = the pipeline oscillated between two

solutions and the mean has been performed; 3 = bookkeping flag, the pipeline has converged.
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The stellar number density of the MilkyWay ρMW(d, l, b) is modelled as
the sum of three components (see Appendix A in Astraatmadja & Bailer-

Jones (2016a) for details), while pobs(d, l, b) describes the fraction of ob-
servable stars in a given skyposition (Equation (4) inAstraatmadja&Bailer-

Jones (2016a)). We choose this prior in our analysis because it gives the

best results when comparing distances with a sample of known Cepheids

(Astraatmadja & Bailer-Jones 2016b). The impact of assuming different

priors on distance is discussed in Appendix .2: except at distances > 800 pc,
where errors are large, different priors give similar results.We assume uni-

form priors on proper motions. By means of Bayes’ theorem we draw ran-

dom samples of proper motions and distances from the resulting posterior

distribution with an affine invariant ensemble Markov Chain Monte Carlo

(MCMC) sampler (Goodman&Weare 2010), using the emcee implementa-

tion (Foreman-Mackey et al. 2013). We run the chain with 32 walkers and
4000 steps per walker, for a total of 128000 points drawn from the resulting

posterior probability distribution.We check the convergence of the chain in

terms of both the mean acceptance fraction and the auto-correlation time.

An example of a cornerplot showing Bayesian posterior distributions

and correlations between the astrometric parameters for the candidate TYC

49-1326-1 is shown in Figure 3.4.

For the subset of 22 starswith a spectroscopic distance estimatewe sim-

ply draw proper motions from a bivariate Gaussian distribution using the

2 × 2 covariance matrix provided by TGAS, and distances from a Gaussian

with standard deviation equal to the estimated random uncertainty on dis-

tance.

If parallax-inferred and spectroscopic distance estimates are consistent

within the errors, we expect the difference between the two divided by com-

bined uncertainties to be distributed as a Gaussian with mean of zero and

standard deviation of one. If we compute a Kolmogorov-Smirnov test to

check whether these two distributions are consistent, we find that the null

hypothesis cannot be rejected at a 5% level of significance. This is due to

large uncertainties in distances, especiallywhen adoptingTGASparallaxes.

Since the two estimates can be remarkably different for individual stars, in

the following we will present and discuss results assuming both distances.

3.6 Results

Exploiting archival and new data we have assembled a total of 47 candi-

dates with 3D position and velocity. A positive identification of a HVS re-
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Figure 3.4: Proper motions and distance posterior distributions for the candidate TYC
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quires both a radial trajectory from the Galactic Centre and a total velocity

above the local escape speed. A star with the latter property but a trajec-

tory that originates from the stellar disc will be called an hyper runaway

star. Finally, boundHVSs (BHVSs) have Galactic Centre origin but velocity

below the escape speed.

3.6.1 Total Galactocentric velocity

In order to identify HVSs, we compute the total velocity in the Galactic rest

frame vGC for the 47 candidates with a reliable radial velocity measure-

ment. We start correcting radial velocities and proper motions for solar

and LSR motion, assuming a three-dimensional Sun’s velocity vector and

LSR velocity (Schönrich 2012). We then calculate Galactic rectangular ve-

locities U, V , and W with the following convention: U is positive if point-

ing towards the GC, V is positive along the direction of Galactic rotation,

and W is positive towards the North Galactic Pole (Johnson & Soderblom

1987). The total velocity in the Galactic rest-frame is then simply computed

summing in quadrature these three velocity components. We estimate un-

certainties in the velocity vector via MC simulations, using the sampling in

proper motions and distance described in Section 3.5. An example of pos-

terior distributions for rectangular velocities is shown in Figure 3.5 for the

candidate TYC 49-1326-1, obtained using posterior distributions shown in

Figure 3.4.

For each star we draw 105 random realizations of its astrometric pa-

rameters, and the resulting total velocities are plotted in the first column

of Figure 3.6 as a function of Galactocentric distance. We quote our results

in terms of the median of the distribution, and errors are derived from the

16th and 84th percentiles. We overplot the median escape speed from the

MilkyWay derived inWilliams et al. (2017) using a dashed line, with corre-

sponding 68% (95%) credible intervals shown as a dark (light) blue region.
This shows how the algorithm succeeded in finding high-velocity stars: 45

out of 47 candidates have a median Galactic rest frame velocity > 150 km
s−1, which is the typical velocity dispersion of stars in the halo (Smith et al.

2009;Evans et al. 2016). Considering parallax-inferred distances, first row,

11 objects are compatible within their uncertainties to be unbound from the

Milky Way. If we use spectroscopic estimates, we find 3 stars with a total

velocity consistentwith being greater than themedian escape speed at their

position. Discussion of individual objects is postponed to Section 3.7.

Total velocities and distances are presented in Table 3.3 for the 15 stars

with a median Galactic rest-frame velocity > 350 km s−1obtained with at
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Figure 3.6: First column: Total Galactic rest frame velocity versus Galactocentric distance for
those HVS candidates with a reliable radial velocity measurement. Second column: Toomre
diagrams (in the LSR frame) for the same candidates. The two black rings in the bottom-
right corner refer to the boundaries of the thin and thick disk, respectively at a constant
velocity of 70 and 180 km s−1(Venn et al. 2004). Most of our candidates lie in the kinematic
region corresponding to halo stars. First row : velocities computed using distances inferred
from parallax, using the MW prior. Second row : velocities computed using a spectroscopic
distance estimate, when available. All plots: The dashed line is the median posterior escape
speed (as a function of radius in the first column, and the local 521+46

−30 km s−1in the second
one) from Williams et al. (2017) with the 68% (94%) credible interval shown as a dark (light)
blue band. Stars mark HVS/BHVS candidates in Table 3.3. Triangles mark runaway star
candidates in Table 3.3. 11 objects are consistent with being unbound from the Milky Way
in the first row, and 3 if we adopt spectroscopic distances.
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least one of the distance estimationmethods. TheGaia andHipparcos iden-

tifier of these high velocity candidates is presented in Appendix .1. We as-

sign to each star its probability of being unbound from theGalaxy, Pu. From
the posterior probability on distance d, we can compute the escape velocity
from the Galaxy in each realization of the star’s position using the analytic

fit in Williams et al. (2017). We define Pu as the fraction of Monte Carlo
realizations with vGC(d) > vesc(d).

In the right panels of Figure 3.6 we present Toomre diagrams in the

LSR frame for our candidates. In a Toomre’s diagramone can identify three

regions (separated by two solid black lines), corresponding to stars in the

thin, thick disc, and halo (Venn et al. 2004; Hawkins et al. 2015). In the

stellar halo kinematic region we report the local escape speed with associ-

ated errors (blue stripe, Williams et al. 2017)9. The two panels correspond

to different distance determinations. Most of our candidates are consis-

tent, from a kinematic point of view, with being halo stars. A total of 12

objects are consistent with being thin/thick disc stars considering parallax-

inferred distances, and therefore will not be furthermore discussed.

3.6.2 Orbital traceback

We now proceed to establish the star candidate’s origin by tracing back

its trajectory in different models for the Galactic potential. We decide to

perform the full orbit integration only for themost promising high-velocity

stars in our sample, imposing the cutmax(vGC, vGCspec) > 350 kms−1, where

quoted values denote the median of the distribution. A total of 15 objects
passes this cut (see Table 3.3).

We use the publicly available python package galpy10 (Bovy 2015b) to

integrate the orbit of each object in the Milky Way. We run 105 MC real-
izations of the star’s orbit, using as initial conditions the position, distance,

andU,V ,W velocities previously randomly sampled from the posterior dis-

tributions. We use a four components Galactic potential, and we study the

impact of our results depending on the choice of its parameters.

Our fiducial model consists of a point mass black hole potential:

φBH(r) = −
GM•

r
, (3.11)

a spherically symmetric bulge modelled as a Hernquist spheroid (Hern-

9We choose for simplicity to plot the local value.
10http://github.com/jobovy/galpy

http://github.com/jobovy/galpy
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quist 1990):

φb(r) = −
GMb

r + rb
, (3.12)

aMiyamoto-Nagai disc in cylindrical coordinates (R, z) (Miyamoto &Nagai
1975):

φd(R, z) = −
GMd√

R2 +
(
ad +

√
z2 + b2

d

) 2 , (3.13)

and aNavarro-Frenk-White (NFW)profile for the darkmatter halo (Navarro

et al. 1996):

φh(r) = −
GMh

r
ln

(
1 +

r
rs

)
. (3.14)

We adopt the following values for the potential parameters: Mb = 3.4 ×

1010 M�, rb = 0.7 kpc, Md = 1.0 × 1011 M�, ad = 6.5 kpc, bd = 0.26
kpc (Johnston et al. 1995; Price-Whelan et al. 2014; Hawkins et al. 2015),

Mh = 0.76 × 1012 M�, rs = 24.8 kpc (Rossi et al. 2017). This potential gives
a local escape speed ∼ 580 km s−1, in agreement with results in Piffl et al.

(2014), and, using data presented in Huang et al. (2016), provides a good

fit to the rotation curve of the MilkyWay out to ∼ 100 kpc (see Appendix A,
Figure A1, in Rossi et al. 2017).

For those stars for which we do not have a spectroscopic estimate of the

age, we trace the orbit back in time for a fiducial time of 10 Gyr, motivated
by the typical age and mass of the observed sample (see Table 3.2 and Fig-

ure 3.3). We integrate each orbit with a time resolution of 0.5Myr, keeping
track of each disc crossing (Galactic latitude b = 0).

If a star is ejected via the Hills mechanism but it is still gravitationally

bound to the Milky Way, after the turn-around (maximum distance from

the GC) it might cross multiple time the disc before being observed. This

is supported by the fact that INT observations suggest that the majority of

our stars have ages much larger than typical flight times from the stellar

disc to the observed position, the latter being of the order of hundreds of

Myr. An example of such a bound orbit is shown in Figure 3.7. Thus it is

not trivial to determine which disc crossing should be assigned in order

to understand whether or not our candidates effectively originate from the

GC. Zhang et al. (2016), searching for nearby low mass high velocity stars,

assume the most-recent disc crossing to be the ejection location of the star

in the Galaxy. Given the complexity of bound orbits, we simply check the

consistency of the GC origin hypothesis for our candidates by recording the
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Figure 3.7: Example MC realization of a single bound orbit of TYC 2298-66-1 using the
spectroscopic distance estimate. The blue (orange) circle marks the position of the GC (Sun),
and the white star corresponds to the observed position of the star. Purple dots mark the
disc crossings of the star prior to, and including the one happening closest to the GC. The
initial conditions are d0 = 1018 pc, vGC = 225 km s−1, the eccentricity is e ∼ 0.96, and the
estimated flight time from the assigned ejection location to the observed position is tf = 1.3
Gyr � tage = 8.2 Gyr. For this particular orbit, the closest disc crossing is at ∼ 260 pc from
the Galactic Centre.

closest disc crossing to the GC. This approach allows us to directly exclude

stars that are not HVSs, since it is a necessary condition for a HVS that this

method results in a density contour level containing the GC.

We find 8 stars to have orbits consistent with coming from the Galactic

Centre using parallax-inferred distances. Within the sample of stars with

spectroscopic distanceswe find 3 candidates, and all of themoriginate from

the GC also when parallax-inferred distances are used.

We check the robustness of this conclusion integrating trajectories in

different Milky Way potentials. Our choice for the mass of the bulge is sig-

nificantly higher compared to the latest observational constraints (Bland-

Hawthorn & Gerhard 2016; McMillan 2017), therefore we integrate each

candidate assuming a bulge mass equal to half the previous adopted value:

Mb = 1.7×1010M�, keeping fixed all the other parameters. As a second test,

we adopt the potential in Kenyon et al. (2014), commonly adopted in HVS

papers, which has a less massive bulge and stellar disc (but different scale
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parameters). In both cases we find the same candidates to be consistent

with coming from the GC. As a final test, we study the impact of assum-

ing a triaxial profile for the bulge, which might influence the orbital trace-

back in the inner regions of the Galaxy. Results from star counts recently

revealed that the Milky Way bulge has a boxy/peanut shape (McWilliam &

Zoccali 2010;Wegg&Gerhard 2013), which can be characterized by an axis

ratio from top (b/a) ∼ 0.5, and an edge-on axis ratio (c/a) ∼ 0.26 (Bland-
Hawthorn & Gerhard 2016). Adopting the same mass and scale radius as

in our fiducial potential and using a triaxial Hernquist profile to model the

bulge, we find the shape of the density contour to change considerably, but

the assumption of consistency with coming from the GC is solid.

Figure 3.8 shows example probability density functions of the disc cross-

ing locations in the Galactic plane (rotating anticlockwise) for two candi-

dates which will be further discussed in next sections, assuming our fidu-

cialmodel for theGalactic potential. TYC49-1326-1, left panel, is consistent

with coming from the GC, while for TYC 3983-1873-1, right panel, the GC

origin is excluded.

3.7 Discussion of Individual Candidates

We divide candidates in Table 3.3 in three major classes: HVS and BHVS

candidates, runaway star candidates, and “uncertain” objects. To help the

discussion, themetallicity distribution of these stars is shownwith a purple

line in Figure 3.2,where it is compared to typicalmetallicity distributions of

stars in the inner Galactic halo. We will now discuss separately candidates

from each class in detail, focusing on the most promising objects and on

stars already present in literature. One additional candidate not included

in Table 3.3, but known from literature, is discussed in Section 3.7.4.

3.7.1 HVS and BHVS Candidates

In addition toHVSs, theHillsmechanismnaturally predicts a population of

boundHVSs: stars having a velocity high enough to escape from theMBH’s

gravitational field at their ejection, but not sufficient to be unbound from

the whole Milky Way. These stars, being decelerated and deflected by the

Galactic potential, can cross the disc multiple times during their life, fol-

lowing a wide variety of highly-non-radial orbits, as previously shown in

Figure 3.7. The identification of such objects is observationally particularly

difficult.
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Figure 3.8: Normalised probability distribution function of Galactic disc crossings for the
candidates TYC 49-1326-1, assuming the parallax-inferred distance (top panel), and TYC
3983-1873-1, using the spectroscopic distance (bottom panel). The blue line marks the 1σ
contour, and the coloured region extends up to the 2σ contour. The MW rotates anticlock-
wise. The blue (orange) circle marks the position of the GC (Sun), while the white star
corresponds to the median observed position of the candidate. The white dashed cross marks
the position of the GC in the zoomed inset.
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Figure 3.9: Parallax-distance modulus diagram for the RR Lyrae star TYC 8422-875-1 (HD
201484, V Ind), using the parallax from TGAS and the distance modulus from RAVE DR5
(black point). The line shows the analytic prediction assuming the Schlegel extinction to-
wards the line-of-sight. The parallax-inferred distance estimate is clearly favoured. The red
star corresponds to adopting the distance modulus obtained using the PLZ relation. Other
candidates lie too close to the curve to have a clear preference towards one distance estimate.
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Table 3.3: Derived kinematic properties for the 15 HVS candidates with max(vGC, vGCspec) > 350 km s−1, and interpretation.

Tycho 2 ID HRV [M/H ] d dspec vGC vGCspec Pu Puspec Ref

(km s−1) (dex) (pc) (pc) (km s−1) (km s−1)

HVS / BHVS candidates

2298-66-1 −31.66 ± 2.78 −2.08 ± 0.26 431+78
−55 754 ± 569 248+58

−38 519+451
−307 0.1% 50.3% 1

8422-875-111 200.8 ± 0.8 −1.01 ± 0.07 1010+400
−218 208 ± 124 446+186

−89 259+21
−7 29.1% 0.0% 2, 5

2456-2178-1 −243.08 ± 49.53 −2.25 ± 0.24 976+358
−207 430+117

−68 22.7% 3

2348-333-1 205.26 ± 0.34 −1.26 ± 0.40 407+51
−40 448+44

−32 7.6% 3, 4

49-1326-1 265.1 ± 37.6 304+38
−30 419+38

−35 1.2% 2, 5

5890-971-1 348.6 ± 0.8 550+93
−72 366+29

−20 0.2% 6, 7

Runaway star candidates

7111-718-1 76.7 ± 1.2 −1.53 ± 0.17 1967+1413
−683 1552 ± 430 776+576

−274 611+176
−172 82.2% 70.7% 2, 5

8374-757-1 71.8 ± 3.7 832+338
−179 532+284

−147 50.4% 8

1071-404-1 −267.12 ± 0.26 ∼ −0.5 439+91
−64 449+113

−78 23.7% 4

4515-1197-1 −198.41 ± 1.09 −1.63 ± 0.17 881+292
−175 902 ± 170 423+137

−76 433+78
−76 23.5% 15.6% 1

9404-1260-1 −94.9 ± 0.6 67.0+1.0
−0.9 402+4

−4 0.0% 9

Uncertain candidates

3983-1873-1 −165.28 ± 0.86 −1.27 ± 0.14 572+88
−67 1096 ± 151 351+64

−47 726+107
−108 1.5% 97.2% 1

4032-1542-1 −115.48 ± 7.15 −0.23 ± 0.12 3216+2918
−1574 1009 ± 187 918+979

−527 183+59
−57 75.7% 0.0% 1

3945-1023-1 −18.79 ± 1.80 −0.02 ± 0.12 4978+2802
−1686 1185 ± 150 399+162

−87 215+4
−4 24.5% 0.0% 1

3330-120-1 −24.12 ± 1.26 −1.55 ± 0.16 401+56
−43 571 ± 30 247+58

−44 425+32
−32 0.1% 0.3% 1

11 The parallax-inferred distance d is more likely to be correct for this RR Lyrae star (see Figure 3.9), and is consistent with the value obtained using a PLZ
relation (see discussion in §3.7.1).

Notes: Hipparcos and Gaia identifiers for these stars are given in Table 4 in Appendix .1. The subscript “spec” refers to quantities computed using the
spectroscopic distance (when available). For distances and Galactocentric velocities, results are quoted in terms of the median of the distribution with
uncertainties derived from the 16th and 84th percentiles. The 2.5 km s−1uncertainty floor (see discussion in §3.4.2) is not included in the quoted HRV
errors.

References: (1) This paper, observations at the INT; (2) Kordopatis et al. (2013a); (3) (Cui et al. 2012); (4) Latham et al. (2002); (5) Kunder et al. (2017);
(6) Przybylski (1978); (7) Barbier-Brossat et al. (1994); (8) Kharchenko et al. (2007); (9) Holmberg et al. (2007).
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The probability of observing a star at a particular moment of its orbit is

proportional to the residence time tr in that orbit element: p ∝ tr ∝ v−1,

therefore we expect most of these stars to be observed when they have low

velocities, and they could thus be easily mistaken for halo stars.

Hypervelocity andboundhypervelocity star candidates aremarkedwith

a star symbol in Figure 3.6. Stars are classified as HVSs if (i) their velocity

is > 350 km s−1with at least one distance estimate, and (ii) if they are con-

sistent with coming from the GC (within 2σ) when traced back in differ-
ent Galactic potentials. We find a total of 6 stars satisfying both properties
within their uncertainties: TYC2298-66-1, TYC8422-875-1, TYC2456-2178-

1, TYC 2348-333-1, TYC 49-1326-1, and TYC 5890-971-1. The consistency

with the GC origin does not depend on the assumed distance. The further

sub-classification as HVSs or BHVSs depends on the value of Pu. All of
these stars are on highly radial orbits, with median eccentricities > 0.9.

• TYC2298-66-1 (LP 295-632) is a high propermotionmetal-poor can-

didate, identified by a red symbol in Figure 3.6. It is the only star with

a probability> 50%of being unbound from theGalaxywhenusing the

spectroscopic distance estimate (v ∼ 530 km s−1, even if with large

uncertainties), therefore it is a HVS candidate.

• TYC 8422-875-1 (HD 201484, V Ind) is a F0 V variable star of RR

Lyrae type (Houk 1978). In the discussion of this candidate, we use

Figure 3.9 to help us distinguish which distance estimate is more

likely to be correct. This plot compares the position of the star in

the parallax-distance modulus diagram to the analytical prediction

computed assuming the Schlegel extinction towards the line-of-sight.

The distance modulus is taken from RAVE DR5 (Kunder et al. 2017),

and the resulting point is shown in black. The total velocity of TYC

8422-875-1 strongly depends on the distance assumption, but from

Figure 3.9 we can see that parallax-inferred distance is more likely to

be correct. Furthermore, since this star is a RR Lyrae, we can inde-

pendently determine its distancemodulus using a period-luminosity-

metallicity (PLZ) relation (Leavitt 1908; Leavitt & Pickering 1912).

Period, [Fe/H]metallicity, andmid-infrared [3.6]magnitude are taken
fromMonson et al. (2017), and we estimate the distance modulus us-

ing the PLZ relation in the WISE W1 band from Sesar et al. (2017).

This results in a distance modulus ∼ 9.3, consistent with the parallax
measured by Gaia, as shown with a red star in Figure 3.9. We then

conclude that V Ind is a BHVS candidate, with v ∼ 450 km s−1and a
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probability of ∼ 30% of being unbound.

• TYC 2456-2178-1 is a BHVS candidate, with v ∼ 430 km s−1and a

probability >
∼ 20% of being unbound from the Galaxy.

• TYC 2348-333-1 (G 95-11) is a high proper motion and high velocity

star which has been previously used to estimate the local Galactic es-

cape speed together with other stars from the uvby − β survey of high
velocity and metal poor stars (García Cole et al. 1999). With a total

velocity around 450 km s−1, this star is most likely a BHVS. We note

that our distance estimate is higher than the value ∼ 250 pc given in
García Cole et al. (1999), resulting in a higher total velocity.

• TYC 49-1326-1 (G 75-29),markedwith an orange star in Figure 3.6, is

a BHVS candidate with a total velocity particularly well constrained

of 419+38
−35 km s−1.

• TYC 5890-971-1 (HD 27507), even if it has a total velocity lower than

the other candidates, is worth mentioning because it is historically

the first discovered HVS candidate. Przybylski (1978) discussed the

possibility that HD 27507 is a star escaping from our Galaxy given its

high velocity, and a following proper motion redetermination con-

firmed this conclusion (Clements et al. 1980). The authors found a

total velocity ∼ 360 km s−1, in good agreement with our results, but

studies in the past decades substantially increased the value of the lo-

cal escape speed (seeWilliams et al. (2017) for the latest constraints),

making this star unlikely to be unbound from the Milky Way. Never-

theless, its orbit is consistent with coming from the GC, making TYC

5890-971-1 a bound HVS candidate.

3.7.2 Runaway Star Candidates

Runaway stars (RSs) are high velocity stars ejected in many-body dynami-

cal encounters in dense stellar systems (Poveda et al. 1967; Portegies Zwart

2000) or by the explosion of a supernova in a binary system (Blaauw 1961;

Tauris & Takens 1998). Tauris (2015) showed how it is possible to reach

Galactic rest frame velocities up to ∼ 1280 km s−1for the ejected companion

star in a binary disrupted via an asymmetric supernova explosion. These

extreme velocities can be achieved by low-mass G/K candidates in very

compact presupernova binaries. High velocity runaway stars observed in

the halo are most likely produced in the disc (Bromley et al. 2009; Duarte
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deVasconcelos Silva 2012; Kenyon et al. 2014). Sincemost of our stars have

masses slightly below the Solar value, this mechanism can possibly explain

the notable velocity of our stars that do not originate from the GC.

With this classification rule we identify as runaway candidates 5 high-

velocity stars: TYC 7111-718-1, TYC 8374-757-1, TYC 1071-404-1, TYC 4515-

1197-1, and TYC 9404-1260-1. Regardless of the adopted distance, these

stars always have median vGC > 350 km s−1. In particular, 2 stars have a

probability > 50%of being unbound from theMilkyWay, and are therefore

classified as hyper runaway stars (HRSs). Runaway star candidates are

marked with a triangle symbol in Figure 3.6. In the following we discuss

them individually.

• TYC 7111-718-1, marked in yellow in Figure 3.6, is a strong hyper-

runaway star candidate, with a velocity > 600 km s−1, in excess of the

local escape speed regardless of the adopted distance estimate. From

a chemical point of view, it is consistent with the inner Galactic halo

population.

• TYC 8374-757-1 (HD 176387, MT Tel) is a RR Lyrae variable star.

It was previously discovered by Przybylski (1967), which discussed,

despite large uncertainties in proper motions, its nature as a high

velocity star. Because of large errors in distance we cannot strongly

constrain its total velocity, which, with a median value ∼ 530 km s−1,

is nevertheless consistent with being greater than the escape speed,

making MT Tel a hyper-runaway star candidate. We repeat the same

approach discussed for TYC 8422-875-1 to determine the distance of

MT Tel using the PLZ relation in Sesar et al. (2017) using data from

Monson et al. (2017). We find a distance modulus ∼ 8.1, consistent
with the parallax from Gaia, confirming our high-velocity determi-

nation.

• TYC 1071-404-1, TYC 4515-1197-1, and TYC 9404-1260-1 are RS can-

didates most likely bound to the MW, with a remarkably high total

velocity >
∼ 400 km s−1.

Another intriguing origin for these stars not originating from the GC is

that they come from the Large Magellanic Cloud (LMC), either as runaway

stars (Boubert et al. 2017b), or by the extension of the Hills mechanism to

a hypothetical MBH at the centre of the LMC (Boubert & Evans 2016). Un-

certainties are at the moment too large to pinpoint their ejection location,

and we dot not further expand on this possibility in this paper.
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3.7.3 Uncertain Candidates

In our final sample (Table 3.3) there are 4 stars with uncertain interpreta-

tion: TYC3983-1873-1, TYC4032-1542-1, TYC3945-1023-1, TYC2393-1001-

1, and TYC 3330-120-1. These objects have a debated nature, with veloci-

ties and origins highly dependent on the assumed distance indicator. We

classify as runaway star (halo star) candidates that are not consistent with

coming from the GC, and with a total velocity > 350 km s−1(< 350 km s−1).

• TYC 3983-1873-1 (BD+51 3413) is a high proper motion HVS can-

didate (green points in Figure 3.6). It is one of the few candidates

with a spectroscopic distance higher than the parallax inferred one,

which results in a total velocity of ∼ 725 km s−1, more than 1σ above
the median escape speed. Remarkably, if we assume a spectroscopic

distance, this object is not consistent with coming from the GC, and

should therefore be classified as a HRS, while it is a BHVS candidate

(v ∼ 350 km s−1) if we adopt the parallax-inferred distance.

• TYC 4032-1542-1, marked in purple in Figure 3.6, suffers from a par-

ticularly poor distance determination. The spectroscopic distance gives

a relatively low velocity of ∼ 190 km s−1, consistent with that of a high

velocity halo star. Its velocity increases considerably if we rely on the

much more uncertain parallax-inferred distance (v ∼ 900 km s−1). A

point worth mentioning is that the metallicity is considerably higher

than the mean value in the inner halo, making this object worth in-

specting in order to constrain its nature and origin as kinematic and

chemical outlier. Furthermore, TYC 4032-1542-1 is an A type star,

more massive compared to the other candidates, therefore it is more

difficult to explain its high velocity invoking the disruption of a close

binary via supernova explosions (Tauris 2015, and see discussion in

Section 3.7.2).

• TYC 3945-1023-1 is a RS (v ∼ 400 km s−1) or a halo star (v ∼ 200
km s−1) candidate, if we assume the parallax-inferred or the spectro-

scopic distance estimate respectively.

• TYC 3330-120-1 is a runaway star candidate (v ∼ 425 km s−1) if we

adopt the spectroscopic distance, but behaves as a typical halo star

(v ∼ 250 km s−1) if we infer distance from parallax.
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3.7.4 HD 5223: Most Likely Not a HVS

In this subsection we present one additional star discovered with our data

mining algorithm, TYC 1739-1500-1 (HD 5223). Even if it doesn’t pass the

velocity cut in Table 3.3, this star was previously known and discussed for

its high velocity, whichwenow revisit usingGaia’smuchmore precise data.

HD 5223 is a carbon-enhanced metal-poor star presented in Pereira

et al. (2012), which concluded that this object is a hypervelocity star with a

total velocity in the Galactic frame of 713 km s−1. Our velocity determina-

tion v = 288+72
−46 km s−1is considerably lower because of a substantial dif-

ference in the assumed distance: Pereira et al. (2012) determined d = 1.2
kpc, while our computation seems to suggest lower values: d = 565+117

−80 pc.

If our estimate is correct, HD 5223 is bound to the MW, and furthermore

we find its orbit not to be consistent with coming from the GC.

3.8 Discussion and Conclusions

We successfully developed a new automatized method to extract high ve-

locity stars, using a data-driven algorithm trained on mock populations

of hypervelocity stars. Our data mining routine, an artificial neural net-

work, is optimized for the very unbalanced search of rare objects in a large

dataset. This approach avoids a bias towards particular spectral types or

stellar properties, making as few assumptions as possible on the stellar na-

ture of stars coming from theGalactic Centre. Applying the algorithm to the

TGAS subset of the first release of theGaia satellite, we have identified a to-

tal of 80 objects with a predicted probability > 90% of being a HVS, and for

30 of those we were able to find a radial velocity measurement from liter-

ature. We followed up spectroscopically 22 candidates at the Isaac Newton
Telescope, for a total of 47 stars with a reliable radial velocity determina-

tion. Our stars show a uniformdistribution across the sky, showing that the

algorithm is not selecting sources in a preferential direction.

With a Bayesian approach we inferred distances from parallax for all

our candidates, and total velocities in the Galactic rest frame were com-

puted in order to establish their nature and origin. Without pre-selection

of data we were able to recover several objects already noted and discussed

in literature because of their remarkably high velocities. We found 45 can-
didates with a median rest frame velocity > 150 km s−1, 14 of them having

v > 400 km s−1, and a subset of 5 stars has a probability > 50% of being

unbound from the Milky Way, with median velocities up to ∼ 900 km s−1.
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Tracing back orbits with Monte Carlo simulations in different Galactic

potentials we found:

• 6 stars being consistent with coming from the Galactic Center. One of

these stars, with a velocity of ∼ 520 km s−1, has a probability > 50%
of being unbound from the Galaxy (HVS), while the others are bound

hypervelocity star candidates, with velocities > 360 km s−1;

• 5 stars with high velocities but trajectories not consistent with com-
ing from theGalactic Centre: these stars are runaway star candidates.

Two of these stars have probabilities > 50% of being unbound from

the Milky Way, and are therefore classified as hyper runaway stars.

The explosion of a supernova in a binary system is a plausible mech-

anism for having accelerated these stars to such high velocities. It is

remarkable that a good fraction of our RS candidates have velocities

consistentwith being higher than the escape velocity from theGalaxy,

since these stars are thought to be extremely rare: approximately 1 for
every 100 HVSs (Bromley et al. 2009; Perets & Šubr 2012; Kenyon

et al. 2014; Brown 2015);

• 4 stars with a velocity and origin highly dependent on the assumed
distance estimate. Two of these stars have a high probability of being

unbound from the Milky Way.

At the moment, positive identifications are strongly hampered by large

uncertainties in distance and limited information on the age and flight time

of our sources. The advent of futureGaia releaseswill dramatically increase

the number of HVSs we expect to find. The more accurate parallax deter-

mination, less affected by systematics, will allow us to decrease error bars

and to identify in a clearer way the most interesting objects, narrowing

down their ejection location. The brightest stars in the catalogue will also

have a radial velocitymeasurement, allowing us to train the neural network

adding this precious information as an extra feature to the astrometric so-

lution.

We are currently working to increase the quality of the training set of

mock HVSs, considering not only radial trajectories, but modelling orbits

of bound stars and including deviations due to the disc and to a possible

triaxiality of the bulge (e.g. McWilliam & Zoccali 2010) and/or the halo

(e.g. Bullock 2002; Helmi 2004). Another natural advancement would be

to model runaway and halo stars to create mock populations, and then to

performamulticlass classification analysis in order to decrease the number

of false positives and achieve a more precise classifier.
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.1 Gaia Identifiers

In Table 4 we present Tycho 2, Hipparcos, andGaia identifiers for the can-

didates observed at the INT (Table 3.1) and for the stars with v > 350 km
s−1(Table 3.3).

.2 Assuming Different Priors on Distance

One could argue that assuming a three-components stellar density (bulge +

disc + halo) for our Galaxy ρMW(d), as in Equation 3.10, is not appropriate
tomodel the spatial distribution of HVSs, a population of stars that, by def-

inition, is not distributed according to the density profile of theMilkyWay.

Therefore in this appendixwe discuss the implication of assuming different

priors on distances P(d) in the MCMC sampling described in Section 3.5.
In practice we adopt two different priors and we test the impact of these

choices on our results: an exponential decreasing prior Pexp(d), and a prior

http://www.cosmos.esa.int/gaia
http://www.cosmos.esa.int/gaia
http://www.cosmos.esa.int/web/gaia/dpac/consortium
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Table 4: Tycho 2, Hipparcos, and Gaia identifiers of stars observed at the INT and of high
velocity candidates.

Tycho 2 ID Hipparcos ID Gaia ID

1071-404-1 98492 4299974437593772672

2282-208-1 314799593600582656

2292-1267-1 316401685121779712

2298-66-1 317585859144818688

2320-470-1 329685915888890880

2348-333-1 137859551029399040

2376-691-1 172747742173867904

2393-1001-1 180650104040989568

2456-2178-1 893048667206860800

2818-556-1 347908809291960832

2822-1194-1 348293878879518848

3163-1181-1 2081319505008076416

3263-733-1 377741720849393920

3285-1422-1 353451584846863104

3330-120-1 17648 248695099116287872

3661-974-1 422054582068454016

3744-1546-1 470781741956237696

3945-1023-1 2187713404073484288

3983-1873-1 111334 2000722382112691456

4032-1542-1 509654254003883776

4307-1106-1 539315160710386944

4507-1461-1 569097391651702656

4509-1013-1 550795677011227648

4515-1197-1 552553933541803008

4521-322-1 568189573004745472

49-1326-1 2503868695508755840

5890-971-1 20214 3172032703298013696

7111-718-1 5590900663125136000

8374-757-1 93476 6662886601414152448

8422-875-1 104613 6483680327939151488

9404-1260-1 46120 5195968559017084160
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specifically tailored for HVSs, theHVS prior PHVS(d), that we introduce in
this paper.

Astraatmadja&Bailer-Jones (2016a) show that an exponential decreas-

ing prior

Pexp(d) ∝ d2 exp
(
−

d
L

)
(15)

with L = 1.35 kpc gives a better performance in terms of RMS errors com-
pared to the MW prior, when resulting distance estimates are compared

with GUMS simulated data. This choice assumes that the disc has the same

scale-height as the scale-length, and clearly it is not an accurate description

of theMW.We find that this prior overestimates distances for the majority

of our candidates, with values well above the spectroscopic ones. This is ev-

ident in top panel of Figure 10, where for distances greater than∼ 600 pcwe
can see that median values obtained with the exponential prior are always

higher than the ones derived with theMWprior. This is due to the choice of

L, which sets the exponential cut-off of the distribution. Since L = 1.35 kpc
is higher than the typical distance of stars in the TGAS calatogue, this prior

biases our candidates towards greater distances, and thus towards higher

total velocities, proper motions and radial velocities being equal.

Assuming a continuous and isotropic ejection of HVSs from the Galac-

tic Centre, the number density of HVSs goes approximately as 1/r2, where
r is the galactocentric radius (Brown 2015). Following Equation 3.10 we
therefore construct the HVS prior as:

PHVS(d, l, b) ∝

(
d

r(d, l, b)

) 2
pobs(d, l, b), (16)

with r(d, l, b) =
√

d2 + d2
� − 2dd� cos(l) cos(b) and d� = 8 kpc. When de-

riving distances and total velocities with this prior, we find again results to

be consistent with the ones derived using the MW prior, but uncertainties

are considerably larger, and this prior overestimates distances for further

stars, as shown in bottom panel of Figure 10.

In the end, we choose to adopt the MW prior for presenting our results

since it allows us to maintain a conservative approach: because of large

uncertainties, we only interpret our candidates as HVSs at the end of the

kinematic analysis, without biasing our distances and velocities using that

assumption.
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Figure 10: Comparison of distances obtained using the MW prior, on the x-axis, and the ex-
ponential decreasing (HVS) prior, y-axis on the top (bottom) panel. The blue line corresponds
to equal estimates.
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4| Gaia DR2 in 6D: Searching
for the fastest stars in the
Galaxy

T. Marchetti, E.M. Rossi, A.G.A. Brown 2018, MNRAS

We search for the fastest stars in the subset of stars with radial velocity measure-

ments of the second data release (DR2) of the European Space Agency mission

Gaia. Starting from the observed positions, parallaxes, propermotions, and radial

velocities, we construct the distance and total velocity distribution of more than

7 million stars in our Milky Way, deriving the full 6D phase space information in

Galactocentric coordinates. These information are shared in a catalogue, publicly

available at http://home.strw.leidenuniv.nl/marchetti/research.html. To
search for unbound stars, we then focus on stars with a probability greater than

50% of being unbound from the Milky Way. This cut results in a clean sample of

125 sources with reliable astrometric parameters and radial velocities. Of these,

20 stars have probabilities greater than 80% of being unbound from the Galaxy.

On this latter sub-sample, we perform orbit integration to characterize the stars’

orbital parameter distributions. As expected given the relatively small sample size

of bright stars, we find no hypervelocity star candidates, stars that are moving on

orbits consistent with coming from the Galactic Centre. Instead, we find 7 hyper-

runaway star candidates, coming from the Galactic disk. Surprisingly, the remain-

ing 13 unbound stars cannot be traced back to the Galaxy, including two of the

fastest stars (around 700 km s−1). If confirmed, these may constitute the tip of

the iceberg of a large extragalactic population or the extreme velocity tail of stellar

streams.

http://home.strw.leidenuniv.nl/ marchetti/research.html
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4.1 Introduction

Stars with extremely high velocities have been long studied to probe our

Galaxy. The interest in the high velocity tail of the total velocity distribution

of stars in our Milky Way is twofold. First, it flags the presence of extreme

dynamical and astrophysical processes, especially when the velocity of a

star is so high that it approaches (or even exceeds) the escape speed from

the Galaxy at its position. Secondly, high velocity stars, spanning a large

range of distances, can be used as dynamical tracers of integral properties

of the Galaxy. The stellar high velocity distribution has for example been

used to trace the local Galactic escape speed and themass of theMilkyWay

(e.g. Smith et al. 2007; Gnedin et al. 2010; Piffl et al. 2014). To put the

concept of high velocity in context, the value of the escape speed is found

to be ∼ 530 km s−1at the Sun position, it increases up to ∼ 600 km s−1in

the central regions of the Galaxy, and then falls down to . 400 km s−1at

Galactocentric distances ∼ 50 kpc (Williams et al. 2017).

A first class of objects that can be found in the high tail of the total ve-

locity distribution is fast halo stars. Their measured dispersion velocity is

around 150 km s−1(Smith et al. 2009; Evans et al. 2016), therefore 3-σ out-

liers can exceed 450 km s−1, while remaining bound. Halo stars could also

reach unbound velocities, when they are part of the debris of tidally dis-

rupted satellite galaxies, like the Sagittarius Dwarf galaxy, that has not yet

virialized (e.g. Abadi et al. 2009). Velocities outliers in the bulge and disk

velocity distribution may also exist and become apparent in a large data

set.

“Runaway stars” (RSs) forman another class of high velocity stars. They

were originally introduced as O and B type stars ejected from the Galac-

tic disk with velocities higher than 40 km s−1(Blaauw 1961). Theoretically,

there are two main formation channels: i) dynamical encounters between

stars in dense stellar systems such as young star clusters (e.g. Poveda et al.

1967; Leonard &Duncan 1990; Gvaramadze et al. 2009), and ii) supernova

explosions in stellar binary systems (e.g. Blaauw 1961; Portegies Zwart 2000).

Both mechanisms have been shown to occur in our Galaxy (Hoogerwerf

et al. 2001). Typical velocities attained by the two formation channels are of

the order of a few tens of km s−1, and even if several hundreds of km s−1can

be attained for the most extreme systems (Portegies Zwart 2000; Przybilla

et al. 2008; Gvaramadze et al. 2009; Gvaramadze & Gualandris 2011; Silva

&Napiwotzki 2011), simulations indicate that themajority of runaway stars

from dynamical encounters have ejection velocities . 200 km s−1(Perets &
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Šubr 2012). Recent results show that it is possible to achieve ejection ve-

locities up to ∼ 1300 km s−1for low-mass G/K type stars in very compact

binaries (Tauris 2015). Nevertheless, the rate of production of unbound

RSs, referred to as hyper runaway stars (HRSs), is estimated to be as low

as 8 · 10−7 yr−1 (Perets & Šubr 2012; Brown 2015).

As a class, the fastest stars in our Galaxy are expected to be hyperveloc-

ity stars (HVSs). These were first theoretically predicted by Hills (1988) as

the result of a three-body interaction between a binary star and themassive

black hole in the Galactic Centre (GC), Sagittarius A∗. Following this close

encounter, a star can be ejected with a velocity ∼ 1000 km s−1, sufficiently

high to escape from the gravitational field of the Milky Way (Kenyon et al.

2008; Brown2015). The firstHVS candidatewas discovered byBrown et al.

(2005): a B-type star with a velocity more than twice the Galactic escape

speed at its position. Currently about ∼ 20 unbound HVSs with velocities
∼ 300 - 700 km s−1have been discovered by targeting young stars in the

outer halo of theMilkyWay (Brown et al. 2014). In addition, tens of mostly

bound candidates have been found at smaller distances but uncertainties

prevent the precise identification of the GC as their ejection location (e.g.

Hawkins et al. 2015; Vickers et al. 2015; Zhang et al. 2016; Marchetti et al.

2017; Ziegerer et al. 2017). HVSs are predicted to be ejected from the GC

with an uncertain rate around 10−4 yr−1 (Yu & Tremaine 2003; Zhang et al.
2013), two orders of magnitude larger than the rate of ejection of runaway

stars with comparable velocities from the stellar disk (Brown 2015). Be-

cause of their extremely high velocities, HVS trajectories span a large range

of distances, from the GC to the outer halo. ThusHVSs have been proposed

as tools to study the matter distribution in our Galaxy (e.g. Gnedin et al.

2005; Sesana et al. 2007; Kenyon et al. 2014; Rossi et al. 2017; Fragione &

Loeb 2017; Contigiani et al. 2019) and theGCenvironment (e.g. Zhang et al.

2013; Madigan et al. 2014), but a larger and less observationally biased

sample is needed in order to break degeneracies between the GC binary

content and the Galactic potential parameters (Rossi et al. 2017). Using

the fact that their angular momentum should be very close to zero, HVSs

have also been proposed as tools to constrain the Solar position and veloc-

ity (Hattori et al. 2018b). Other possible alternative mechanisms leading

to the acceleration of HVSs are the encounter between a single star and a

massive black hole binary in the GC (e.g. Yu&Tremaine 2003; Sesana et al.

2006, 2008), the interaction between a globular cluster with a single or a

binary massive black hole in the GC (Capuzzo-Dolcetta & Fragione 2015;

Fragione & Capuzzo-Dolcetta 2016), and the tidal interaction of a dwarf
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galaxy near the center of the Galaxy (Abadi et al. 2009). Another possible

ejection origin for HVSs and high velocity stars in our Galaxy is the Large

Magellanic Cloud (LMC, Boubert &Evans 2016; Boubert et al. 2017a; Erkal

et al. 2019), orbiting the Milky Way with a velocity ∼ 380 km s−1(van der

Marel & Kallivayalil 2014).

In addition to the unbound population of HVSs, all the ejection mecha-

nismsmentioned above predict also a population of boundHVSs (BHVSs):

stars sharing the same formation scenario as HVSs, but with an ejection

velocity which is not sufficiently high to escape from the whole Milky Way

(e.g. Bromley et al. 2006). Most of the deceleration occurs in the inner few

kpc due to the bulge potential (Kenyon et al. 2008), and the minimum ve-

locity necessary at ejection to be unbound is of the order of ∼ 800 km s−1(a

precise value depends on the choice of the Galactic potential, Brown 2015;

Rossi et al. 2017). If we consider the Hills mechanism , this population of

bound stars is expected to be dominant over the sample of HVSs (Rossi

et al. 2014; Marchetti et al. 2018b).

At themoment, the fastest star discovered in ourGalaxy isUS 708, trav-

eling away from the Milky Way with a total velocity ∼ 1200 km s−1(Hirsch

et al. 2005). Its orbit is not consistent with coming from the GC (Brown

et al. 2015), and the most likely mechanism responsible for its acceleration

is the explosion of a thermonuclear supernova in an ultra-compact binary

in the Galactic disk (Geier et al. 2015).

The second data release (DR2) of the European Space Agency satellite

Gaia (Gaia Collaboration et al. 2016b, 2018a) gives us the first opportu-

nity to look for extremely high velocity stars in our Milky Way, using an

unprecedented sample of precisely and accurately measured sources. On

2018 April 25,Gaia provided positions (α, δ), parallaxes$ and proper mo-

tions (µα∗, µδ) for more than 1.3 billion of stars, and, notably, radial ve-
locities vrad for a subset of 7224631 stars brighter than the 12th magnitude
in the Gaia Radial Velocity Spectrograph (RVS) passband (Cropper et al.

2018; Katz et al. 2019). Radial velocities are included in theGaia catalogue

for stars with an effective temperature Teff from 3550 to 6990 K, and have
typical uncertainties of the order of few hundreds of m s−1 at the bright end

of the magnitude distribution (Gaia G band magnitude ≈ 4), and of a few
km s−1at the faint end (G ≈ 13).

Using Gaia DR2 data, Boubert et al. (2018) show that almost all the

previously discovered late-type HVS candidates are most likely bound to

the Galaxy, and their total velocity was previously overestimated because

of inaccurate parallaxes and/or proper motions. Only one late-type star,
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LAMOSTJ115209.12+120258.0 (Li et al. 2015), ismost likely unbound, but

the Hills mechanisms is ruled out as a possible explanation of its extremely

high velocity. The majority of B-type HVSs from (Brown et al. 2014, 2015)

are still found to be consistent with coming from the GC when using Gaia

DR2 proper motions (Erkal et al. 2019).

In this paper we search for the fastest stars in the Milky Way, within

the sample of ∼ 7 million stars with a six-dimensional phase space mea-
surement inGaiaDR2. Since the origin of high velocity stars in our Galaxy

is still a puzzling open question, we simply construct the total velocity dis-

tribution in the Galactic rest-frame in order to identify and characterize

the high velocity tail. In doing so, we do not bias our search towards any

specific class of high velocity stars.

This manuscript is organized as follows. In Section 4.2, we explain how

wedetermine distances and total velocities in theGalactic rest frame for the

whole sample of stars. We presents results in terms of stellar total velocity

in Section 4.3. In Section 4.4, we focus on the high velocity stars in the sam-

ple, and then in Section 4.5 we concentrate on the stars with a probability

greater than 80% of being unbound from the Galaxy, discussing individu-

ally the most interesting candidates. Finally, we conclude and discuss our

results and findings in Section 4.6.

4.2 Distance and Total Velocity Determination

The Gaia catalogue provides parallaxes, and thus a conversion to a dis-

tance is required to convert the apparent motion of an object on the celes-

tial sphere to a physical motion in space, that is needed to determine the

total velocity of a star. Bailer-Jones (2015) discusses in details how this op-

eration is not trivial when the relative error in parallax, f ≡ σ$/$, is either
above 20% or it is negative. We choose to separate the discussion on how

we determine distances and total velocities of stars with 0 < f 6 0.1 (the
“low-f sample”) and of those with either f > 0.1 or f < 0 (the “high-f sam-
ple”). There are 7183262 stars with both radial velocity and the astrometric
parameters (parallax and proper motions) in Gaia DR2, therefore in the

following we will focus on this subsample of stars.

4.2.1 The “low-f Sample”

5393495 out of 7183262 stars (∼ 75%) with radial velocity measurement in
Gaia DR2 have a relative error in parallax 0 < f 6 0.1. For this major-
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ity of stars we can get an accurate determination of their distance just by

inverting the parallax: d = 1/$ (Bailer-Jones 2015). We then model the

proper motions and parallax distribution as a multivariate Gaussian with

mean vector:

m = [µα∗, µδ, $] (4.1)

and with covariance matrix:

Σ=
©«

σ2
µα∗

σµα∗
σµδ ρ(µα∗, µδ) σµα∗

σ$ ρ(µα∗, $)

σµα∗
σµδ ρ(µα∗, µδ) σ2

µδ
σµδσ$ ρ(µδ, $)

σµα∗
σ$ ρ(µα∗, $) σµδσ$ ρ(µδ, µ$) σ2

$

ª®¬ , (4.2)

where ρ(i, j) denotes the correlation coefficient between the astrometric
parameters i and j, and it is provided in the Gaia DR2 catalogue. Radial
velocities are uncorrelated to the astrometric parameters, and we assume

them to follow a Gaussian distribution centered on vrad, and with standard

deviation σvrad . We then draw 1000 Monte Carlo (MC) realizations of each

star’s observed astrometric parameters, and we simply compute distances

by inverting parallaxes.

Total velocities in the Galactic rest frame are computed correcting ra-

dial velocities and proper motions for the solar and the local standard of

rest (LSR) motion (Schönrich 2012). In doing so, we assume that the dis-

tance between the Sun and the GC is d� = 8.2 kpc, and that the Sun has
an height above the stellar disk of z� = 25 pc (Bland-Hawthorn & Gerhard
2016). We assume a rotation velocity at the Sun position vLSR = 238 km
s−1and aSun’s peculiar velocity vectorv� = [U�,V�,W�] = [14.0, 12.24, 7.25]
km s−1(Schönrich et al. 2010; Schönrich 2012; Bland-Hawthorn &Gerhard

2016). To save computational time, we do not sample within the uncer-

tainties of the Solar position and motion. We verify that this does not con-

siderably affect our results. We then derive Galactic rectangular velocities

(U,V,W) adopting the following convention: U is positive when pointing

in the direction of the GC, V is positive along the direction of the Sun rota-

tion around the Galaxy, andW is positive when pointing towards the North

Galactic Pole (Johnson & Soderblom 1987). Starting from the MC samples

on proper motions, distances, and radial velocities, we then compute total

velocities in the Galactic rest frame vGC = vGC(α, δ, µα∗, µδ, d, vrad) summing
in quadrature the three velocity components (U,V,W).

Finally, for each star we estimate the probability Pub of being unbound
from the Galaxy as the fraction ofMC realizations which result in a total ve-

locity vGC greater than the escape speed from theMWat that given position.
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Figure 4.1: Histogram of median total velocities in the Galactic rest frame for all the ∼ 7
million stars with three-dimensional velocity by Gaia DR2 (black). The red line corresponds
to those stars with a relative error on total velocity in the Galactic rest-frame below 30%,
while the cyan line refers to our “clean” sample of high velocity stars (see discussion in Section
4.4).

We compute the escape velocity from the Galaxy at each position using the

Galactic potential model introduced and discussed in Section 4.4.1.

4.2.2 The “high-f Sample”

A more careful analysis is required for 1789767 stars (∼ 25%) with either
f > 0.1 or with a negative measured parallax. For these stars, we follow
the approach outlined in Bailer-Jones (2015); Astraatmadja &Bailer-Jones

(2016a,b); Luri et al. (2018); Bailer-Jones et al. (2018).Weuse a full Bayesian

analysis to determine the posterior probability P(d |$, σ$) of observing a
star at a distance d, given the measured parallax $ and its Gaussian un-

certainty σ$ . The authors show how the choice of the prior probability on

distance P(d) can seriously affect the shape of the posterior distribution,
and therefore lead to significantly different values for the total velocity of a

star. We decide to adopt an exponentially decreasing prior:

P(d) ∝ d2 exp

(
−

d
L

)
, (4.3)
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which has been shown to perform best for stars further out than ∼ 2 kpc
(Astraatmadja & Bailer-Jones 2016b), that is the expected distance of stars

with a large relative error on parallax (see Appendix .1). The value of the

scale length parameter L is fixed to 2600 pc, and we refer the reader to the
discussion in Appendix .1 for the reasons behind our choice of this partic-

ular value. By means of Bayes’ theorem we can then express the posterior

distribution on distances as:

P(d |$, σ$) ∝ P($ |d, σ$)P(d), (4.4)

where the likelihood probability P($ |d, σ$) is a Gaussian distribution cen-
tered on 1/d:

P($ |d, σ$) ∝ exp

[
−

1

2σ2
$

(
$ −

1

d

) ]
. (4.5)

In our case, we decide to fully include the covariancematrix between the as-

trometric properties, following the approach introduced in Marchetti et al.

(2017). In this case, for each star the likelihood probability is a three di-

mensional multivariate Gaussian distribution with mean vector:

m = [µα∗, µδ, 1/d] (4.6)

and covariance matrix given by equation (4.2). The prior distribution on

distance is givenby equation (4.3), andwe assumeuniformpriors onproper

motions. We then draw proper motions and distances from the resulting

posterior distribution using the affine invariant ensemble Markov chain

Monte Carlo (MCMC) sampler emcee (Goodman &Weare 2010; Foreman-

Mackey et al. 2013). We run each chain using 32 walkers and 100 steps,
for a total of 3200 random samples drawn from the posterior distribution.

We initialize the walkers to random positions around the mean value of

the proper motions and of the inverse of the mode of the posterior dis-

tribution in distance, equation (4.4), to achieve a fast convergence of the

chain. We run 500 burn-in steps to let the walkers explore the parame-
ter space, and then we use the final positions as initial conditions for the

proper MC chain. We then directly use this MC sampling to derive a distri-

bution for the total velocity in theGalactic rest frame of each star, assuming

the same parameters for the Sun presented in Section 4.2.1. We check that

the mean acceptance fraction (i.e. the fraction of steps accepted for each

walker) is between 0.25 and 0.5 as a test for the convergence of each MC
chain (Foreman-Mackey et al. 2013).
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Figure 4.2: Total velocity in the Galactic rest-frame vGC as a function of Galactocentric distance rGC for all the 6884304 stars in Gaia

DR2 with relative error on total velocity < 0.3. Colour is proportional to the logarithmic number density of stars. The green solid line is the
median posterior escape speed from the adopted Galactic potential (Section 4.4.1). We overplot in blue the “clean” high velocity star sample
introduced in Section 4.4. Red and yellow points correspond, respectively, to the Galactic and extragalactic candidates discussed in Section
4.5. Gaia DR2 5932173855446728064 (Gaia DR2 1396963577886583296) is marked with a red (yellow) star.
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Figure 4.3: Toomre diagram for the same stars plotted in Fig. 4.2.

4.3 The Total Velocity Distribution of Stars in

Gaia DR2

Using the approach discussed in Section 4.2, we publish a catalogue with

distances and velocities in theGalactocentric frame for all the 7183262 stars
analyzed in this paper. This is publicly available at http://home.strw.
leidenuniv.nl/~marchetti/research.html. A full description of the cat-
alogue content can be found in Appendix .2.

In order to filter out the more uncertain candidates, for which it would

be difficult to constrain the origin, we will now only discuss and plot results

for stars with a relative error on total velocity σvGC/vGC < 0.3, where σvGC is
estimated summing in quadrature the lower and upper uncertainty on vGC.

This cut results into a total of 6884304 stars, ∼ 96%of the original sample of

stars. Figure 4.1 shows the total velocity distribution of themedianGalactic

rest frame total velocity vGC for the original sample of 7183262 stars (black
line) and for the stars with a relative error on total velocity below 30% (red

line). We can see how this cut filters out most of the stars with extremely

high velocities, which are likely to be outliers with relatively more uncer-

tain measurements by Gaia. Nevertheless we note the presence of a high

velocity tail extending up to and above ∼ 1000 km s−1surviving the cut. We

http://home.strw.leidenuniv.nl/~marchetti/research.html
http://home.strw.leidenuniv.nl/~marchetti/research.html
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will now focus only on stars with σvGC/vGC < 0.3.
To highlight visually possibly unbound objects, we plot in Figure 4.2 the

total velocity for all stars as a function of the Galactocentric distance rGC,
and we overplot the median escape speed from the Galaxy with a green

solid line, computed using the Galactic potential model introduced in Sec-

tion 4.4.1. Datapoints correspond to the medians of the distributions, with

lower and upper uncertainties derived, respectively, from the 16th and 84th
percentiles. Most of the stars are located in the solar neighborhood, and

have typical velocities of the order of the LSR velocity. We find 510 stars to
have probabilities greater than 50%of being unbound from the Galaxy (but

note the large errorbars). In particular, 212 (103) stars are more than 1-σ
(3-σ) away from the Galactic escape speed.

Figure 4.3 shows the Toomre diagram for all the ∼ 7 million stars, a
plot that is useful to distinguish stellar populations based on their kine-

matics. On the x-axis we plot the componentV of the Galactocentric Carte-

sian velocity, and on the y-axis the component orthogonal to it,
√

U2 + W2.

Not surprisingly, most of the stars behave kinematically as disk stars on

rotation-supported orbits, with V values around the Sun’s orbital velocity

(see Gaia Collaboration et al. 2018b). A sub-dominant, more diffuse, pop-

ulation of stars with halo-like kinematics is also present, centered around

V = 0 and with a larger spread in total velocity.

4.4 High Velocity Stars in Gaia DR2

We now focus our interest towards high velocity stars, which we define as

stars with a probability Pub > 0.5. Since we are interested in kinematic out-
liers, we have to pay particular attention not to be contaminated by data

processing artifacts and/or spurious measurements. We therefore choose

to adopt the following conservative cuts on the columns of the Gaia DR2

gaia_source catalogue (in addition to the selection σvGC/vGC < 0.3 intro-
duced in Section 4.3):

1. astrometric_gof_al < 3;

2. astrometric_excess_noise_sig 6 2;

3. −0.23 6mean_varpi_factor_al 6 0.32;

4. visibility_periods_used > 8;

5. rv_nb_transits > 5.
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Figure 4.4: Distribution of the ∼ 7 million stars on the Galactic plane. The Sun is located at
(xGC, yGC) = (−8.2, 0) kpc. Colours are the same as in Fig. 4.2.

Figure 4.5: Same as Fig. 4.4, but showing the distribution of the stars in the (xGC, zGC)
plane. The Sun is located at (xGC, zGC) = (−8200, 25) pc. Colors are the same as in Fig. 4.2.
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Figure 4.6: HR diagram for all the ∼ 7 million stars in Gaia DR2 with a radial velocity
measurement. Colours are the same as in Fig. 4.2.

The first cut ensures that statistic astrometric model resulted in a good

fit to the data,while the second cut selects only astrometricallywell-behaved

sources (refer to Lindegren et al. 2012, for a detailed explanation of the ex-

cess noise and its significance). The third and the fourth cuts are useful

to exclude stars with parallaxes more vulnerable to errors. Finally, the fi-

nal selection ensures that each source was observed a reasonable number

of times (5) by Gaia to determine its radial velocity. Further details on the
parameters used to filter out possible contaminants and the reasons behind

the adopted threshold values can be found in theGaia data model1. Apply-

ing these cuts and with the further constrain on the unbound probability

Pub > 0.5, we are left with a clean final sample of 125 high velocity stars.
We also verify that the quality cuts C.1 and C.2 introduced in Appendix C

of Lindegren et al. (2018b), designed to select astrometrically clean sub-

sets of objects, are already verified by our sample of high velocity stars. In

addition, selectionN in Appendix C of Lindegren et al. (2018b) does not se-

lect any of our candidates. Looking at Fig. 4.2, where this clean sample of

125 stars is highlighted with blue squares, we can see how these cuts filter

out most of the stars with exceptionally high velocities, which are therefore

1https://gea.esac.esa.int/archive/documentation/GDR2/Gaia_archive/chap_
datamodel/

https://gea.esac.esa.int/archive/documentation/GDR2/Gaia_archive/chap_datamodel/
https://gea.esac.esa.int/archive/documentation/GDR2/Gaia_archive/chap_datamodel/
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likely to be instrumental artifacts. This is also evident in Fig. 4.1, where the

Galactic rest-frame total velocity distribution of the 125 high velocity stars

is shown with a cyan line.

We present distances, total velocities, and probability of being unbound

for all the 105 stars wih 0.5 < Pub 6 0.8 in Appendidx .3, Table 5. Stars with
Pub > 0.8 are presented and discussed in detail in Section 4.5.

The spatial distribution of these 125 high velocity stars in our Galaxy
is shown in Fig. 4.4, where we overplot the position on the Galactic plane

of this subset of stars with blue markers above the underlying distribution

of the ∼ 7million stars used in this paper. We can see how the majority of

high velocity stars lies in the inner region of the Galaxy, with typical dis-

tances . 15 kpc from the GC. Most of these stars are on the faint end of the

magnitude distribution because of extinction due to dust in the direction

of the GC, and thus they have large relative errors on parallax. This in turn

translates into larger uncertainties on total velocity, which may cause the

stars to be included into our high velocity cut. Another small overdensity

corresponds to the Sun’s position, correlating with the underlying distribu-

tion of all the stars. In Fig. 4.5, we plot the same but in the (xGC, zGC) plane.
Most of our high velocity stars lie away from the stellar disk.

Fig. 4.6 shows theHertzsprung-Russell (HR)diagram for all the sources

with a radial velocitymeasurement, with the high velocity star sample over-

plotted in blue. On the x-axis we plot the color index in the Gaia Blue Pass
(BP) and Red Pass (RP) bands GBP − GRP, while on the y-axis we plot the

absolute magnitude in the Gaia G band MG, computed assuming the me-

dian of the posterior distance distribution. Note that we did not consider

extinction to construct the HR diagram, because of the caveats with using

the line-of-sight extinction in theG band AG for individual sources (Andrae

et al. 2018). We can see that the great majority of our stars are giants stars.

This is consistent with recent findings of Hattori et al. (2018a); Hawkins

& Wyse (2018), which confirm some of these candidates as being old (> 1
Gyr), metal-poor giants (2 6 [Fe/H] 6 1).

4.4.1 Orbital Integration

In order to get hints on the ejection location of our sample of high velocity

stars, we perform numerical orbit integration of their trajectories back in

time using the python package Gala (Price-Whelan 2017). For each star we

use 1000 random samples from the proper motions, distance, and radial

velocityMCsampling discussed in Section 4.2.We integrate each orbit back

in time for a total time of 1 Gyr, with a fixed time-step of 0.1 Myr, using
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Figure 4.7: Absolute value of the maximum height above the Galactic plane |Zmax | as a
function of eccentricity for the high velocity sample of stars. The yellow horizontal dashed
line corresponds to Zmax = 3 kpc, the edge of the thick disk (Carollo et al. 2010). Colours
are the same as in Fig. 4.2.
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Table 4.1: Parameters for the Gala potential MilkyWayPotential.

Component Parameters

Bulge Mb = 5.00 · 109 M�

rb = 1.00 kpc
Nucleus Mn = 1.71 · 109 M�

rn = 0.07 kpc
Disk Md = 6.80 · 1010 M�

ad = 3.00 kpc
bd = 0.28 kpc

Halo Mh = 5.40 · 1011 M�

rs = 15.62 kpc

the gala potentialMilkyWayPotential. This is a four components Galactic

potential model consisting of a Hernquist bulge and nucleus (Hernquist

1990):

φb(rGC) = −
GMi

rGC + ri
, (4.7)

where i = b, n for the bulge and the nucleus, respectively, a Miyamoto-
Nagai disk (Miyamoto & Nagai 1975):

φd(RGC, zGC) = −
GMd√

R2
GC

+
(
ad +

√
z2
GC

+ b2
d

) 2 , (4.8)

and a Navarro-Frenk-White halo (Navarro et al. 1996):

φh(rGC) = −
GMh

rGC
ln

(
1 +

rGC
rs

)
. (4.9)

The parameters are chosen to fit the enclosed mass profile of the Milky

Way (Bovy 2015a), and are summarized in Table 4.1. We then derive the

pericenter distance and, for boundMC realizations, the apocenter distance

and the eccentricity of the orbit. We also record the energy and the angular

momentum of eachMC orbit. We check for energy conservation as a test of

the accuracy of the numerical integration.

In Fig. 4.7, we plot the maximum height above the Galactic disk Zmax
as a function of the eccentricity of the orbit for our sample of high velocity

stars. This plot is useful to identify similar stars based on their orbits (e.g.

Boeche et al. 2013; Hawkins et al. 2015). The dashed red line at Zmax = 3
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Figure 4.8: Minimum crossing radius rmin versus energy E for the 125 high velocity stars.
The vertical dashed line separates unbound (E > 0) from bound (E < 0) orbits. Colors are
the same as in Fig. 4.2.
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kpc denotes the typical scale height of the thick disk (Carollo et al. 2010).

Not surprisingly, high velocity stars are on highly eccentric orbits, with a

mean eccentricity of the sample∼ 0.8.Most of these stars span a large range
of Zmax, with values up to hundreds of kpc, reflecting the large amplitude
of the vertical oscillations.

In our search for HVSs, we keep track of each disk crossing (Cartesian

Galactocentric coordinate zGC = 0) in the orbital traceback of our high ve-
locity star sample. For each MC realization, we then define the crossing

radius rc as:

rc =

√
x2c + y2c, (4.10)

where xc and yc are the Galactocentric coordinates of the orbit (xGC, yGC) at
the instant when zGC = 0. In the case of multiple disk crossings during the
orbital trace-back, we define rmin as the minimum crossing radius attained

in that particular MC realization of the star’s orbit. This approach allows

us to check for the consistency of the GC origin hypothesis for our sample

of high velocity stars. We also record the ejection velocity vej: the velocity

of the star at the minimum crossing radius, and the flight time tf: the time
needed to travel from the observed position to the disk crossing happening

closest to the GC.

In Fig. 4.8, we plot rmin as a function of the orbital energy E . The red
dashed line coincides with the separation region between bound and un-

bound orbits. The majority of candidates are traveling on unbound orbits

(E > 0), and we can see a few stars with remarkably high values of the en-

ergy: 25 stars are unbound at more than 1 sigma significance, and 1 star
(Gaia DR2 5932173855446728064) is unbound at more than 3 sigma sig-
nificance.

4.5 UnboundStars:Hypervelocity andHyperRun-

away Star Candidates

Wenow focus our search onpossible unbound stars, defined as the subsam-

ple of clean high velocity stars with Pub > 80%. This amounts to a total of
20 objects. Observed properties fromGaiaDR2, distances, and total veloc-

ities for these stars are summarized in Table 2. Fig. 4.9 shows the position

in Galactocentric cylindrical coordinates of these high velocity star candi-

dates. The length of the arrows is proportional to the total velocity of each

star in the Galactic rest frame. We note that for most of our candidates (18
out of 20 stars) the parallax uncertainty is smaller than the quoted parallax
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Figure 4.9: Position of the 20 high velocity stars with Pub > 80% in Galactocentric cylindrical
coordinates (RGC, zGC). Arrows point to the direction of the velocity vector of the stars in
this coordinate system, and the arrow’s length is proportional to the total velocity of the
star in the Galactic rest-frame. Red (yellow) points and arrows mark the 7 (13) Galactic
(extragalactic) candidates with PMW > 0.5 (PMW < 0.5). Gaia DR2 5932173855446728064
(Gaia DR2 1396963577886583296) is marked with a red (yellow) star. The Sun is located at
(RGC, zGC) = (8200, 25) pc. The horizontal dashed line denotes the position of the Galactic
plane, and extends up to the edge of the stellar disk, which we take to be at 25 kpc (Xu et al.
2015).
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Figure 4.10: Histogram of the median minimum crossing radius rmin minus the correspondent
lower uncertainty σrmin, l for the sample of 20 high velocity stars with Pub > 0.8. The vertical
dashed line corresponds to (rmin−σrmin, l) = 1 kpc, our boundary condition for not rejecting the
GC origin hypothesis for the HVS candidates (see discussion in Section 4.5). (rmin−σrmin, l) > 1
kpc for all the 20 stars, therefore there are no HVS candidates.

zeropoint of −0.029 mas, as estimated by Gaia’s observations of quasars
(Lindegren et al. 2018b). We discuss the impact of considering this nega-

tive offset in the analysis of our stars in Appendix .4. We further discuss

the impact of systematic errors for our sample of 20 unbound candidates
in Appendix .5.

If a star on an unbound orbit was ejected either from the stellar disk

(HRS) or from the GC (HVS), then its distribution of minimum crossing

radii rmin should fall within the edge of the Milky Way disk. To maximize

the probability of a disk crossing during the orbital traceback, we integrate

the orbits of these stars for a maximum time of 5 Gyr. We then define the

probability PMW for a star to come from the Milky Way as the fraction of

MC realizations resulting in a minimum crossing radius within the edge of

the stellar disk: rmin < rdisk, where rdisk = 25 kpc (Xu et al. 2015). This prob-
ability is useful to flag candidates of possible extragalactic origin, which we

define as those stars with PMW < 0.5. This subset of 13 stars, if their high ve-
locity is confirmed, could either originate as RS/HRS/HVS from the LMC

(Boubert & Evans 2016; Boubert et al. 2017a; Erkal et al. 2019), or could

be the result of the tidal disruption of a dwarf galaxy interacting with the

MilkyWay (Abadi et al. 2009). Starswith aGalactic and extragalactic origin
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are marked in Fig. 4.9 with red and yellow points, respectively. Stars with

a Galactic origin have trajectories pointing away from the stellar disk. On

the other hand, extragalactic stars are pointing either towards the disk, or

are consistent with coming from regions of no current active star formation

(i.e. the outer halo).

4.5.1 Galactic Stars

7 of the 20 possible unbound stars have PMW > 0.5, and therefore are con-
sistent with being ejected from the stellar disk of the Milky Way. These

stars, given their extremely high velocities, could be either HVS or HRS

candidates.

We then classify a star as a HVS (HRS) candidate if we cannot (can)

exclude the hypothesis of GC origin, whichwe define by the condition rmin−
σrmin, l < 1 kpc (rmin − σrmin, l > 1 kpc), where rmin denotes the median of the
distribution, and σrmin, l is the lower uncertainty on the minimum crossing

radius. In this way we are testing whether, within its errorbars, a star is

consistent with coming from the central region of the Galaxy. Figure 4.10

shows the histogram of the median minimum disk crossing rmin minus the
lower uncertainty σrmin, l for all the 20 stars with Pub > 0.8. A vertical red

dashed line corresponds to the value 1 kpc, which we use to define HVS
candidates.

We find that all of these 7 stars have orbits that, when integrated back in
time, are not consistent with coming from the GC. Therefore, according to

our classification criterion, there are no stars classified as HVS candidates.

The absence ofHVS candidates in the subset ofGaiaDR2with radial veloc-

ities was anticipated by predictions by Marchetti et al. (2018b), analyzing

the Hills mock catalogue of HVSs. This is due to the fact that the expected

number density of HVSs generated via the Hills’ mechanism is expected

to increase linearly with increasing galactocentric distance (Brown 2015),

and the majority of HVSs in the Milky Way are too faint to have a radial

velocity measurement from Gaia DR2. We cannot exclude the presence of

bound HVSs in the subset of ∼ 7million stars considered in this work, but
their identification is not trivial because of their complex orbits and lower

velocities. About 20BHVSs are expected to have radial velocities fromGaia

DR2 (Marchetti et al. 2018b), but their identification is beyond the scope

of this manuscript.

All the 7 Galactic stars are therefore HRS candidates (red circles in Fig.
4.2 and following plots). One particular HRS candidate that is worth men-

tioning isGaiaDR2 5932173855446728064 (markedwith a red star in Fig.
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4.2 and following). This star has an exceptionally well constrained total ve-

locity2, vGC = 747+2
−3 kms−1, which results in a probability of being unbound

≈ 1. This star most likely was ejected in the thin disc of the Milky Way.

We note that 5 of the 7 HRS candidates with a Galactic origin have

Pub > 90%. Such exceptionally high velocities are thought to be very un-
common in our Galaxy for HRSs, which are predicted to be much rarer

than HVSs (Brown 2015). This is correct in the context of theMilkyWay as

awhole. In this studyweonly focus onbright sources (GRVS < 12), therefore
wemaximize the probability of observing stars ejected from the stellar disk.

TheHVSpopulation is instead expected to bemuch fainter than thismagni-

tude cut (Marchetti et al. 2018b). Since estimates on the expectedHRSpop-

ulation inGaia are currently missing, at themoment it is not clear whether

this tension is real, and/or if other ejection mechanisms are needed (e.g.

Irrgang et al. 2018).

4.5.2 Extragalactic Stars

13 of the 20 Pub > 80% stars have probabilities < 50% of intersecting the

MilkyWay stellar disk when traced back in time, therefore an extragalactic

origin is preferred. A possible ejection location could be the LMC, or oth-

erwise spatial correlations with the density of surrounding stars could help

identifying them as the high velocity tail of a stellar stream produced by the

effect of the gravitational field of the Milky Way on a dwarf satellite galaxy

(Abadi et al. 2009).

The extragalactic star with a highest probability of being unbound from

our Galaxy is Gaia DR2 1396963577886583296, with a total velocity ∼ 700
km s−1, resulting in a probability Pub = 0.98. We mark this source with a

yellow star in Fig. 4.2 and following. This star is at ∼ 30 kpc from the GC,

with an elevation of ∼ 25 kpc above the Galactic plane.

4.6 Conclusions

We derived distance and total velocities for all the 7183262 stars with a full
phase space measurement in the Gaia DR2 catalogue, in order to find un-

bound objects and velocity outliers. We defined our sample of high velocity

2Because of the small uncertainties, we repeat the total velocity determination for Gaia

DR2 5932173855446728064 samplingwithin the uncertainties of the Sun position andmo-

tion (see discussion in Section 4.2.1). The result is vGC = (747 ± 7) km s−1, in agreement

with the previous estimate.
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stars as those stars with an estimated probability of being unbound from

the Milky Way Pub > 50%, resulting in a total of 125 stars with reliable as-
trometric parameters and radial velocities.We traced back the high velocity

stars in the Galactic potential to derive orbital parameters. Out of these 125
stars, we found the following.

1. 20 stars have predicted probabilities Pub > 80%. The observed and
derived kinematic properties of these stars are summarized in Table

2, and are discussed in Section 4.5.

2. None of these 20 stars is consistent with coming from the inner 1
kpc, so there are noHVS candidates. This is consistent with estimates

presented in Marchetti et al. (2018b).

3. 7 out of the 20 stars with Pub > 0.8, when traced back in time in the
Galactic potential, originate from the stellar disk of the Milky Way.

These stars are HRS candidates.

4. 13 out of the 20 unbound candidates have probabilities < 50% to orig-

inate from the stellar disk of the Galaxy. This surprising and unex-

pected population of stars could be either produced as RSs / HRSs

/ HVSs from the LMC, thanks to its high orbital velocity around the

Milky Way, or could be members of dwarf galaxies tidally disrupted

by the gravitational interaction with the Galaxy. Further analyses are

required in order to identify their origin.

Another possibility that we cannot rule out is that a subset of these

20 stars is actually gravitationally bound to the Milky Way. Recent high-

resolution spectroscopic followups showed that some of these stars are ac-

tually indistinguishable from halo stars from a chemical point of view (see

Hawkins & Wyse 2018), therefore if they are actually bound, this would

in turn imply a more massive Milky Way (Hattori et al. 2018a; Monari

et al. 2018), a possiblity that cannot be ruled out (e.g. Wang et al. 2015).

Otherwise, a confirmation of the global parallax zeropoint measured with

quasars could lower down their total velocities, resulting in the same effec-

tAs discussed in Appendix .4, including this parallax offset results in 14 (4)

starswith anupdated Pub > 50%(Pub > 80%). The choice of not considering
the parallax zero point in the main text is therefore a conservative choice,

which ensures us that all the high velocity stars in the subset of Gaia DR2

with radial velocities are actually included in this work. In Appendix .5 we

show how including systematic errors in parallax can significantly lower
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the distances and total velocities for our candidates, but we want to stress

that the adopted parameters might be too pessimistic for the stars consid-

ered in this paper (Lindegren et al. 2018a). Follow-up observations with

ground based facilities and/or future data releases of theGaia satellite will

help us confirming or rejecting their interpretation as kinematic outliers.

This paper is just a first proof of the exciting discoveries that can be

made mining the Gaia DR2 catalogue. We only limited our search to the

∼ 7 million stars with a full phase space information, a small catalogue
compared to the full 1.3 billion sources with proper motions and paral-
laxes. Synergies with existing and upcoming ground-based spectroscopic

surveys will be essential to obtain radial velocities and stellar spectra for

subsets of these stars (e.g. Dalton 2016; de Jong et al. 2016; Kunder et al.

2017;Martell et al. 2017). Forwhat concernsHVSs,Marchetti et al. (2018b)

shows how themajority ofHVSs expected to be found in theGaia catalogue

are actually fainter than the limitingmagnitude for radial velocities inDR2.

We therefore did not expect to discover the bulk of theHVSpopulationwith

the method outlined in this paper, but other data mining techniques need

to be implemented in order to identify them among the dominant back-

ground of bound, low velocity stars (see for example Marchetti et al. 2017).

We also show how particular attention needs to be paid to efficiently fil-

ter out contaminants and instrumental artifacts, which might mimic high

velocity stars at a first inspection.
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Figure 11: Bias, RMS, and standard deviation of the estimator x0 as a function of ftrue =
σ$dtrue (left panel) and f = σ$/$ (right panel). The modes of the posterior distributions
are estimated using the exponentially decreasing prior with a characteristic scale length L =
2600 pc.
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.1 Choice of the Prior Probability on Distances

In this appendix we discuss the choice of the prior probability on distances

P(d)which gives themost accurate results on the subsample of bright stars
inGaiaDR2with a large relative error on parallax (the high-f sample intro-

duced in Section 4.2). We cross-match the Gaia Universe Model Snapshot

(GUMS, Robin et al. 2012) and theGaiaObject Generator (GOG, Luri et al.

2014) catalogues based on the value of the source identifier, to get a result-

ing sample of 7 · 106 stars with GRVS < 12.2. We use the latest versions of

these mock catalogues, GUMS-18 and GOG-183. The resulting combined

3https://wwwhip.obspm.fr/gaiasimu/

https://wwwhip.obspm.fr/gaiasimu/
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catalogue contains positions, parallaxes, proper motions, radial velocities,

and distances for all stars, with corresponding uncertainties.We extend the

limiting magnitude to GRVS = 12.2 to take into account the fact that Gaia
does take spectra of some stars which are fainter than the limiting magni-

tude. In particular, these faint stars are the one with the largest error on

parallax, so we want to be sure to include them, in order to derive accurate

distances for the stars in Gaia DR2. We multiply the uncertainties on par-

allax and radial velocity by a factor (60/22)0.5, and the ones on both proper
motions by a factor (60/22)1.5, to simulate the reduced performance of the
Gaia satellite on 22months of collected data.

We find 352010 of the 7 million stars to have f = σ$/$ > 0.1. We

can see that this value is about 5 times smaller than the one found in Gaia

DR2 (see Section 4.2.2). All these stars are found at distance larger than

∼ 4.5 kpc from the Sun, and therefore we choose to adopt the exponen-

tially decreasing prior to derive their distances (Astraatmadja & Bailer-

Jones 2016b), see equation (4.3). The mode of the posterior distribution

in equation (4.4) can be determined by numerically finding the roots of the

implicit equation (Bailer-Jones 2015):

d3

L
− 2d2 +

$

σ2
$

d −
1

σ2
$

= 0. (11)

We compute the mode dMo,i for each star i in the simulated catalogue for
different values of the scaling length L. We then determine the best fitting

value of the parameter L as the one minimizing the quantity
∑

i x2i , where
the scaled residual xi is computed as (Astraatmadja & Bailer-Jones 2016a):

xi =
dMo,i − dtrue,i

dtrue,i
, (12)

where dtrue,i denotes the true simulated distance of the i-th star. We find

the value for the scale length L = 2600 pc to work best on this sample of
∼ 352000 simulated stars. In Fig. 11 we plot themean value of the bias x̄, the
root mean squared (RMS) x̄2

1/2
, and the standard deviation of the residual

x for each bin of ftrue = σ$dtrue (left panel) and f (right panel).
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Table 2: Observed properties for the 20 ”clean” high velocity star candidates with a probability > 80% of being unbound from the Galaxy.
Stars are sorted by decreasing Pub (see Table 3).

Gaia DR2 ID (RA, Dec.) $ µα∗ µδ vrad G
(◦) (mas) (mas yr−1) (mas yr−1) (km s−1) (mag)

Galactic

5932173855446728064 (244.1181, −54.44045) 0.454 ± 0.029 −2.676 ± 0.043 −4.991 ± 0.034 −614.286 ± 2.492 13.81
1383279090527227264 (240.33735, 41.16677) 0.118 ± 0.016 −25.759 ± 0.025 −9.745 ± 0.04 −180.902 ± 2.421 13.01
6456587609813249536 (317.36089, −57.9124) 0.099 ± 0.019 13.002 ± 0.029 −18.263 ± 0.03 −15.851 ± 2.833 13.01
5935868592404029184 (253.90291, −53.29868) 0.074 ± 0.021 5.47 ± 0.032 6.358 ± 0.026 308.412 ± 1.212 13.08
5831614858352694400 (247.45238, −59.96738) −0.008 ± 0.025 4.405 ± 0.032 1.532 ± 0.03 258.295 ± 1.245 13.37
5239334504523094784 (158.89457, −65.46548) 0.038 ± 0.013 −6.77 ± 0.025 2.544 ± 0.022 22.464 ± 1.891 13.39
4395399303719163904 (258.75009, 8.73145) 0.073 ± 0.019 −9.911 ± 0.029 4.848 ± 0.029 24.364 ± 1.484 13.19

Extragalactic

1396963577886583296 (237.73164, 44.4357) −0.017 ± 0.014 −1.649 ± 0.023 −4.966 ± 0.029 −412.464 ± 1.002 13.24
5593107043671135744 (113.26944, −31.3792) −0.1 ± 0.017 −1.582 ± 0.03 2.113 ± 0.028 104.437 ± 1.511 13.39
5546986344820400512 (125.63998, −32.62) −0.08 ± 0.022 −1.986 ± 0.028 2.747 ± 0.035 79.255 ± 1.273 13.82
5257182876777912448 (144.73682, −60.53137) −0.012 ± 0.017 −3.736 ± 0.029 3.444 ± 0.027 22.64 ± 1.723 13.49
4326973843264734208 (248.8923, −14.51844) 0.199 ± 0.031 −20.546 ± 0.05 −33.974 ± 0.033 −220.392 ± 2.052 13.5
5298599521278293504 (140.14259, −62.46243) −0.053 ± 0.02 −2.373 ± 0.071 3.883 ± 0.055 54.363 ± 1.17 13.39
6700075834174889472 (304.32289, −32.41577) 0.054 ± 0.037 −7.243 ± 0.065 4.955 ± 0.047 22.491 ± 2.057 12.75
4073247619504712192 (280.26863, −26.28806) 0.05 ± 0.024 −3.596 ± 0.046 6.231 ± 0.039 −191.767 ± 2.735 13.58
6492391900301222656 (348.64665, −58.42957) 0.095 ± 0.018 7.502 ± 0.027 −15.822 ± 0.026 −149.856 ± 1.163 13.36
4596514892566325504 (268.57736, 29.12348) 0.064 ± 0.013 −1.086 ± 0.019 −10.512 ± 0.023 −112.792 ± 1.093 13.49
5830109386395388544 (249.9792, −61.90285) −0.006 ± 0.019 −1.072 ± 0.027 3.932 ± 0.029 143.395 ± 0.633 13.14
1990547230937629696 (344.00637, 53.61551) 0.043 ± 0.017 −4.769 ± 0.028 −2.83 ± 0.027 −83.38 ± 1.158 13.31
5321157479786017280 (128.82063, −53.20458) −0.023 ± 0.018 −2.518 ± 0.032 3.224 ± 0.034 81.295 ± 0.668 13.59
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We can see that, with this choice of prior, the mode of the posterior distri-

bution on distances is an unbiased estimator for all the range of observed

relative errors in parallax f , even if it shows a negative bias of ∼ 20% for

stars with large values of the true relative error ftrue.
The reason why we choose not to use distances from Bailer-Jones et al.

(2018) is that the authors fit the values of the scale length L to a full three-
dimensional model of the Galaxy4. Their values are therefore driven by

nearby, bright disk stars, with f � 1. Such an approach would underes-
timate distances (and therefore total velocities) to faint distant stars, the

ones we are more interested in.

.2 Contentof theDistanceandVelocityCatalogue

Table 4 provides an explanation of the content of the catalogue containing

distances and velocities for the 7183262 stars with a radial velocity mea-
surement inGaiaDR2. The catalogue is publicly available at http://home.
strw.leidenuniv.nl/~marchetti/research.html.

.3 List of High Velocity Stars with 0.5 < Pub 6 0.8.

In Table 5 we presentGaia identifiers, distances, and total velocities for the

105 high velocity stars discussed in Section 4.4, with 0.5 < Pub 6 0.8.

.4 Global Parallax Offset

In this appendix we discuss the impact of including the −0.029mas global
parallax zeropoint mentioned in Lindegren et al. (2018b), derived from

Gaia’s observations of distant quasars. Being a negative offset, the net ef-

fect is to lower the inferred distances, and therefore the resulting total ve-

locities. We repeat the Bayesian analysis discussed in Section 4.2 to the 20
stars with Pub > 80%. In this case, the likelihood probability is again amul-
tivariate Gaussian distribution, but with mean vector (Bailer-Jones et al.

2018):

m = [µα∗, µδ, 1/d +$zp], (13)

where $zp = −0.029 mas. In Table 6 we report the updated values of the
distance, total velocity, and probability of being unbound from the Galaxy

4Note that Bailer-Jones et al. (2018) adopt a scale length that varies smoothly with

Galactic longitude and latitude.

http://home.strw.leidenuniv.nl/~marchetti/research.html
http://home.strw.leidenuniv.nl/~marchetti/research.html
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Table 3: Derived properties for the 20 ”clean” high velocity star candidates with a probability
> 80% of being unbound from the Galaxy. Stars are sorted by decreasing Pub.

Gaia DR2 ID d rGC vGC PMW Pub
(pc) (pc) (km s−1)

Galactic

5932173855446728064 2197+162
−120 6397+92

−123 747+2
−3 1.00 1.00

1383279090527227264 8491+1376
−951 10064+908

−561 921+179
−124 1.00 1.00

6456587609813249536 10021+2023
−1480 7222+1350

−761 875+212
−155 0.98 0.99

5935868592404029184 12150+2919
−1909 5985+2516

−1380 747+110
−73 0.83 0.98

5831614858352694400 20196+6006
−4394 14113+5781

−4061 664+130
−93 0.94 0.92

5239334504523094784 19353+4247
−2940 18351+3923

−2617 609+140
−94 0.77 0.88

4395399303719163904 12848+2766
−2262 8194+2309

−1620 671+136
−106 1.00 0.84

Extragalactic

1396963577886583296 31374+6332
−5185 30720+6150

−4970 693+145
−113 0.00 0.98

5593107043671135744 37681+8295
−6444 41753+8183

−6322 567+100
−76 0.00 0.97

5546986344820400512 29062+5928
−4950 32552+5782

−4781 551+90
−75 0.00 0.93

5257182876777912448 26140+6400
−4240 25824+6144

−3989 605+148
−93 0.03 0.92

4326973843264734208 5257+881
−677 3842+450

−465 766+163
−122 0.04 0.91

5298599521278293504 28525+6774
−5110 28145+6545

−4850 579+139
−104 0.03 0.88

6700075834174889472 13068+3816
−3123 7584+3330

−2219 698+152
−120 0.10 0.84

4073247619504712192 14653+4331
−2807 6884+4240

−2648 695+139
−88 0.11 0.84

6492391900301222656 10276+1878
−1541 9641+1335

−944 658+149
−117 0.06 0.84

4596514892566325504 14255+2485
−1839 12120+2106

−1453 617+121
−90 0.07 0.84

5830109386395388544 23852+6287
−4917 17735+6123

−4680 600+118
−88 0.08 0.84

1990547230937629696 17543+4372
−3415 21331+4114

−3130 563+112
−84 0.05 0.83

5321157479786017280 27523+6086
−5176 28715+5877

−4914 545+110
−95 0.08 0.83

Note. Distances and total velocities are quoted in terms of the median of the distribution,

with uncertainties derived from the 16th and 84th percentiles.
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Table 4: Catalogue description. Derived distances and velocities correspond to the median
of the distribution, and lower and upper uncertainties are derived, respectively, from the 16th
and 84th percentiles of the distribution function. Entries labelled 1 are derived in this paper,
while entries labelled 2 are taken from the Gaia DR2 catalogue (Gaia Collaboration et al.
2018a).

Column Units Name Description

1 - source_id Gaia DR2 identifier2

2 deg ra Right ascension2

3 deg dec Declination2

4 mas parallax Parallax2

5 mas e_parallax Standard uncertainty in parallax2

6 mas yr−1 pmra Proper motion in right ascension2

7 mas yr−1 e_pmra Standard uncertainty in proper motion in right ascension2

8 mas yr−1 pmdec Proper motion in declination2

9 mas yr−1 e_pmdec Standard uncertainty in proper motion declination2

10 km s−1 vrad Radial velocity2

11 km s−1 e_vrad Radial velocity error2

12 mag GMag G-band mean magnitude2

13 pc dist Distance estimate1

14 pc el_dist Lower uncertainty on distance1

15 pc eu_dist Upper uncertainty on distance1

16 pc rGC Spherical Galactocentric radius1

17 pc el_rGC Lower uncertainty on spherical Galactocentric radius1

18 pc eu_rGC Upper uncertainty on spherical Galactocentric radius1

19 pc RGC Cylindrical Galactocentric radius1

20 pc el_RGC Lower uncertainty on cylindrical Galactocentric radius1

21 pc eu_RGC Upper uncertainty on cylindrical Galactocentric radius1

22 pc xGC Cartesian Galactocentric x-coordinate1

23 pc el_xGC Lower uncertainty on Cartesian Galactocentric x-coordinate1

24 pc eu_xGC Upper uncertainty on Cartesian Galactocentric x-coordinate1

25 pc yGC Cartesian Galactocentric y-coordinate1

26 pc el_yGC Lower uncertainty on Cartesian Galactocentric y-coordinate1

27 pc eu_yGC Upper uncertainty on Cartesian Galactocentric y-coordinate1

28 pc zGC Cartesian Galactocentric z-coordinate1

29 pc el_zGC Lower uncertainty on Cartesian Galactocentric z-coordinate1

30 pc eu_zGC Upper uncertainty on Cartesian Galactocentric z-coordinate1

31 km s−1 U Cartesian Galactocentric x-velocity1

32 km s−1 el_U Lower uncertainty on Cartesian Galactocentric x-velocity1

33 km s−1 eu_U Upper uncertainty on Cartesian Galactocentric x-velocity1

34 km s−1 V Cartesian Galactocentric y-velocity1

35 km s−1 el_V Lower uncertainty on Cartesian Galactocentric y-velocity1

36 km s−1 eu_V Upper uncertainty on Cartesian Galactocentric y-velocity1

37 km s−1 W Cartesian Galactocentric z-velocity1

38 km s−1 el_W Lower uncertainty on Cartesian Galactocentric z-velocity1

39 km s−1 eu_W Upper uncertainty on Cartesian Galactocentric z-velocity1

40 km s−1 UW Cartesian Galactocentric xz-velocity1

41 km s−1 el_UW Lower uncertainty on Cartesian Galactocentric xz-velocity1

42 km s−1 eu_UW Upper uncertainty on Cartesian Galactocentric xz-velocity1

43 km s−1 vR Cylindrical Galactocentric R-velocity1

44 km s−1 el_vR Lower uncertainty on cylindrical Galactocentric R-velocity1

45 km s−1 eu_vR Upper uncertainty on cylindrical Galactocentric R-velocity1

46 km s−1 vtot Total velocity in the Galactic rest-frame1

47 km s−1 el_vtot Lower uncertainty on total velocity in the Galactic rest-frame1

48 km s−1 eu_vtot Upper uncertainty on total velocity in the Galactic rest-frame1

49 - P_ub Probability of being unbound from the Galaxy1
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Table 5: Distances and total velocities in the Galactic rest frame for the 105 “clean” high
velocity star candidates with 0.5 < Pub 6 0.8. Sources are sorted by decreasing Pub.

Gaia DR2 ID d vGC Pub
(pc) (km s−1)

5718618735518384768 31308+6464
−6622 488+69

−73 0.79

4532372476587492608 14132+3798
−2288 606+142

−83 0.78

4366218814874247424 7506+1521
−955 678+137

−86 0.78

5244448023850619648 16553+3638
−2756 552+91

−66 0.77

1994938164981988864 22185+5526
−4751 516+85

−70 0.77

2159020415489897088 7686+1651
−1293 603+123

−97 0.77

2112308930997657728 6114+999
−712 619+119

−84 0.77

5802638672467252736 9985+1804
−1322 647+150

−108 0.76

5996908319666721792 13616+3593
−2595 662+151

−108 0.75

5316722526615701504 24242+6103
−4691 525+123

−89 0.74

2095259117723646208 13359+2970
−2614 594+134

−112 0.73

5839686407534279808 7346+1033
−839 633+112

−92 0.72

1333199496978208128 20038+4062
−3076 543+120

−86 0.72

2089995308886282880 13397+2700
−1874 573+121

−81 0.71

2045752026157687040 11799+2705
−2004 604+144

−106 0.71

6431596947468407552 11356+2099
−1531 590+66

−47 0.71

5247579810921207680 27357+5878
−4547 499+115

−85 0.7

5298494930231856512 23913+5493
−4057 510+119

−85 0.7

2095397827987170816 14751+2839
−2301 574+122

−98 0.7

4656931544705794816 24368+5597
−4637 514+118

−95 0.7

6642234513167197824 6836+1252
−1037 649+117

−91 0.69

5399966178291369728 10155+2090
−1430 566+121

−81 0.69

5374177064347894272 6225+1109
−879 587+97

−76 0.68

2072048770884296704 16139+3291
−2678 552+118

−94 0.68

6116555426949827200 7741+1164
−1011 628+118

−102 0.67

6500989806352727936 10407+2456
−1809 577+128

−90 0.67

5217818333256869376 8642+1631
−1139 585+118

−81 0.67

2106519830479009920 8213+1326
−1065 570+85

−67 0.67

6397497209236655872 5802+643
−487 587+54

−41 0.66
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Table 5: - continued.
Gaia DR2 ID d vGC Pub

(pc) (km s−1)

2044224735768501760 15167+3227
−2538 560+124

−96 0.66

5303927273594669056 20331+5200
−3372 508+118

−73 0.66

1966103266381646720 28232+6210
−5780 474+88

−76 0.65

6241406793347941504 14098+4035
−3000 609+139

−98 0.65

5627896072604568960 22754+5478
−4591 490+101

−83 0.65

5415267600583814912 24505+6046
−4520 498+115

−87 0.65

5856098302217892352 19735+4562
−3404 529+127

−93 0.65

6444276683058885248 11413+3064
−2202 617+147

−103 0.65

2094386346009409280 14643+2968
−2007 549+125

−82 0.64

5309766504975294592 25956+5528
−5114 490+106

−96 0.64

3905884598043829504 2709+385
−289 580+115

−86 0.63

2038012426369296128 16453+4086
−3062 543+127

−88 0.63

5317203154946837760 18068+3537
−3079 510+94

−80 0.63

5897201311028035456 17717+4423
−4116 543+83

−70 0.62

5823425661366917376 15652+4759
−3695 568+127

−97 0.62

5807202126764572288 14365+3602
−2776 563+97

−74 0.62

3705761936916676864 3756+371
−300 566+59

−46 0.62

2183775885439262592 23213+5580
−4338 480+102

−78 0.62

5317776481532378240 19139+4400
−3115 500+112

−79 0.62

6077622510498751616 14503+3852
−2502 538+84

−46 0.62

4531575708618805376 12030+2748
−1974 562+80

−56 0.62

1956680279930601344 23550+6723
−4451 480+113

−75 0.62

6010197124582216832 10863+3441
−1945 629+118

−65 0.62

5232568213032618496 27921+5690
−4842 487+111

−92 0.61

5249820306388948992 26092+6478
−4213 478+117

−78 0.61

5779439836114210304 23901+5743
−4509 492+69

−53 0.6

5247264629041172608 20274+3940
−3336 507+100

−80 0.6

5912922197004254848 12401+3128
−2696 610+122

−99 0.6

5247811567357582336 21321+4641
−3453 497+114

−86 0.59

4489509905555953408 11610+2734
−2257 590+117

−91 0.59

2121857472227927168 13251+2401
−1679 522+92

−63 0.59

1989862986804105344 10429+2057
−1607 523+107

−82 0.58
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Table 5: - continued.
Gaia DR2 ID d vGC Pub

(pc) (km s−1)

6677910160794903296 4345+554
−396 604+106

−76 0.58

6229070238523155328 13987+4361
−2810 567+142

−87 0.58

4452929978332889216 24168+5324
−4537 496+108

−88 0.58

5785402796909679744 14723+3134
−2187 543+132

−89 0.58

5362114562797004544 23461+5342
−4015 479+113

−80 0.57

1331585993728475264 10902+2413
−1920 544+115

−87 0.57

6733156428223193856 13978+3684
−2829 601+122

−92 0.57

6221350429945324032 8878+2117
−1582 593+141

−104 0.57

3454083549225619712 5943+794
−627 522+100

−77 0.57

6868478546915992320 14043+4460
−3582 576+130

−101 0.57

4127621699294858368 13174+3602
−2904 615+128

−98 0.56

1364548016594914560 10327+1989
−1642 531+66

−50 0.56

4609875745549298688 10640+1380
−1204 544+76

−66 0.56

5212817273334550016 3811+330
−283 565+59

−51 0.56

1268023196461923712 4586+500
−390 568+79

−61 0.56

1696697285206197248 23235+5014
−3909 464+111

−81 0.56

6034352158118691072 11013+2964
−2267 646+157

−104 0.56

2098831980759357696 15685+3439
−2694 518+119

−92 0.56

5354094037807264384 11683+2120
−1758 533+111

−90 0.56

4220617568115374848 4978+814
−677 603+114

−92 0.56

5779919841659989120 10641+2101
−1505 568+135

−95 0.55

5317675979297751040 27098+5311
−4561 451+81

−70 0.55

3891412241883772928 7004+1531
−1150 539+88

−65 0.55

4916199478888664320 5579+725
−629 549+66

−56 0.55

2255126837089768192 24623+4714
−4286 456+85

−74 0.55

5511130239834500864 20579+5603
−3668 467+100

−68 0.55

3784964943489710592 4031+733
−505 552+92

−61 0.55

2038818952503671424 26358+5535
−5090 469+105

−92 0.55

1954400884950622464 19455+4960
−3498 482+108

−75 0.54

5846560382443820032 7054+936
−629 585+96

−64 0.54

6130863887159694848 9639+2070
−1335 550+133

−85 0.54

5231000034569444992 18206+3340
−3437 501+101

−105 0.53
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Table 5: - continued.
Gaia DR2 ID d vGC Pub

(pc) (km s−1)

2186887606421426816 24376+4607
−4292 454+74

−67 0.53

5818738237122521344 11884+3059
−2216 559+136

−89 0.53

5249917441371959040 17540+4063
−3149 494+116

−85 0.53

6639557580310606976 11135+3975
−2226 579+108

−55 0.53

4210389120686616832 7886+2550
−1822 599+143

−88 0.52

1191989287342960640 10798+2233
−1691 549+131

−96 0.52

6098331056080412416 16089+3894
−3358 528+89

−72 0.52

2086507417487662976 26304+5278
−4208 448+90

−72 0.51

5303240216263896192 21972+5482
−3995 464+111

−79 0.51

2000253135474943616 16537+3984
−3129 475+89

−69 0.51

6035120957243593600 10873+3525
−2307 603+124

−76 0.51

1612628419987892096 25402+5063
−3992 442+104

−79 0.5

for the 20 stars discussed in Section 4.5. We now find 14 candidates (70%)
to have an updated Pub > 50%, and 4 stars (20%) to have Pub > 80%.

.5 Systematic Errors in Parallax

Gaia DR2 uncertainties in parallax do not include the contribution from

systematic errors, whichmight depend on themagnitude, position, colour,

and other property of the source. Themean value of the systematic errors is

the global parallax offset $zp already discussed in Appendix .4. In this ap-

pendix we discuss the impact of adding this contribution to the quoted val-

ues of the parallax uncertainties. To do that, we follow the advice and guide-

lines presented inLindegren et al. (2018a). Internal uncertainties published

in the Gaia DR2 catalogue can be artificially inflated to keep into account

systematic errors (e.g. Lindegren et al. 2016):

σ$,ext =

√
k2σ$ + σ2

s , (14)

where k & 1 is a correction factor, and σs is the variance of the systematic
error. These parameters need to be calibrated using external datasets. Lin-

degren et al. (2018a) suggest adopting k = 1.08, σs = 0.021mas (k = 1.08,
σs = 0.043 mas) for bright stars with G . 13 (faint stars with G & 13).
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Table 6: Distances and total velocities in the Galactic rest frame for the 20 “clean” high
velocity star candidates with Pub > 0.8 presented in Table 2, including the −0.029 mas global
parallax offset. For comparison, stars are sorted as in Table 2.

Gaia DR2 ID d vGC Pub
(pc) (km s−1)

5932173855446728064 2096+130
−117 747+3

−3 1.0

1383279090527227264 7144+809
−782 745+105

−102 0.98

6456587609813249536 7964+1297
−885 660+135

−92 0.82

5935868592404029184 10010+2144
−1800 665+81

−67 0.75

5831614858352694400 17160+4736
−4055 600+101

−86 0.73

5239334504523094784 14426+3339
−2236 454+105

−66 0.32

4395399303719163904 9934+2389
−1586 535+112

−71 0.37

1396963577886583296 23038+5341
−3347 511+112

−68 0.73

5593107043671135744 32604+6740
−4982 511+79

−61 0.9

5546986344820400512 26048+6507
−4962 507+99

−74 0.78

5257182876777912448 21973+4863
−4292 515+106

−91 0.66

4326973843264734208 4718+725
−580 670+131

−104 0.72

5298599521278293504 24102+6820
−3800 489+140

−74 0.63

6700075834174889472 11382+4021
−2622 631+158

−98 0.69

4073247619504712192 11656+3234
−1949 601+101

−61 0.47

6492391900301222656 7999+1457
−1042 487+109

−73 0.29

4596514892566325504 10522+1717
−1145 436+83

−53 0.14

5830109386395388544 19057+4550
−3307 514+84

−59 0.51

1990547230937629696 13243+2851
−2563 456+71

−62 0.37

5321157479786017280 22613+5272
−4543 456+94

−81 0.51
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In Table 7 we report the updated values for distances, total velocities, and

probability of being unbound from the Galaxy for the sample of 20 stars
discusses in Section 4.5. All of the stars but one are classified as faint stars.

9 (5) stars out of 20 now have an updated probability Pub > 0.5 (Pub > 0.8).
We want to stress that the adopted value for σs is likely overestimated for

the typicalmagnitude of stars in our sample (Lindegren et al. 2018a), there-

fore this is a conservative approach, which underestimates distances (and

therefore total velocities).
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Table 7: Distances and total velocities in the Galactic rest frame for the 20 “clean” high
velocity star candidates with Pub > 0.8 presented in Table 2. Parallax uncertainties are
inflated according to equation (14). For comparison, stars are sorted as in Table 2.

Gaia DR2 ID d vGC Pub
(pc) (km s−1)

5932173855446728064 2316+306
−265 746+3

−3 1.0

1383279090527227264 8577+3716
−2135 931+484

−278 0.94

6456587609813249536 9370+3917
−2262 806+414

−234 0.86

5935868592404029184 10744+3489
−2685 694+131

−101 0.8

5831614858352694400 13924+5147
−3860 531+109

−79 0.53

5239334504523094784 12051+4102
−3115 384+124

−84 0.22

4395399303719163904 11019+3704
−3061 585+179

−138 0.58

1396963577886583296 15707+5086
−3944 372+92

−54 0.21

5593107043671135744 18643+5317
−4575 348+62

−53 0.14

5546986344820400512 16803+5056
−4307 371+77

−61 0.2

5257182876777912448 14545+4481
−3702 361+91

−65 0.17

4326973843264734208 6032+2296
−1452 909+426

−265 0.91

5298599521278293504 16316+5884
−4573 341+109

−77 0.18

6700075834174889472 12278+4717
−3393 667+187

−129 0.75

4073247619504712192 11462+4236
−2678 593+135

−83 0.48

6492391900301222656 9897+4543
−2488 630+359

−185 0.69

4596514892566325504 11421+4949
−2998 479+242

−141 0.44

5830109386395388544 14312+5392
−4022 430+97

−69 0.27

1990547230937629696 11614+4698
−2769 416+116

−66 0.35

5321157479786017280 15167+5524
−3904 328+95

−62 0.13
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5| Joint constraints on the
Galactic dark matter halo
and Galactic Centre from
hypervelocity stars

E.M. Rossi,T.Marchetti, M. Cacciato,M. Kuiack, R. Sari 2017,MNRAS,

467, 1844-1856

Themass assembly history of the MilkyWay can inform both theory of galaxy for-

mation and the underlying cosmological model. Thus, observational constraints

on the properties of both its baryonic and dark matter contents are sought. Here,

we show that hypervelocity stars (HVSs) can in principle provide such constraints.

We model the observed velocity distribution of HVSs, produced by tidal break-up

of stellar binaries caused by SgrA∗. Considering aGalactic Centre (GC) binary pop-

ulation consistent with that inferred in more observationally accessible regions, a

fit to current HVS data with significance level > 5 per cent can only be obtained

if the escape velocity from the GC to 50 kpc is VG . 850 km s−1, regardless of

the enclosed mass distribution. When a Navarro, Frenk andWhite matter density

profile for the dark matter halo is assumed, haloes with VG . 850 km s−1are in

agreement with predictions in the cold dark matter model and a subset of mod-

els around M200 ∼ 0.5-1.5 × 1012 M� and rs . 35 kpc can also reproduce Galactic

circular velocity data. HVS data alone cannot currently exclude potentials with

VG > 850 km s−1. Finally, specific constraints on the halo mass fromHVS data are

highly dependent on the assumed baryonic mass potentials. This first attempt to

simultaneously constrain GC and dark halo properties is primarily hampered by

the paucity and quality of data. It nevertheless demonstrates the potential of our

method, that may be fully realized with the ESA Gaiamission.



140
Joint constraints on the Galactic dark matter halo and Galactic Centre from

hypervelocity stars

5.1 Introduction

The visible part of galaxies is concentrated in the centre of more extended

and more massive dark matter structures, that are termed haloes. In our

Galaxy, the baryonic matter makes up a few percent of the total mass, and

the halo is ∼ 10 times more extended than the Galactic disc. In the cur-
rent paradigm, galaxies assemble in a hierarchical fashion from smaller

structures and the result is due to a combination of merger history, the

underlying cosmological model and baryonic physics (e.g. cooling and star

formation). Thanks to our vantage point, these fundamental ingredients in

galaxy assembly, can be uniquely constrained by observations of the mat-

ter content of theMilkyWay and its distribution, when analysed in synergy

with dedicated cosmological simulations.

Currently, our knowledge of theGalactic darkmatter halo is fragmented.

Beyond∼ 10 kpcdynamical tracers such as halo field stars and stellar streams
become rarer and rarer and astrometric errors significant. In particular,

there is a large uncertainty in the matter density profile, global shape, ori-

entation coarseness (e.g. Bullock et al. 2010; Law & Majewski 2010; Vera-

Ciro & Helmi 2013; Loebman et al. 2014; Laevens et al. 2015; Williams &

Evans 2015) and current estimates of the halomass differ by approximately

a factor of 3 (see fig.1 inWang et al. 2015, and references therein). This dif-

ference is significant as amassmeasurement in the upper part of that range

together with observations of Milky Way satellites can challenge (Klypin

et al. 1999; Moore et al. 1999; Boylan-Kolchin et al. 2011) the current con-

cordance cosmological paradigm: the so-called Λ cold dark matter model

(ΛCDM). In particular, the “too big to fail problem” (Boylan-Kolchin et al.
2011) states that, inΛCDMhighmass ( >

∼ 2×1012M�) haloes, themostmas-

sive subhaloes are too dense to correspond to any of the known satellites

of the Milky Way. Therefore, the solution may simply be a lighter Galac-

tic halo of < 1012M� (e.g. Vera-Ciro et al. 2013; Gibbons et al. 2014). This

is an example of how a robust measurement of the Galactic mass can be

instrumental to test cosmological models.

On the other extreme of Galactic scales, the Galactic Centre (GC) has

been the focus of intense research since the beginning of the 1990s, and

it is regarded as a unique laboratory to understand the interplay between

(quiescent) supermassive black holes (SMBHs) and their environment (see

Genzel et al. 2010, for a review). Indeed, the GC harbours the best observa-

tionally constrained SMBH, called Sgr A*, ofmass≈ 4.0×106M� (Ghez et al.

2008; Gillessen et al. 2009; Meyer et al. 2012). In particular, GC observa-
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tions raise issues on the stellar mass assembly, which is intimately related

to the SMBH growth history. For example, in the central r ∼ 0.5 pc the light
is dominated by young (∼ 6 Myr old) stars (e.g. Paumard et al. 2006; Lu
et al. 2013) with a suggested top-heavy initial mass function (IMF Bartko

et al. 2010; Lu et al. 2013) and a large spread in metallicity at r < 1 pc
(Do et al. 2015). The existence of young stars well within the gravitational

sphere of influence of Sgr A* challenges our knowledge of how stars form,

as molecular clouds should not survive tidal forces there. These stars are

part of a larger scale structure called nuclear star cluster with half-light ra-

dius around ∼ 5 pc (e.g. Schödel et al. 2014b; Fritz et al. 2016): in contrast
with the inner region, its IMF may be consistent with a Chabrier/Kroupa

IMF and between 2.5 pc < r < 4 pc the majority of stars appear to be older
than 5 Gyr (e.g. Pfuhl et al. 2011; Fritz et al. 2016). The origin of this nu-

clear star cluster and its above mentioned features is highly debated, and

the leading models consider coalescence of stellar clusters that reach the

GC and are tidally disrupted or in situ formation from gas streams (see

Böker 2010, for a review on nuclear star cluster). The Hubble Space Tele-

scope imaging surveys have shown that most galaxies contain nuclear clus-

ters in their photometric and dynamical centres (e.g. Carollo et al. 1997;

Georgiev & Böker 2014; Carson et al. 2015), but the more observationally

accessible and best studied one is the Milky Way’s, which once more give

us a chance of understanding the formation of galactic nuclei in general.

However, to investigate the GC via direct observations, onemust cope with

observational challenges such as the strong and spatially highly variable

interstellar extinction and stellar crowding. A concise review of the current

knowledge of the nuclear star cluster at the GC and the observational ob-

stacles and limitations is given in Schödel et al. (2014a).

Remarkably, a single class of objects can potentially address the mass

content issue from the GC to the halo: hypervelocity stars (HVSs). These

are detected in the outer halo (but note Zheng et al. 2014) with radial ve-

locities exceeding the Galactic escape speed (Brown et al. 2005; see Brown

2015, for a review). So far around 20 HVSs have been discovered with ve-

locities in the range ∼ 300 − 700 km s−1, and trajectories consistent with

coming from the GC. Because of the discovery strategy, they are all B-type

starsmostly in themasses range between 2.5−4M� (e.g. Brown et al. 2014).

Studying HVSs is thus a complementary way to investigate the GC stellar

population, by surveying more accessible parts of the sky. After ejection,

HVS dynamics is set by the Galactic gravitational field. Therefore, regard-

less of their origin, HVS spatial and velocity distributions can in principle



142
Joint constraints on the Galactic dark matter halo and Galactic Centre from

hypervelocity stars

probe the Galactic totalmatter distribution (Gnedin et al. 2005, 2010; Yu&

Madau 2007; Sesana et al. 2007; Perets et al. 2009; Fragione & Loeb 2017).

Retaining hundreds of km s−1in the halo while originating from a deep

potential well requires initial velocities in excess of several hundreds of km

s−1Kenyon et al. (2008), which are very rarely attained by stellar interac-

tion mechanisms put forward to explain runaway stars (e.g. Blaauw 1961;

Aarseth 1974; Eldridge et al. 2011; Perets & Šubr 2012; Tauris 2015; Ri-

moldi et al. 2016). Velocity and spatial distributions of runaway and HVSs

are indeed expected to be different (Kenyon et al. 2014). For example, high

velocity runaway stars would almost exclusively come from the Galactic

disc (Bromley et al. 2009). Instead,HVSenergetics and trajectories strongly

support the view that HVSs were ejected in gravitational interactions that

tap the gravitational potential of Sgr A*, and, as a consequence of a huge

“kick”, escaped into the halo. In particular, most observations are consis-

tent with the so called “Hills’ mechanism”, where a stellar binary is tidally

disrupted by Sgr A*. As a consequence, a star can be ejected with a veloc-

ity up to thousands km s−1(Hills 1988). Another appealing feature is that

the observed B-type stellar population in the inner parsec — whose in situ

origin is quite unlikely — is consistent with being HVSs’ companions, left

bound to Sgr A* by the Hills’ mechanism (Zhang et al. 2013; Madigan et al.

2014).

In a series of three papers, we have built up a solid and efficient semi-

analytical method that fully reproduces 3-body simulation results for mass

ratios between a binary star and a SMBH(mt/M ∼ 10−6) expected in theGC.
In particular we reproduce star trajectories, energies after the encounter

and ejection velocity distributions (see Sari et al. 2010; Kobayashi et al.

2012; Rossi et al. 2014, and section 5.2 in this paper). Here, we will capi-

talise on that work and apply our method to the modelling of current HVS

data, with the primary aim of constraining the Galactic dark matter halo

and simultaneously derive consequences for the binary population in the

GC. Since star binarity is observed to be very frequent in theGalaxy (around

50%) and the GC seems no exception (∼ 30% for massive binaries Pfuhl

et al. 2014), clues fromHVSmodelling are a complementary way to under-

stand the stellar population within the inner few parsecs from Sgr A*.

This paper is organised as follows. In Section 5.2,wedescribe ourmethod

to build HVS ejection velocity distributions, based on our previous work

on the Hills’ mechanism. In Section 5.3 , we present our first approach to

predict velocity distributions in the outer Galactic halo and we show our

results when comparing them to data in Section 5.3.3. In Section 5.4, we
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will specialise to a “Navarro, Frenk and White” (NFW) dark matter profile

and present results in Section 5.4.2. In Section 5.5, we discuss our findings,

their limitations and implications and then conclude. Finally, in Appendix

.1, we describe our analysis of the Galactic circular velocity data, that we

combine with HVS constraints.

5.2 Ejection velocity distributions

We here present our calculation of the ejection velocity distribution of hy-

pervelocity stars (i.e. the velocity distribution at infinity with respect to the

SMBH) via the Hills’ mechanism. We denote with M Sgr A*’s mass, fixed

to M = 4.0 × 106M�.

Let us consider a stellar binary system with separation a, primary mass
mp, secondary mass ms, mass ratio q = ms/mp 6 1, total mass ms + mp =
mt and period P. If this binary is scattered into the tidal sphere of Sgr A*,
the expectation is that its centre of mass is on a nearly parabolic orbit, as

its most likely place of origin is the neighbourhood of Sgr A*’s radius of

influence. Indeed, this latter is∼ 5 orders ofmagnitude larger than the tidal
radius, and therefore the binary’s orbit must be almost radial to hit the tiny

Sgr A*’s tidal sphere. On this orbit, the binary star has1 ∼ 90%probability to

undertake an exchange reaction, where a star remains in a binary with the

black hole, while the companion is ejected. In addition, we proved that the

ejection probability is independent of the stellar mass, when the centre of

mass of the binary is on a parabolic orbit. This is different from the case of

elliptical or hyperbolic orbits where the primary star, carrying most of the

orbital energy, has a greater chance to be respectively captured or ejected

(Kobayashi et al. 2012).

The ejected star has a velocity at infinity, in solely presence of the black

hole potential, equal to

vej =

√
2Gmc

a

(
M
mt

) 1/6
, (5.1)

(Sari et al. 2010) where mc is the mass of the binary companion star to the

HVS and G is the gravitational constant. Rigorously, there is a numerical

factor in front of the square root in (eq. 5.1) that depends on the binary-

black hole encounter geometry. However, this factor is ∼ 1, when averaged

1In Sari et al. (2010), we show that a binary star on a parabolic orbit has 80% chance of

disruption, when considering prograde and retrograde orbits. Our (unpublished) calcula-

tions averaged over all orbital inclinations indicate a high percentage around ∼ 90%.
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over the binary’s phase2.Moreover, the velocity distributions obtainedwith

the full numerical integration of a binary’s trajectory and those obtained

with (eq. 5.1) are almost indistinguishable (Rossi et al. 2014). Given these

results and the simplicity of eq. 5.1, it is possible to predict ejection velocity

distributions, efficiently exploring a large range of the parameter space in

Galactic potentials, binary separations and stellar masses. This latter is the

main advantage over methods using 3-body (or N-body) simulations.

Since we are only considering binaries with primaries’ mass >
∼ 3M�, we

may consider observations of B-type and O-type binary stars for guidance.

Because of the large distance and the extreme optical extinction, observa-

tions and studies of binaries in the inner GC are limited to a handful of very

massive early-type binary stars (e.g. Ott et al. 1999; Pfuhl et al. 2014) and

X-ray binaries (e.g. Muno et al. 2005).

For more reliable statistical inferences, we should turn to observations

of more accessible regions in the Galaxy and in the LargeMagellanic Cloud

(LMC). They suggest that a power-law description of these distributions is

reasonable. In the Solar neighbourhood, spectroscopic binaries with pri-

mary masses between 1 − 5M� have a separation distribution, fa, that for
short periods can be both approximated by a fa ∝ a−1 (Öpik’s law, i.e.
f (log10 P) ∝ (log10 P)η, with η = 0) and a log normal distribution in period
with 〈P〉 ' 10 day and a σlogP ' 2.3 (Kouwenhoven et al. 2007; Duchêne
& Kraus 2013). However, in the small separation regime, relevant for the

production of HVSs, the log normal distributionmay also be described by a

power-law3: fa ∝ a0.8. For primarymasses > 16M�, Sana et al. (2012) find a

relatively higher frequency of short-period binaries in Galactic young clus-

ters, η ≈ −0.55, but a combination of a pick at the smallest periods and a
power-law may be necessary to encompass all available observations (see

e.g. Duchêne & Kraus 2013). For this range of massive stars (∼ 20M�), a

similar power-law distribution η ≈ −0.45 is also consistent with a statisti-
cal description of O-type binaries in the VLT-FLAMES Tarantula Survey of

the star forming region 30 Doradus of the LMC (Sana et al. 2013). In the

same region, a similar analysis for observed early (∼ 10M�) B-type binaries

recovers instead an Öpik’s law (Dunstall et al. 2015).

Mass ratio distributions, fq, for Galactic binaries are generally observed

2The binary’s phase is the angle between the stars’ separation and their centre of mass

radial distance from Sgr A*, measured, for instance, at the tidal radius or at pericentre.
3This fit value does not significantly depends on the total mass assumed for binaries.We

do not calculate errors on this fitted index, because our aim is to draw in the γ−α parameter

space an indicative range of power-law exponents for the separation distribution of B-type

binaries in the Solar Neighbourhood (see Figure 5.2).
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to be rather flat, regardless of the primary’s mass range (e.g. Sana et al.

2012; Kobulnicky et al. 2014; Duchêne & Kraus 2013, see their table 1).

Differently, in the 30 Doradus star forming region, the mass ratio distribu-

tions appear to be steeper, ( fq ∝ q∼(−1) in O-type banaries and fq ∝ q∼(−3)

in early B-type ones), suggesting a preference for pairing with lower-mass

companions: still a power-lawmay be fitted to data (Sana et al. 2013; Dun-

stall et al. 2015).

We therefore assume a binary separation distribution

fa ∝ aα, (5.2)

where theminimumseparation is taken to be theRoche-Lobe radius amin =
2.5×max[R∗, Rc], where R∗ and Rc are the HVS’s and the companion’s radii,
respectively. As a binary mass ratio distribution, we assume

fq ∝ qγ, (5.3)

for mmin 6 ms 6 mp. If not otherwise stated, mmin = 0.1M.
The mass of the primary star (mp & 3M�) is taken from an initial mass

function, that needs to mirror the star formation in the GC in the last ∼ 109

yr. As mentioned in our introduction, the stellar mass function is rather

uncertain and may be spatially dependent. Observations of stars with M >
10M� within about 0.5 pc from Sgr A* indicate a rather top-heavy mass

function with fm ∝ m−1.7
p (Lu et al. 2013). At larger radii observations of

red giants (and the lack of wealth of massive stars observed closer in) may

instead point towards a more canonical bottom-heavy mass function (e.g.

Pfuhl et al. 2011; Fritz et al. 2016). Given these uncertainties, we explore the

consequences of assuming either a Kroupa mass function (Kroupa 2002),

fm ∝ m−2.3
p or top-heavy distribution, fm ∝ m−1.7

p , in themass range 2.5M� 6
mp 6 100M�.

Finally, we do not introduce here any specific model for the injection of

binaries in the black hole tidal sphere and consequently, we do not explic-

itly consider any “filter” or modification to the binary “natal” distributions.

Likewise, we do not explicitly account for higher order multiplicity (e.g. bi-

nary with a third companion, i.e. triples) that may result in disruption of

binaries with different distributions than those cited above. On the other

hand, a way to interpret our results is to consider that the separation and

mass ratio distributions already contain those modifications. We will ex-

plore these possibilities in Section 5.5.
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5.3 Predictingvelocitydistributions in thehalo:

first approach.

In this Section, we first describe how we compute the halo velocity distri-

bution with a method that allows us to use a single parameter to describe

the Galactic deceleration, without specifying its matter profile (Sec. 5.3.1)

. Given the large Galactocentric distances at which the current sample of

HVSs is observed, our method is shown to be able to reproduce the correct

velocity distribution for the velocity range of interest, without the need to

calculate the HVS deceleration along the star’s entire path from the GC.

These features allow us to efficiently explore a large range of the binary

population and the dark matter halo parameter space. Then, in Sec. 5.3.2,

we describe how we perform our comparison with current selected data

and finally we present our results in Sec. 5.3.3.

5.3.1 Velocity distribution in the halo: global description
of the potential

Our first approach follows Rossi et al. (2014) and consists in not assum-

ing any specific model for the Galactic potential, but rather to globally de-

scribe it by the minimum velocity, VG, that an object must have at the GC
in order to reach 50 kpc with a velocity equal or greater than zero. In other

words, the parameter VG is a measure of the net deceleration suffered by a
star ejected at the GC into the outer halo, regardless of the mass distribu-

tion interior to it. The statement is that Galactic potentials with the same

VG produce the same velocity distribution beyond 50 kpc, which is where
most HVSs are currently observed4.

Thephysical argument that supports this statement is the following. For

any reasonable distribution of mass that accounts for the presence of the

observed bulge, most of the deceleration occurs well before stars reach the

inner halo (e.g. Kenyon et al. 2008) and therefore, any potential with the

same escape velocity VG will have the same net effect on an initial ejection
velocity:

v =
√
v2
ej
− V2

G
. (5.4)

Although practically we are interested in the HVS distribution beyond 50
kpc, the method outlined here is valid for any threshold distance as long as

4There is one discovered at ∼ 12 kpc (Zheng et al. 2014), but we will not include in our
analysis because it has a differentmass and location thanourworking sample, and therefore

it would need a separate analysis.
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the deceleration beyond that is negligible and, as justified below, all stars

in the velocity range of interest reach it within their life-time. Therefore in

the following, when a specific choice is not needed, we will generically call

this threshold distance “rin”. This, we recall, is also the radius associated to
VG .

Let us now proceed to calculate the HVS velocity distribution within a

given radial range∆r = [rout−rin] in spherical symmetry, assuming a time-
independent ejection rate R (typically ∼ 10 − 100Myr−1). Given the above
premises, HVSs with a velocity around v cross rin at a rate dṄ/dv, that can
be obtained from the ejection-velocity probability density function (PDF)

P(vej) equating bins of corresponding velocity,

dṄ
dv

dv = RP(vej)dvej,

with the aid of eq.5.4, that gives v = v(vej). Consequently, the halo-velocity
PDF (dn/dv) within a given radial range∆r can be simply computed as

dn(v,∆r) ∝
dṄ
dv

×min[∆r/v, 〈tlife〉] dv, (5.5)

wheremin[∆r/v, 〈tlife〉] is the average residence time in that range of Galac-
tocentric distances of HVSs in a bin dv of velocity around v. This is the

minimum between the crossing time ∆r/v and the average life-time 〈tlife〉
beyond rin of a star in that velocity bin. This latter term accounts for the

possibility that stars may evolve out of the main sequence and meet their

final stellar stages before they reach the maximum radial distance consid-

ered (i.e. rout) .
More precisely for a given star tlife should be equal to the time left from

its main sequence lifetime tMS, after it has dwelled for a time tej in the GC,
and subsequently travelled to rin in a flight-time τ(rin): tlife = tMS − (tej +
τ(rin)). Observations suggest that a HVS can be ejected at anytime during
its lifetime with equal probability and therefore on average tej ≈ tMS/2 (?).
In addition, if τ(rin) � tMS, we can write 〈tlife〉 = 〈tMS〉 /2, where 〈tMS〉 =∫
(dn/dm) tMS(m)dm is the averagemain sequence life-timeweighted for the

star mass distribution dn/dm in a given velocity bin.

In the HVS mass and metallicity range considered here tMS(m) ≈ 200 −
700Myr (and 〈tMS〉 ≈ 300 − 600Myr). Consequently our calculations typi-
cally show τ(rin) < tMS for velocities > 150 km s−1, when adopting rin = 50
kpc. This means that τ(rin) � tMS in the whole velocity range of interest in
this work (v > 275 km s−1, see Section 5.3.2).
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In this framework, we construct a Monte Carlo code where 107 binaries
are drawn from the distributions described in Section 5.2 to build an ejec-

tion velocity PDF. This is used to construct the expected PDF in the outer

halo (eq.5.5) between rin = 50 kpc and rout = 120 kpc (the observed radial
range), using the formalism detailed above. For each bin of velocity, we

calculate the 〈tMS〉, using the analytical formula by Hurley et al. (2000, see
their equation 5). The lifetime for a star in the 2.3−4M� range is of a few to

several hundred million years, but the exact value depends on metallicity

(higher metallicities correspond to longer lifetimes). Until recently, solar

metallicity was thought to be the typical value for the GC stellar popula-

tion. However, more recent works suggest that there is a wider spread in

metallicity, with a hint for a super-solar mean value (Do et al. 2015).

In the following, our fiducial model will assume:

• HVSs masses between 2.5 and 4 solar masses;

• A Kroupa ( fm ∝ m−2.3
p ) IMF for primary stars between 2.5 and 100

solar masses;

• For a given primary mass mp, a mass ratio distribution fq ∝ qγ in the
range [mmin/mp, 1], with mmin = 0.1M� and −10 6 γ 6 10;

• A separation distribution fa ∝ aα between amin = 2.5 × max[R∗, Rc]
and amax = 103R�, with −10 6 α 6 10;

• A HVS mean metallicity value of Z = 0.05 (i.e. super-solar).

We will explore different assumptions in Section 5.5. In particular, we will

investigate a top-heavy primary IMF, explore the consequence of a solar

metallicity and finally assume a higher value of mmin, over which we have

no observational constraints in the GC. We will find that only the latter,

if physically possible, may significantly impact our results and will discuss

the consequences.

Examples of velocity distributions in the halo for our fiducial model

are shown in Figure 5.1. Our selected data (see the Figure’s caption and

next Section) are over-plotted with an arbitrary binning (histogram). It is

here worth reminding some of the features derived in Rossi et al. (2014).

There, we analytically and numerically showed that the HVS halo veloc-

ity distribution encodes different physical information in different parts of

the distribution. In particular, the peak of the distribution depends on both

VG and the binary distributions, andmoves towards lower velocity for lower
VG (right panel) and higher values of |γ | and α (left and central panels).
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Figure 5.1: Probability density functions for HVS velocities in the outer halo of our Galaxy, between 50 kpc and 120 kpc. They are calculated
following the deceleration procedure explained in Section 5.3 and depend on 3 main parameters: γ, α (for the binary mass ratio and semi-
major axis distributions) and VG . In each panel, two parameters are kept fixed while we show how the distribution changes by changing
the value of the third parameter. See text for a detailed description. For a visual comparison, we over-plot data from Brown et al. (2014)
(“unbound sample” only), with an arbitrary binning.
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On the other hand, the high-velocity branch only depends on the binary

properties, as theGalactic deceleration is negligible at those velocities. From

eq.5.5, one can derive that for v � vG the high-velocity branch is indepen-

dent of the binary semi-major axis distribution (i.e. α) for γ > −(α + 2)
and

dn ∝ v2γdv.

Therefore larger value of |γ | result in a steeper distribution at high veloci-

ties. This is shown in the left panel of Figure 5.1. Instead in the v � vG and

γ < −(α + 2) regime,
dn ∝ v−2(α+2)dv,

independently of the assumedmass ratio distribution and a steeper power-

law is obtained for larger α values (central panel). A discussion on the low-

velocity tail, that it is solely shaped by the deceleration, is postponed to

Section 5.4.1.

5.3.2 Comparison with data

Beside the current HVS sample of so-called “unbound” HVSs (velocity in

the standard rest frame >
∼ 275 km s−1), there is an equal number of lower

velocity “bound” HVSs5. Currently, it is unclear if they all share the same

origin as the unbound sample, as a large contamination from halo stars

cannot be excluded. We will therefore restrict our statistical comparison

with data to the unbound sample (see upper part of table 1in Brown et al.

2014). Asmentioned earlier, we only select HVSwithmasses between 2.5−
4M�, with Galactocentric distances between 50 kpc and 120 kpc, for a to-

tal of 21 stars. These selections in velocity, mass and distance will be also

applied to our predicted distributions.

Specifically, we calculate the total PDF as described by eq. 5.5 and we

perform a one dimensional Kolmogorov-Smirnov (K-S) test applied to a

left-truncated data sample6. If we call n(< v,∆r) the cumulative probability
function (CPF) for HVS velocities in the distance range∆r, then the actual
CPF that should be compared with data is,

n∗(< v,∆r) =
n(< v,∆r) − n(< 275 km s−1,∆r)

1 − n(< 275 km s−1,∆r)
. (5.6)

5Here, we simply follow the nomenclature given in Brown et al. (2014) of the two sam-

ples, even if, in fact, a knowledge of the potential is required to determine whether a star is

bound and this is what we are after.
6See for example: Chernobai, A., Rachev, S. T., and Fabozzi, F. J. (2005). Composite

goodness-of-fit tests for left-truncated loss samples. Technical Report, University of Cali-

fornia, Santa Barbara
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Therefore, the K-S test result is computed as

D ≡ max[|n∗(< v,∆r) − nd(< v)|], (5.7)

where nd(< v) is the CPF of the actual data The significance level ᾱ = 1 −

P(D 6 d̄) is the probability of rejecting a fitted distribution n(< v,∆r),
when in fact it is a good fit. The most commonly used threshold levels for

an acceptable fit are ᾱ = 0.01 and ᾱ = 0.05. For 21 data points d̄ = 0.344
and d̄ = 0.287 are the critical values below which the null hypothesis that

the data are drawn from themodel cannot be rejected at a significance level

of 1% and 5% respectively.

Note that no HVS is observed with a velocity in excess of v > 700 km
s−1. Since the HVS discovery method is spectroscopic as opposed to astro-

metric, there is no obvious observational bias that would have prevented us

from observing HVS with v > 700 km s−1within 120 kpc and so we do not

perform any high-velocity cut to our model7. Indeed, the absence of high-

velocity HVSs in the current (small) sample suggests that they are rare, and

this fact puts strong constraints on themodel parameters. From the discus-

sion in the previous section, a suppression of the high-velocity branch can

be achieved by either choose a lower VG or choose steeper binary distribu-
tions (a larger |γ | or α), as we will explicitly show in the next section.

5.3.3 Results

In each panel of Figure 5.2, we explore the parameter space α−γ for a fixed

global deceleration that brakes stars while travelling to 50 kpc, i.e. for a

givenVG. The contour plots show our K-S test results andmodels below and
at the right of the white dashed line have a significance level higher than

5%: i.e. around and below that line current data are consistent with coming

from models with those sets of parameters. Let us first focus on the upper

right panel (VG ≈ 700 km s−1), as it shows clearly a common feature of all

our contour plots in this parameter space. There is a stripe of minima that,

from left to right, first runs parallel to the α-axis and then to the γ-axis8.

7We remark in addition that our eq. 5.5 takes already into account that faster stars have

a shorter residence time by suppressing their number proportionally to v−1

8We note that, even if not completely apparent in all our panels, the K-S test values start

to increase again moving towards high values of |γ | and α: i.e. the stripe of minima has a

finite size.
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Figure 5.2: Contour plots for K-S test results in the parameter space α − γ for 4 different values of VG (see panels’ label). The white dashed
line indicates the 5% significance level contours. The white regions correspond to observed properties of B-type or O-type binaries: the region
enclosed by a dash-dotted line is for late B-type stars (2 − 5M�) in the Solar Neighbourhood (Kouwenhoven et al. 2007; Duchêne & Kraus
2013); results for Galactic O-type binaries are shown within the region marked by a dotted line (Sana et al. 2012); the region enclosed by a
solid (dashed) line is for early ∼ 10M� B-type (O-type) binaries observed in 30 Doradus (Sana et al. 2013; Dunstall et al. 2015). The four
stars mark the points (α, γ) in the parameter space for which the PDF is shown in Figure 5.1 (see also Fig.5.6).
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This stripe is the locus of points where the high-velocity tail of the distri-

butions has a similar slope: this happens for values of γ and α related by

γ ≈ −(α + 2) (see discussion of Figure 5.1 in Section 5.3.1). For negative
α values (distributions with more tight binaries than wide ones), the high-

velocity distribution branch ismainly shaped by themass ratio distribution

and, for example in this panel, a value around γ ≈ −4 gives the best fit. On
the other hand, for positive α (i.e. more wider binaries than tight ones),

the high-velocity tail is shaped by the separation distribution and a value

of around α ≈ 2 gives the best K-S results.

When increasing the escape velocity (from top left to bottom right) the

stripe of minima moves towards the right lower part of the plots and gets

further and further from the regions in the α−γ parameter space that corre-

spond to observations of B-type binaries, and actually, to our knowledge,

of any type of binaries currently observed with enough statistics in both

star-forming and quiescent regions. We focus on observations of B-type

binaries because, although our calculation consider ∼ 3M� HVSs ejected

from binaries with all possible mass combinations, we find that the overall

velocity distribution is highly dominated by binaries where HVSs were the

primary (more massive) stars, i.e. late B-type binaries9.

In all panels, but the bottom right one, the white dashed line crosses

or grazes the α − γ parameter space indicated by a white rectangle within

a solid black line. We conclude that within an approximate range VG <
∼ 850

km s−1, the current observed HVS velocity distribution can be explained

assuming a binary statistical description in the GC that is consistent with

the one inferred by Dunstall et al. (2015) for ∼ 10M� B-type binaries in

the star forming region of the Tarantula Nebula. In addition, for VG <
∼ 630

km s−1the 5% confidence line also crosses the parameter space observed

for Galactic B-type binaries (Kouwenhoven et al. 2007). An argument in

favour of a similarity between known star forming regions and the innerGC

is that, in this latter, Pfuhl et al. (2014) infer a binary fraction close to that

in known young clusters of comparable age. However, we warn the reader

that the Tarantula Nebula’s results are affected by uncertainties beyond

those represented by the nominal errors on α and γ reported by Dunstall

et al. (2015) and we will discuss those in Section 5.5.

Finally, we comment on our choice to define the VG limit using a 5%
significance level threshold. If we relax this assumption and accept mod-

9Binaries where the HVS companions are the primary stars just contribute at a percent-

age level and only to the highest velocity part of the velocity distribution (see eq.5.1) in the

whole parameter space explored in this work.



154
Joint constraints on the Galactic dark matter halo and Galactic Centre from

hypervelocity stars

102 103

v [km/s]

10-1

100

d
n
(v
,[
50
,1
20
]
k
p
c)

α = -1 
γ = -3.5

NFW

vG =760 km/s

Figure 5.3: Galactic halo velocity distributions between 50 and 120 kpc for a fixed binary
statistical description (see parameters in the upper left corner) but with different treatments
of the star deceleration: the red dashed line is computed as described in Section 5.3.1 for VG =
760 km s−1while the black solid line is our model where stars are continuously decelerated
in a potential whose halo is described by a NFW profile with mass Mh = 0.5 × 1012M� and
scale radius rs = 31 kpc (see Section 5.4). This potential requires an initial velocity to escape
from the GC to 50 kpc of VG ≈ 760 km s−1(see eq. 5.12). Unlike Figure 5.1, both model
distributions and data are normalised at the peak for an easier visual comparison. The vertical
dashed line marks the selection threshold (v = 275 km s−1) of the Brown et al. unbound
sample. This comparison shows that for v >

∼ 250 km s−1the two distributions are similar, as
confirmed by the results from the K-S test (D = 0.25 for the black solid line and D = 0.26
for the red dashed line).

els with significance level > 1% (another commonly used threshold) the

VG limit moves up to VG ≈ 930 km s−1. On the other hand, models with

> 10% significance level have VG <
∼ 800 km s−1. Therefore, as a representa-

tive value, we cite here and thereafter the intermediate one of 850 km s−1,

corresponding to the 5% threshold.

5.4 Second approach: assuming a Galactic Po-

tential model

We now choose a specific model to describe the Galactic potential, in order

to cast our results in terms of dark matter mass and its spatial distribution.
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We represent the dark matter halo of our Galaxy with a Navarro Frank

and White (NFW) profile,

φ(r)NFW = −GMh

(
ln(1 + r/rs)

r

)
, (5.8)

(Navarro et al. 1996). In this spherical representation there are only two

parameters: the halo mass Mh and the scale radius rs, where the radial de-
pendence changes. Eq.5.8 assumes an infinite potential (no outer radius

truncation) which is justified in our case since we consider Galactocentric

distances smaller than the halo virial radius (∼ 200 kpc).
Thebaryonicmass components of theGalactic potential canbedescribed

by a Hernquist’s spheroid for the bulge (Hernquist 1990),

φ(r)b = −
GMb

r + rb
, (5.9)

(in spherical coordinates) plus a Miyamoto-Nagai disc (Miyamoto & Nagai

1975, in cylindrical coordinates, where r2 = R2 + z2),

φd(R, z) = −
GMd√

R2 +
(
a +

√
z2 + b2

) 2 , (5.10)

with the following parameters: Mb = 3.4 × 1010M�, rb = 0.7 kpc, Md =
1.0 × 1011M�, a = 6.5 kpc and b = 0.26 kpc. This Galactic model have
been used in modelling both HVSs and stellar streams (e.g. Johnston et al.

1995; Price-Whelan et al. 2014; Hawkins et al. 2015, and with slightly dif-

ferent parameters by Kenyon et al. 2008). Observationally, our choice for

the bulge’s mass profile is supported by the fact that its density profile is

very similar to that obtained by Kafle et al. (2014), fitting kinematic data of

halo stars in SEGUE10. In addition Kafle et al. (2014) use our same model

for the discmass distribution and their best fitting parameters are very sim-

ilar to our parameters (see their table 1 and 2). However, different choices

may also be consistent with current data, and we will discuss the impact of

different baryonic potentials on our results in Section 5.4.2.

In a potential constituted by the sum of all Galactic components,

φT(r,Mh, rs) = φ(r(R, z))d + φ(r)b + φ(r)NFW , (5.11)

10The Kafle et al. (2014) model for the bulge is not spherical (see their table 1), therefore

we compare to our model both their spherically averaged density profile and their density

profile at 45◦ latitude (see Section 5.4 for a justification of this latter).



156
Joint constraints on the Galactic dark matter halo and Galactic Centre from

hypervelocity stars

we integrate each star’s trajectory from an inner radius rstart = 3 pc, equal
to Sgr A*’s sphere of influence but any starting radius rstart < 20 pc gives
very similar results. In fact, we find that the disc’s sky-averaged decelera-

tion is overall negligible with respect to that due to the bulge. To save com-

putational time, we therefore set R = z = r/
√
2 in equation 5.10 (i.e. we

only consider trajectories with a Galactic latitude of 45◦), simplifying our

calculations to one-dimensional (the Galactocentric distance r) solutions.
The star’s initial velocity is drawn from the ejection velocity distribu-

tion, constructed as detailed in Section 5.2. Assumptions on HVS proper-

ties are those of our fiducial model. Informed by observations (Brown et al.

2014), we assigned a flight-time from a flat distribution between [0, tMS].
Each integration of 107 star orbits gives a sky realisation of the velocity PDF,
but we actually find that the number of stars we are tracking is sufficiently

high that differences between PDFs associated to different realisations are

negligible.

An example of a halo velocity distribution is shown in Figure 5.3 with

a black solid line. This accurate calculation of the star deceleration is well

approximated by using eq.5.4 for v >
∼ 250 km s−1, when the escape velocity

at 50 kpc is calculated as

V2
G = 2(φT (50 kpc,Mh, rs) − φT(rstart,Mh, rs)) , (5.12)

(red dashed line in Figure 5.3). Despite the discrepancy in the behaviour of

the low velocity tail, the two approaches give very similar K-S test results

when compared to current observations (D = 0.26 for the NFWmodel ver-

sus D = 0.25 for the “VG ” model). With a random sampling, we tested that

K-S results differ at most at percentage level in the whole extent of the pa-

rameter space of interest to us, validating our first approach, as an efficient

and reliable exploratory method.

5.4.1 The low-velocity tail

We here pause to discuss and explain the difference in the velocity dis-

tribution around and below the peak calculated with our two approaches

(see Figure 5.3). Without loss of indispensable information, the impatient

reader may skip this section and proceed to the next one, where we discuss

our results.

The low velocity tail discrepancy is due to our two main assumptions

of our first method: i) neglecting the residual deceleration beyond 50 kpc;
and ii) all stars reach 50 kpc before they evolve out of the main sequence.
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The residual deceleration gives an excess of low velocity stars in the correct

distribution (black solid line) that cannot be reproduced by our approxi-

mated calculation (red dashed line). On the other hand, a fraction of stars

that should have ended up with velocities <
∼ 150 km s−1beyond 50 kpc have

in fact flight-times longer than their life-time and the low velocity excess is

slightly suppressed in that range.

Let us be more quantitative. In the framework of our first approach,

one can show that the PDF at low velocities increases linearly with v (Rossi

et al. 2014). The calculation is as follows. The rate of HVSs crossing r = rin
with v =

√
v2
ej
− V2

G
� VG is given by

dṄ
dv

∼ R P(vej)
��
vej=VG

v

VG
.

Moreover, for11

v < ∆r/ 〈tMS〉 ≈ 230 km s−1(∆r/70kpc)(300/Myr/ 〈tMS〉),

the residence time within∆r is equal to (half of) the stars’ life-time, there-
fore from eq.5.5 we conclude that

dn(v,∆r)
dv

∝ P(vej)
��
vej=VG

v × 〈tMS〉 ,

recovering the linear dependence on v. In fact, 〈tMS〉 is not completely in-
dependent of v as it varies by a factor of ≈ 1.5 as v → 0. Therefore dn/dv is
slightly sub-linear in v. The dependence of 〈tMS〉 on v comes about because

vej is proportional to mc. This causes low-velocity HVSs to be increasingly

of lower masses (→ 2.5M�), being ejected from binaries where their com-

panions were all lighter mc
<
∼ 2.5M� than the companions of more massive

HVSs.

When considering instead the full deceleration of stars in a gravitational

potential a = −dφT(r)/dr as they travel towards rout, their velocity depends
both on vej and r,

v(vej, r) =
√
v2
ej
− (Vesc(0)2 − Vesc(r)2), (5.13)

whereVesc(r) is the escape velocity from a position r to infinity (i.e.Vesc(0) is
the escape velocity from theGC to infinity).Note thatVG =

√
Vesc(0)2 − Vesc(rin)2.

11We remind the reader that∆r = rout − rin.
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In the example shown inFigure 5.3,Vesc(0) ≈ 826 kms−1,Vesc(rin = 50 kpc) ≈
323 km s−1, Vesc(rout = 120 kpc) ≈ 257 km s−1and VG ≈ 760 km s−1. On

the other hand, the distance r is a function of both vej and the flight-time

τ(r) =
∫

dv(r)/
��a(r)��, and this latter is a preferable independent variable

because uniformly distributed. Therefore we express v = v(vej, τ) and

dn
dv

∝

∫ 〈tMS 〉

0

∫ vej,max

vej,min

δ(v − v(vej, τ))P(vej)dvejdτ, (5.14)

where the relevant ejection velocity range is that that gives low-velocity

stars between rin and rout: vej,min =
√
v2 + (Vesc(0)2 − Vesc(rin)2) and vej,max =√

v2 + (Vesc(0)2 − Vesc(rout)2). Note that, forGalacticmass distributionwhere
Vesc(0) > Vesc(rin),Vesc(rout), the range [vej,min − vej,max] is rather narrow and

for v � VG these limits may be taken as independent of v. This is the case
in the example of Fig. 5.3, where vej,min ≈ VG ≈ 760 < vej[km s−1] < vej,max ≈
785.

It follows that the low-velocity tail is populated by stars thatwhere ejected

with velocities slightly higher than VG. If we further assume that the flight-
time τ to reach any radius within rout is always smaller than 〈tMS〉 (formally
this means putting the upper integration limit in τ equal to infinity), then

all HVSs ejected with that velocity reach 50 kpc. It may be therefore intu-

itive that, applying the above considerations, eq.5.14 reduces to

dn
dv

(v,∆r) ∝ P(vej)
��
vej=VG

∫ rout

rin

dr
vej(r)

≈ P(vej)
��
vej=VG

∆r
VG
, (5.15)

wherewe substitute dτ = dv/|a| in eq.5.14 andweuse eq.5.13.We therefore

recover the flat behaviour for v <
∼ 300 km s−1of the black solid line in Figure

5.3. We, however, also notice that below ∼ 150 km s−1there is a deviation

from a flat distribution: this is because our assumption of τ(rin) � 〈tMS〉
breaks down, as not all stars reach 50 kpc, causing a dearth of HVSs in that
range.

As a concluding remark,we stress that, althoughwedonot apply it here,

the result stated in eq.5.15 can be used to further improve our first method,

a necessity when low-velocity data will be available.
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Figure 5.4: Upper panel: the “escape” velocity from the GC to 50 kpc, VG, over the minimum allowed by the presence of a baryonic disc
and bulge (VG,min = 725 km s−1) is mapped onto the Mh − rs parameter space for NFW dark halo profiles using eq. 5.12. The iso-contour
line equal to VG = 850 km s−1is explicitly marked as red dashed line. Middle panel: same as the upper panel but over-plotted are the results
of our MCMC analysis of the Galactic circular velocity data from Huang et al. (2016) (see Appendix .1). Lower panel: the same as the upper
panel but over-plotted are results from the Eris (Guedes et al. 2011) and EAGLE (Schaye et al. 2015) simulations. These are dark matter
plus baryons simulations: the first one is a single realisation of a Milky Way-type galaxy, the latter are cosmological simulations that span a
wider range of masses (1010 − 1014M�). Following Schaller et al. (2015), figure 11 middle panel, we plot the mass concentration relation
found in EAGLE in our mass range, with a scatter in the concentration parameter of 25% at one sigma level.
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5.4.2 Results

The relation given by eq. 5.12 allows us to map a given VG value onto the
Mh−rs parameter space. This is shown in Figure 5.4, upper panel. Note that
for a given choice of the baryonic mass components of the potential, there

is an absolute minimum for VG (thereafter VG,min) , that corresponds to the
absence of dark matter within 50 kpc. For our assumptions (eqs. 5.9 and

5.10), VG,min ≈ 725 km s−1. In other words, this is the escape velocity from

the GC only due to the deceleration imparted by the mass in the disc and

bulge components.

In Figure 5.4, the red dashed curvemarks the iso-contour equal toVG =
850 km s−1: above this curve VG,min <

∼ VG < 850 km s−1. For a scale radius

of rs < 30 kpc, this region corresponds to Mh < 1.5 × 1012M�, but, if larger

rs can be considered, theMilkyWaymass can be larger. This parameter de-

generacy is the result of fitting ameasurement that — as far as deceleration

is concerned — solely depends on the shape of the potential within 50 kpc:

lighter, more concentrated haloes give the same net deceleration as more

massive but less concentrated haloes. TheVG = 850 km s−1line stands as an

indicative limit above which, for a given halo mass, HVS data can be fitted

at > 5% significance level assuming a B-type binary population in the GC

close to that inferred in the LMC. In fact, since in our case VG,min > 630 km
s−1, the observed Galactic binary statistics never gives a high significance

level fit to current data (see Section 5.3.3).

To gain further insight into the likelihood of various regions of the pa-

rameter space, we compare our results to additional Milky Way observa-

tions and theoretical predictions. We compute the circular velocity Vc =√
GM(< r)/r along the Galactic disc plane, where M(< r) is the total en-

closedmass (obtained integrating eq. 5.11). We compare it to a recent com-

pilation of data fromHuang et al. (2016), which traces the rotation curve of

the Milky Way out to ∼ 100 kpc. Specifically, using a Markov Chain Monte
Carlo (MCMC) technique (see Appendix .1), we find that a relatively nar-

row region of the parameter space leads to a fair description of the circular

velocity data. As shown in the middle panel of Fig. 5.4, the preferred com-

binations of rs and Mh lie above our VG ∼ 850 km s−1iso-velocity line and

the best fitting parameters are Mh ≈ 8 × 1011M� and rs ≈ 25 kpc. More
generally, rs greater than ∼ 30 (∼ 35) kpc for our Galaxy can be excluded at,
at least, one-sigma (two-sigma) level (see also Figure 7 right panel). This

may be intuitively understood as follows. At distances where dark matter

dominates, rs sets the scale beyond which Vc ∝
√
(M(< r)/r) ∼

√
log r/r,

while for r < rs Vc ∝
√

r. Therefore, a scale radius larger than ∼ 30 kpc
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Figure 5.5: Dark Halo mass (M200) versus dark matter scale radius (rs) for 3 different models
for the Galactic potential: the model presented in Section 5.4 (“Fiducial model”), the one
adopted by Kenyon et al. (2014) and one which combines our disc model and a symmetric
average of the bulge matter density profile, as reported by McMillan (2017). The plotted lines
are combinations of mass and radius that give an escape velocity from the GC of 850 km
s−1. Over-plotted in matching colours for each Galactic potential model are the best fitting
parameters for the Galactic circular velocity (see Appendix .1). Note that a mixed model with
the ?’s bulge and the Kenyon et al.’s parameters for the disc gives intermediate results.

cannot account for the observed rather flat/slowly decreasing behaviour of

the circular velocity at distances of >
∼ 20 kpc (see Figure 7 left panel). In

addition, for a fixed Mh, large scale radii produce values of Vc lower than
the measured Vc ∼ 200 km s−1in the halo region.

The lowest panel of Fig. 5.4 shows the values of Mh and rs found in the
EAGLE hydro-cosmological simulation (Schaye et al. 2015) and reported

by Schaller et al. (2015). The region of parameter space withinVG < 850 km
s−1and rs <

∼ 35 kpc fully overlapswith the one-sigma and two-sigma regions
determined using the haloes in the EAGLE simulation.We also plot the Mh

and rs values that describe the halo in the Eris simulation (Guedes et al.
2011) and note that they lie at the edge of the lowest two-sigma confidence

region.
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5.4.3 Impact of different disc and bulge models

The mapping VG → (Mh − rs) depends on the assumed baryonic matter
density distribution, upon which there is no full general agreement (see

Bland-Hawthorn & Gerhard 2016, for a recent observational review on the

Galactic content and structure). In particular, both the total baryonic mass

and its concentration can have an impact. The most recent works point to-

wards a stellar mass in the bulge around 1 − 2 × 1010M� (e.g. Portail et al.

2015), but one should be aware of uncertainties given by the fact that dif-

ferent observational studies of the bulge constrain the mass in different

regions and the size of the bulge is not universally defined. Moreover, the

bulge’s mass is distributed in a complex box/peanut structure, coexisting

with an addition spherical component (see Gonzalez & Gadotti 2016, for

an observational review on the bulge). The corresponding 3-dimensional

density profile down to the sphere of influence of Sgr A*, is therefore un-

certain. Likewise for the disc component, there are ongoing efforts to try

and construct a fully consistent picture, that is currently missing (see Rix

& Bovy 2013, for a recent review on the stellar disc). Recent estimates place

the total disc mass around 5 × 1010M�, a factor of two lighter than the disc

mass we adopt in Fig.5.4.

Given these uncertainties, we here explore the impact of adopting dif-

ferent baryonic components than the oneswe assumed inSection 5.4,where

a justification for that choices is stated. In particular, we explore lighter

components, differently distributed. To do this, we compare in Figure 5.5

the loci of VG = 850 km s−1in the plane (M200 − rs), given by other two
Galactic potential models that together with ours should frame a plausible

uncertainty range. We chose to plot here M200
12 instead of Mh as it is com-

monly used to indicate theMilkyWay darkmattermass and it can facilitate

comparisons with results from other probes.

The potential adopted by Kenyon et al. (2014) and widely used in the

HVS community is shown with a dashed line: the bulge and disc compo-

nents are described by our eqs. 5.9 and 5.10 but with different parameters

(Mb = 3.76 × 109M�, rb = 0.1 kpc, Md = 6 × 1010M�, a = 2.75 kpc, b = 0.3
kpc). Comparing the solid and dashed lines one concludes that, for a given

rs, the Kenyon et al.’s model gives ∼ 30% more massive haloes. We then

calculate the VG = 850 km s−1iso-courve for a bulge potential advocated by

McMillan (2017) plus our fiducial model for the disc (dash-dotted line).

12This is themass enclosedwithin a sphere ofmean density equal to 200 times the critical

density of the Universe at z = 0
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Figure 5.6: Contour plots for K-S test results in the parameter space Mh − rs, for fixed α, γ pairs (see panels’ label and star marks in
Figure 5.4). Velocity distributions are computed radially decelerating each star in a given potential (see Section 5.4). The white dashed lines
are iso-contour lines for a given significance level ᾱ. Regions at the left of of each line have a value of ᾱ larger than that stated in the
corresponding label.



164
Joint constraints on the Galactic dark matter halo and Galactic Centre from

hypervelocity stars

The McMillan’s bulge model adopts a total mass of ' 8.9 × 109M� and it is

not spherically symmetric. We therefore radially average the axisymmetric

density profile before computing the corresponding potential13. Note that

the McMillan’s bulge model is more massive than the Kenyon et al.’s one

but equally concentrated, resulting in a very different density profile. Con-

sequently, this model gives significantly more massive haloes (by a factor
>
∼ 2) than we obtain with either Kenyon et al.’s or our fiducial model.

We conclude that the impact of these uncertainties on the determina-

tion of the halomasswithHVS data is large and cannot be ignored. In order

to put robust constraints on the darkmatter halo of our Galaxy through our

method a multi-parameter fit of data is therefore required where both the

disc and bulge parameters need to be left free to vary. We defer this more

sophisticated analyses, however, when more and better HVS data will be

available.

On the positive side, the main features of the two regions in the Mh − rs
parameter space defined by our VG = 850 km s−1remain the same, regard-

less of the specific baryonic potentials: the best fitting models for the cir-

cular velocity data always lie within the VG < 850 km s−1region (see crosses

in Figure 5.5 and Appendix .1), as do the EAGLE’s predictions for ΛCDM
compatible haloes.

5.5 Discussion and conclusions

The analysis presented in the paper yields the following main results:

1 For a > 5% (> 1%) significance level fit, HVS velocity data alone re-
quire a Galactic potential with an escape velocity from the GC to 50

kpc <
∼ 850 km s−1( <

∼ 930 km s−1), when assuming that binary stars

within the innermost few parsecs of our Galaxy are not dissimilar

from binaries in other, more observationally accessible star forming

regions. ForVG ∼ 630 km s−1, the binary statistics for late B-type stars

observed in the Solar neighbourhood also provide a fit at the same

significance level.

2 When specialising to a NFWdarkmatter halo, we find that the region

VG <
∼ 850 km s−1contains models that are compatible with both HVS

13Indeed, we are comparing our models with a radially averaged observed distribution

of HVS velocities beyond 50 kpc, we can therefore assume a spherically symmetric bulge,

since its spatial extension is no more than a few kpc.
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and circular velocity data. These models also correspond to ΛCDM-
compatible Milky Way haloes. In principle, we cannot exclude the

parameter space VG >
∼ 850 km s−1. However, it would require us to

face both an increasingly different statistical description of the binary

population in the GC with respect to current observations and dark

matter haloes that are inconsistent with predictions in the ΛCDM
model at one-sigma level or more (see lower panel of Figure 5.4).

3 The result stated in point 2 is independent of the assumed baryonic

components of the Galactic potential, across a wide range for plausi-

ble masses and scale radii.

4 However, the specificmapping ofVG values onto theMh−rs parameter
space is highly dependent on the assumed bulge and disc models (see

Section 5.4.3). Both the baryonic totalmass and its distribution affect

the results. In general, works that try to infer the dark matter halo

mass from HVS data should fold in the uncertainties linked to our

imperfect knowledge of the baryonic mass distribution.

These results rely on certain assumptions for the binary population in

the GC whose impact we now discuss. Following the same computational

procedure previously presented for our fiducial model, we have found that

a different mass function for the primary stars (either a Salpeter or a top-

heavy mass function) or a change in metallicity (from super-solar to solar)

do not substantially alter our results. However, the choice of the minimum

companion mass (i.e. mmin in eq. 5.3) does lead to different conclusions. In

particular, the highermmin, the steeper the binary distributions should be to

fit the data, even for low (< 850 km s−1) VG. For example, for mmin = 0.3M�

(instead of 0.1 M�) andVG = 760 km s−1the stripe ofminima for theK-S test

runs along the γ ≈ −6.5 and α ≈ 4.5 directions, very far from the observed

values. Currently, there is no observational or theoretical reason why we

should adopt a higher minimum mass than the one usually assumed (“the

brown dwarf” limit), but this exercise shows that better quality and quan-

tity HVS data has the potential to statistically constrain theminimummass

for a secondary, whichmay shed light on star and/or binary formingmech-

anisms at work in the GC.

A second set of uncertainties that may affect our conclusions pertain to

the observed binary parameter distributions in the 30Doradus region, that

we use as guidance. The 30Doradus B-type sample of Dunstall et al. (2015)

is based on 6 epochs of spectra, that do not allow for a full orbital solution
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for each system. These authors’ results are mainly based on the distribu-

tion of the maximum variation in radial velocities per system, from where

they statistically derive constraints for the full sample. Another point worth

stressing is that the 30 Doradus B-type sample is of early type stars (mass

roughly around 10M�) and distributions for lateB-type star binaries in star

forming regions may be different. However, these latter are not currently

available, and therefore the Dustall et al. sample remains themost relevant

to guide our analysis in those regions. Our statement is therefore that the

statistical distributions derived from this sample (including the statistical

errors on the power-law indexes) can reproduce HVS data at a several per-

centage confidence level. Far more reliable is the statistical description of

observed late B-type binaries in the Solar neighbourhood, that can be easily

reconciled with HVS data only for quite low VG potentials.
A possibility that we have not so far discussed is that dynamical pro-

cesses that inject binarieswithin SgrA*’s tidal spheremodify thenatalmass

ratio and separation distributions. Unfortunately, as far as we know, ded-

icated studies are missing and we will then only discuss the consequence

of the classical loss-cone14 theory” dealing with two-body encounters (e.g.

Frank & Rees 1976; Lightman & Shapiro 1977) as derived in Rossi et al.

(2014, section 3). Their considerations show that even allowing for extreme

regimes, one would expect no modification in the mass ratio distribution

and a modification in the separation distribution by no more than a fac-

tor of “a” (i.e. a natal Öpik’s law would evolve into fa ∼ const.). This would
increase the VG range (VG <

∼ 750 km s−1) compatible with Solar neighbour-

hood observations (see Fig. 5.2). Beside that, all our results remain un-

changed.

We would also like to remark here that, although observed binary pa-

rameters give acceptable fits for VG < 930 km s−1, the K-S test results cur-

rently prefer even steeper mass ratio and binary separation distributions

(γ ∼ −4.5 instead of γ ∼ −3.5 and/or α ∼ 2 instead of -1, see Fig. 5.6). This
larger |γ | value gives a steeper high velocity tail, which better match the

lack of observed > 700 km s−1HVSs. From the above considerations, mod-

ification of the natal distribution by standard two-body scattering into the

binary loss cone may not be held responsible. Assuming that the halo actu-

ally has VG < 930 km s−1, one possible inference is indeed that γ ∼ −4.5 is

14The loss cone theory deals with processes by which stars are “lost” because they enter

the tidal sphere, in which they will suffer tidal disruption on a dynamical time. The name

comes from the fact that the tidal sphere is defined in velocity space at a fixed position as

a “cone” with an angle proportional to the angular momentum needed for the (binary) star

to be put on an orbit grazing the tidal radius (see for e.g. Alexander 2005, section 6.1.1).
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a better description of the B-type binary natal distribution in the GC, close

but not identical to that in the Tarantula Nebula.

It is of course possible that some other dynamical interactions (e.g. bi-

nary softening/hardening, collisions) or disruption of binaries in triples

could be indeed responsible for a change in γ and a larger one in α. How-

ever, for massive binaries dynamical evolution of their properties may be

neglected in the GC, because it would happen on timescales longer than

their lifetime (Pfuhl et al. 2014). On the contrary, it may be relevant for

low mass binaries, but only within the inner 0.1 pc (Hopman 2009). Nev-

ertheless, these possibilities would be very intriguing to explore in depth,

if more and better data on HVSs together with a more solid knowledge of

binary properties in different regions will still indicate the need for such

processes.

Finally, given the paucity of data, we did not use any spatial distribu-

tion information but we rather fitted the velocity distribution integrated

over the observed radial range. This precluded the possibility to meaning-

fully investigate anisotropic dark matter distributions and we preferred to

confine ourselves to spherically symmetric potentials.

All the above uncertainties and possibilities can and should be tested

and explored when a HVS data sample that extends below and above the

velocity peak is available. Such a data set would allow us to break the de-

generacy between halo and binary parameters, as the rise to the peak and

the peak itself are mostly sensitive to the halo properties, whereas the high

velocity tail is primarily shaped by the binary distributions. This will be

achieved in the coming few years thanks to the ESA mission Gaia, whose

catalogue should contain at least a few hundred HVSs with precise astro-

metric measurements. Moreover Gaia will greatly improve our knowledge

of binary statistics in the Galaxy (but not directly in the GC, where infrared

observations are required) and in the LMC allowing us to drawmore robust

inferences.

In conclusion, this paper shows for the first time the potential of HVS

data combined with our modelling method to extract joint information on

the GC and (dark) matter distribution. It is clear, however, that the full

realisation of this potential requires a larger and less biased set of data.

The ESAGaiamission is likely to provide such a sample within the coming

five years.
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.1 MarkovChainMonteCarlo to fit the observed

circular velocity

To assess which ranges of the halo mass and scale radius are compatible

with current constraints of the Milky Way halo, we employ circular ve-

locity measurements presented in Huang et al. (2016) where the rotation

curve of the Milky Way out to ∼ 100 kpc has been constructed using ∼

16,000 primary red clump giants in the outer disc selected from the LAM-

OST Spectroscopic Survey of the Galactic Anti-centre (LSS-GAC) and the

SDSS-III/APOGEE survey, combined with ∼ 5700 halo K giants selected

from the SDSS/SEGUE survey. These measurements are reported in Fig-

ure 7 left panel as green points with error bars.

We remind the reader that our model for the matter density (and thus

the circular velocity) of the Milky Way consists of three components: a

bulge, a disc, and an extended (dark matter) halo. While bulge and disc

dominate the circular velocity at relatively small scales (below about 30

kpc), larger scales are dominated by the dark matter halo. Each of these

components for all models we consider is described in detail in the main

body of the paper (see Sections 5.4 and 5.4.3). To fit the data described

above we fix the parameters that refers to the bulge and the disc, whereas

we consider as free parameters those related to the dark matter halo. We

remind that dark matter halo is assumed to have a NFW matter density

profile, completely characterised by two parameters: the total halo mass,

Mh, and the scale radius, rs.
The two-dimensional parameter space (Mh, rs) is sampledwith an affine

invariant ensemble Markov Chain Monte Carlo (MCMC) sampler (Good-

man &Weare 2010). Specifically, we use the publicly available code Emcee

(Foreman-Mackey et al. 2013). We run Emcee with three separate chains

with 200walkers and 4 500 steps perwalker. Using the resulting 2 700000

model evaluations, we estimate the parameter uncertainties. We assess the
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convergence of the chains by computing the auto-correlation time (see e.g.

Akeret et al. 2013) and finding that our chains are about a factor of 20 times

longer than it is needed to reach 1% precision on the mean of each fit pa-

rameter.

The left panel of Figure 7 shows the circular velocity as a function of dis-

tance from the GC. Green points with error bars are taken from table 3 of

Huang et al. (2016), whereas orange and yellow shaded regions correspond

to the 68th and 95th credibility intervals obtained from the MCMC proce-

dure described above for our fiducial model (Section 5.4). Different line

styles and colours refer to the different contributions as detailed in the leg-

end. The MCMC leads to a best-fit χ2 of 39.07 with Ndata = 43 data points
and Npar = 2 model parameters, thus resulting in a satisfactory reduced
χ2
red

= χ2/(Ndata − Npar) = 0.95. Comparable level of agreement between
models15 and data is obtained when adopting i) a model that combines

our fiducial disc parameters with a lighter bulge from McMillan (2017)

(χ2
red

= 1.34) or ii) Kenyon et al. (2014)’s much lighter disc and bulge mod-

els (χ2
red

= 0.88).
The right panels of Figure 7 show the posterior distribution of the halo

parameters for the three baryonic models mentioned above. As expected,

the two halo parameters are strongly degenerate but the sampling strat-

egy has nevertheless finely sampled the region of high likelihood. For our

fiducial baryonic model, we find that log[Mh/M�] = 11.89 ± 0.18, and rs =
25.4 ± 7.3 kpc, where we quote the median and errors are derived from
the 16th and 84th percentiles. For i) instead the best fitting parameters are

log[Mh/M�] = 11.42±0.06, and rs = 7.5+1.0
−0.9 kpc, while ii) gives intermediate

results: log[Mh/M�] = 11.72 ± 0.06, and rs = 12.99+1.4
−1.3 kpc.

15A mixed model that combines Kenyon at al.’s disc and McMillan’s bulge gives results

very similar to that obtained with Kenyon et al. (2014) disc and bulge models, so we will

not discuss it further.
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Figure 7: Top panel: Galactic circular velocity. Data points with error bars are taken from
Huang et al. (2016). The orange and yellow regions correspond to the 68th and 95th credibility
interval obtained with the MCMC described in the text for our fiducial Galactic Potential
model. Red dotted and blue dashed lines represent the contribution from the bulge and
the disc, respectively, whereas the dash-dotted black line indicates the contribution from
the best-fitting NFW halo. The solid black line corresponds to the total circular velocity
for the best-fitting model (χ2

red
= 0.95). Bottom panel: Posterior distributions of the two

halo parameters, log10[Mh/M�] and rs, as obtained from the MCMC used to fit the Galaxy
circular velocity measurements with the three models discussed in the text (see also legend).
The diagonal panels show the the posterior distributions for each parameter. The lower left
panel shows the two-dimensional marginalised posterior distributions. As expected, the two
parameters are strongly degenerate. Orange (yellow) region indicates the extent of the 68%
(95%) credibility interval.



Bibliography 171

Bibliography

Aarseth S. J., 1974, A&A, 35, 237

Abadi M. G., Navarro J. F., Steinmetz M., 2009, ApJ, 691, L63

Akeret J., Seehars S., Amara A., Refregier A., Csillaghy A., 2013, Astronomy and
Computing, 2, 27

Alexander T., 2005, Phys. Rep., 419, 65

Andrae R., et al., 2018, A&A, 616, A8

Astraatmadja T. L., Bailer-Jones C. A. L., 2016a, ApJ, 832, 137

Astraatmadja T. L., Bailer-Jones C. A. L., 2016b, ApJ, 833, 119

Astropy Collaboration et al., 2013, A&A, 558, A33

Bailer-Jones C. A. L., 2015, PASP, 127, 994

Bailer-Jones C. A. L., Rybizki J., FouesneauM., Mantelet G., Andrae R., 2018, AJ,
156, 58

Balick B., Brown R. L., 1974, ApJ, 194, 265

Barbier-Brossat M., Petit M., Figon P., 1994, A&AS, 108

Bartko H., et al., 2010, ApJ, 708, 834

Bessell M. S., 1990, PASP, 102, 1181

Blaauw A., 1961, Bull. Astron. Inst. Netherlands, 15, 265

Bland-Hawthorn J., Gerhard O., 2016, ARA&A, 54, 529

Boeche C., et al., 2013, A&A, 553, A19

Böker T., 2010, in de Grijs R., Lépine J. R. D., eds, IAU Symposium Vol. 266, Star
Clusters: Basic Galactic Building Blocks Throughout Time and Space. pp 58–63
(arXiv:0910.4863), doi:10.1017/S1743921309990871

Boubert D., Evans N. W., 2016, ApJ, 825, L6

Boubert D., Erkal D., Evans N. W., Izzard R. G., 2017a, MNRAS, 469, 2151

Boubert D., Fraser M., Evans N. W., Green D. A., Izzard R. G., 2017b, A&A, 606,
A14

Boubert D., Guillochon J., Hawkins K., Ginsburg I., Evans N.W., Strader J., 2018,
MNRAS, 479, 2789

Boubert D., et al., 2019, MNRAS, 486, 2618

Bovy J., 2015a, ApJS, 216, 29

Bovy J., 2015b, ApJS, 216, 29

http://adsabs.harvard.edu/abs/1974A%26A....35..237A
http://dx.doi.org/10.1088/0004-637X/691/2/L63
http://adsabs.harvard.edu/abs/2009ApJ...691L..63A
http://dx.doi.org/10.1016/j.ascom.2013.06.003
http://dx.doi.org/10.1016/j.ascom.2013.06.003
http://adsabs.harvard.edu/abs/2013A%26C.....2...27A
http://dx.doi.org/10.1016/j.physrep.2005.08.002
http://adsabs.harvard.edu/abs/2005PhR...419...65A
http://dx.doi.org/10.1051/0004-6361/201732516
https://ui.adsabs.harvard.edu/abs/2018A&A...616A...8A
http://dx.doi.org/10.3847/0004-637X/832/2/137
http://adsabs.harvard.edu/abs/2016ApJ...832..137A
http://dx.doi.org/10.3847/1538-4357/833/1/119
http://adsabs.harvard.edu/abs/2016ApJ...833..119A
http://dx.doi.org/10.1051/0004-6361/201322068
http://adsabs.harvard.edu/abs/2013A%26A...558A..33A
http://dx.doi.org/10.1086/683116
http://adsabs.harvard.edu/abs/2015PASP..127..994B
http://dx.doi.org/10.3847/1538-3881/aacb21
https://ui.adsabs.harvard.edu/abs/2018AJ....156...58B
http://dx.doi.org/10.1086/153242
https://ui.adsabs.harvard.edu/abs/1974ApJ...194..265B
http://adsabs.harvard.edu/abs/1994A%26AS..108..603B
http://dx.doi.org/10.1088/0004-637X/708/1/834
http://adsabs.harvard.edu/abs/2010ApJ...708..834B
http://dx.doi.org/10.1086/132749
http://adsabs.harvard.edu/abs/1990PASP..102.1181B
http://adsabs.harvard.edu/abs/1961BAN....15..265B
http://dx.doi.org/10.1146/annurev-astro-081915-023441
http://adsabs.harvard.edu/abs/2016ARA%26A..54..529B
http://dx.doi.org/10.1051/0004-6361/201219607
http://adsabs.harvard.edu/abs/2013A%26A...553A..19B
http://arxiv.org/abs/0910.4863
http://dx.doi.org/10.1017/S1743921309990871
http://dx.doi.org/10.3847/2041-8205/825/1/L6
http://adsabs.harvard.edu/abs/2016ApJ...825L...6B
http://dx.doi.org/10.1093/mnras/stx848
http://adsabs.harvard.edu/abs/2017MNRAS.469.2151B
http://dx.doi.org/10.1051/0004-6361/201731142
http://adsabs.harvard.edu/abs/2017A%26A...606A..14B
http://adsabs.harvard.edu/abs/2017A%26A...606A..14B
http://dx.doi.org/10.1093/mnras/sty1601
https://ui.adsabs.harvard.edu/abs/2018MNRAS.479.2789B
http://dx.doi.org/10.1093/mnras/stz253
https://ui.adsabs.harvard.edu/abs/2019MNRAS.486.2618B
http://dx.doi.org/10.1088/0067-0049/216/2/29
http://adsabs.harvard.edu/abs/2015ApJS..216...29B
http://dx.doi.org/10.1088/0067-0049/216/2/29
http://adsabs.harvard.edu/abs/2015ApJS..216...29B


172 BIBLIOGRAPHY

Bovy J., Rix H.-W., Green G. M., Schlafly E. F., Finkbeiner D. P., 2016, ApJ, 818,
130

Boylan-Kolchin M., Bullock J. S., Kaplinghat M., 2011, MNRAS, 415, L40

Bromley B. C., Kenyon S. J., GellerM. J., Barcikowski E., BrownW.R., KurtzM. J.,
2006, ApJ, 653, 1194

Bromley B. C., Kenyon S. J., Brown W. R., Geller M. J., 2009, ApJ, 706, 925

Bromley B. C., Kenyon S. J., Geller M. J., Brown W. R., 2012, ApJ, 749, L42

Bromley B. C., Kenyon S. J., Brown W. R., Geller M. J., 2018, ApJ, 868, 25

Brown W. R., 2015, ARA&A, 53, 15

Brown W. R., Geller M. J., Kenyon S. J., Kurtz M. J., 2005, ApJ, 622, L33

Brown W. R., Geller M. J., Kenyon S. J., 2014, ApJ, 787, 89

Brown W. R., Anderson J., Gnedin O. Y., Bond H. E., Geller M. J., Kenyon S. J.,
2015, ApJ, 804, 49

Brown W. R., Lattanzi M. G., Kenyon S. J., Geller M. J., 2018, ApJ, 866, 39

Bullock J. S., 2002, in Natarajan P., ed., The Shapes of Galax-
ies and their Dark Halos. pp 109–113 (arXiv:astro-ph/0106380),
doi:10.1142/9789812778017_0018

Bullock J. S., Stewart K. R., Kaplinghat M., Tollerud E. J., Wolf J., 2010, ApJ, 717,
1043

Capuzzo-Dolcetta R., Fragione G., 2015, MNRAS, 454, 2677

Cardelli J. A., Clayton G. C., Mathis J. S., 1989, ApJ, 345, 245

Carollo C. M., Stiavelli M., de Zeeuw P. T., Mack J., 1997, AJ, 114, 2366

Carollo D., et al., 2010, ApJ, 712, 692

Carrasco-Davis R., et al., 2018, arXiv e-prints, p. arXiv:1807.03869

Carson D. J., Barth A. J., Seth A. C., den Brok M., Cappellari M., Greene J. E., Ho
L. C., Neumayer N., 2015, AJ, 149, 170

Chiba M., Beers T. C., 2000, AJ, 119, 2843

Cignoni M., Ripepi V., Marconi M., Alcalá J. M., Capaccioli M., Pannella M., Sil-
votti R., 2007, A&A, 463, 975

Clements E. D., Swifte R. H. D., Alexander J. B., 1980, The Observatory, 100, 5

Contigiani O., Rossi E. M., Marchetti T., 2019, MNRAS, 487, 4025

Cropper M., et al., 2018, arXiv e-prints, p. arXiv:1804.09369

Cui X.-Q., et al., 2012, Research in Astronomy and Astrophysics, 12, 1197

Dai J.-M., Tong J., 2018, arXiv e-prints, p. arXiv:1807.10406

Dalton G., 2016, in Skillen I., Balcells M., Trager S., eds, Astronomical Society of
the Pacific Conference Series Vol. 507, Multi-Object Spectroscopy in the Next
Decade: Big Questions, Large Surveys, and Wide Fields. p. 97

Do T., Kerzendorf W., Winsor N., Støstad M., Morris M. R., Lu J. R., Ghez A. M.,
2015, ApJ, 809, 143

Dormand J., Prince P., 1980, Journal of Computational andAppliedMathematics,
6, 19–26

Drimmel R., Cabrera-Lavers A., López-Corredoira M., 2003, A&A, 409, 205

http://dx.doi.org/10.3847/0004-637X/818/2/130
http://adsabs.harvard.edu/abs/2016ApJ...818..130B
http://adsabs.harvard.edu/abs/2016ApJ...818..130B
http://dx.doi.org/10.1111/j.1745-3933.2011.01074.x
http://adsabs.harvard.edu/abs/2011MNRAS.415L..40B
http://dx.doi.org/10.1086/508419
http://adsabs.harvard.edu/abs/2006ApJ...653.1194B
http://dx.doi.org/10.1088/0004-637X/706/2/925
http://adsabs.harvard.edu/abs/2009ApJ...706..925B
http://dx.doi.org/10.1088/2041-8205/749/2/L42
http://adsabs.harvard.edu/abs/2012ApJ...749L..42B
http://dx.doi.org/10.3847/1538-4357/aae83e
https://ui.adsabs.harvard.edu/abs/2018ApJ...868...25B
http://dx.doi.org/10.1146/annurev-astro-082214-122230
http://adsabs.harvard.edu/abs/2015ARA%26A..53...15B
http://dx.doi.org/10.1086/429378
http://adsabs.harvard.edu/abs/2005ApJ...622L..33B
http://dx.doi.org/10.1088/0004-637X/787/1/89
http://adsabs.harvard.edu/abs/2014ApJ...787...89B
http://dx.doi.org/10.1088/0004-637X/804/1/49
http://adsabs.harvard.edu/abs/2015ApJ...804...49B
http://dx.doi.org/10.3847/1538-4357/aadb8e
https://ui.adsabs.harvard.edu/abs/2018ApJ...866...39B
http://arxiv.org/abs/astro-ph/0106380
http://dx.doi.org/10.1142/9789812778017_0018
http://dx.doi.org/10.1088/0004-637X/717/2/1043
http://adsabs.harvard.edu/abs/2010ApJ...717.1043B
http://adsabs.harvard.edu/abs/2010ApJ...717.1043B
http://dx.doi.org/10.1093/mnras/stv2123
http://adsabs.harvard.edu/abs/2015MNRAS.454.2677C
http://dx.doi.org/10.1086/167900
http://adsabs.harvard.edu/abs/1989ApJ...345..245C
http://dx.doi.org/10.1086/118654
http://adsabs.harvard.edu/abs/1997AJ....114.2366C
http://dx.doi.org/10.1088/0004-637X/712/1/692
http://adsabs.harvard.edu/abs/2010ApJ...712..692C
https://ui.adsabs.harvard.edu/abs/2018arXiv180703869C
http://dx.doi.org/10.1088/0004-6256/149/5/170
http://adsabs.harvard.edu/abs/2015AJ....149..170C
http://dx.doi.org/10.1086/301409
http://adsabs.harvard.edu/abs/2000AJ....119.2843C
http://dx.doi.org/10.1051/0004-6361:20066598
https://ui.adsabs.harvard.edu/abs/2007A&A...463..975C
http://adsabs.harvard.edu/abs/1980Obs...100....5C
http://dx.doi.org/10.1093/mnras/stz1547
https://ui.adsabs.harvard.edu/abs/2019MNRAS.487.4025C
https://ui.adsabs.harvard.edu/abs/2018arXiv180409369C
http://dx.doi.org/10.1088/1674-4527/12/9/003
http://adsabs.harvard.edu/abs/2012RAA....12.1197C
https://ui.adsabs.harvard.edu/abs/2018arXiv180710406D
http://dx.doi.org/10.1088/0004-637X/809/2/143
http://adsabs.harvard.edu/abs/2015ApJ...809..143D
http://dx.doi.org/10.1016/0771-050X(80)90013-3
http://dx.doi.org/10.1051/0004-6361:20031070
http://adsabs.harvard.edu/abs/2003A%26A...409..205D


BIBLIOGRAPHY 173

Duarte de Vasconcelos Silva M., 2012, PhD thesis, PhD Theses Collection, 2299,
8115

Duchêne G., Kraus A., 2013, ARA&A, 51, 269

Duchi J., Hazan E., Singer Y., 2011, J. Mach. Learn. Res., 12, 2121

Dunstall P. R., et al., 2015, A&A, 580, A93

EdelmannH., Napiwotzki R., Heber U., ChristliebN., Reimers D., 2005, ApJ, 634,
L181

Eldridge J. J., Langer N., Tout C. A., 2011, MNRAS, 414, 3501

Erkal D., Boubert D., Gualandris A., EvansN.W., Antonini F., 2019,MNRAS, 483,
2007

Evans N. W., Sanders J. L., Williams A. A., An J., Lynden-Bell D., Dehnen W.,
2016, MNRAS, 456, 4506

Event Horizon Telescope Collaboration et al., 2019, ApJ, 875, L1

Foreman-Mackey D., Hogg D. W., Lang D., Goodman J., 2013, PASP, 125, 306

Fragione G., Capuzzo-Dolcetta R., 2016, MNRAS, 458, 2596

Fragione G., Loeb A., 2017, New A, 55, 32

Frank J., Rees M. J., 1976, MNRAS, 176, 633

Fritz T. K., et al., 2016, ApJ, 821, 44

Gaia Collaboration et al., 2016a, A&A, 595, A1

Gaia Collaboration et al., 2016b, A&A, 595, A2

Gaia Collaboration et al., 2018a, A&A, 616, A1

Gaia Collaboration et al., 2018b, A&A, 616, A11

García Cole A., Schuster W. J., Parrao L., Moreno E., 1999, Rev. Mexicana Astron.
Astrofis., 35, 111

Geier S., et al., 2015, Science, 347, 1126

Genzel R., Eisenhauer F., Gillessen S., 2010, Reviews of Modern Physics, 82, 3121

Georgiev I. Y., Böker T., 2014, MNRAS, 441, 3570

Ghez A. M., et al., 2003, ApJ, 586, L127

Ghez A.M., Salim S., Hornstein S. D., Tanner A., Lu J. R., MorrisM., Becklin E. E.,
Duchêne G., 2005, ApJ, 620, 744

Ghez A. M., et al., 2008, ApJ, 689, 1044

Gibbons S. L. J., Belokurov V., Evans N. W., 2014, MNRAS, 445, 3788

Gillessen S., Eisenhauer F., Trippe S., Alexander T., Genzel R., Martins F., Ott T.,
2009, ApJ, 692, 1075

Gillessen S., et al., 2017, ApJ, 837, 30

Gilmore G., et al., 2012, The Messenger, 147, 25

Gnedin O. Y., Gould A., Miralda-Escudé J., Zentner A. R., 2005, ApJ, 634, 344

Gnedin O. Y., Brown W. R., Geller M. J., Kenyon S. J., 2010, ApJ, 720, L108

Gonzalez O. A., Gadotti D., 2016, in Laurikainen E., Peletier R., Gadotti D.,
eds, Astrophysics and Space Science Library Vol. 418, Galactic Bulges. p. 199
(arXiv:1503.07252), doi:10.1007/978-3-319-19378-6_9

Goodman J., Weare J., 2010, Comm. App. Math. Comp. Sci., 5, 65

http://dx.doi.org/10.1146/annurev-astro-081710-102602
http://adsabs.harvard.edu/abs/2013ARA%26A..51..269D
http://dx.doi.org/10.1051/0004-6361/201526192
http://adsabs.harvard.edu/abs/2015A%26A...580A..93D
http://dx.doi.org/10.1086/498940
http://adsabs.harvard.edu/abs/2005ApJ...634L.181E
http://adsabs.harvard.edu/abs/2005ApJ...634L.181E
http://dx.doi.org/10.1111/j.1365-2966.2011.18650.x
http://adsabs.harvard.edu/abs/2011MNRAS.414.3501E
http://dx.doi.org/10.1093/mnras/sty2674
https://ui.adsabs.harvard.edu/abs/2019MNRAS.483.2007E
https://ui.adsabs.harvard.edu/abs/2019MNRAS.483.2007E
http://dx.doi.org/10.1093/mnras/stv2729
http://adsabs.harvard.edu/abs/2016MNRAS.456.4506E
http://dx.doi.org/10.3847/2041-8213/ab0ec7
https://ui.adsabs.harvard.edu/abs/2019ApJ...875L...1E
http://dx.doi.org/10.1086/670067
http://adsabs.harvard.edu/abs/2013PASP..125..306F
http://dx.doi.org/10.1093/mnras/stw531
http://adsabs.harvard.edu/abs/2016MNRAS.458.2596F
http://dx.doi.org/10.1016/j.newast.2017.03.002
http://adsabs.harvard.edu/abs/2017NewA...55...32F
http://dx.doi.org/10.1093/mnras/176.3.633
http://adsabs.harvard.edu/abs/1976MNRAS.176..633F
http://dx.doi.org/10.3847/0004-637X/821/1/44
http://adsabs.harvard.edu/abs/2016ApJ...821...44F
http://dx.doi.org/10.1051/0004-6361/201629272
http://adsabs.harvard.edu/abs/2016A%26A...595A...1G
http://dx.doi.org/10.1051/0004-6361/201629512
http://adsabs.harvard.edu/abs/2016A%26A...595A...2G
http://dx.doi.org/10.1051/0004-6361/201833051
https://ui.adsabs.harvard.edu/abs/2018A&A...616A...1G
http://dx.doi.org/10.1051/0004-6361/201832865
https://ui.adsabs.harvard.edu/abs/2018A&A...616A..11G
http://adsabs.harvard.edu/abs/1999RMxAA..35..111G
http://dx.doi.org/10.1126/science.1259063
http://adsabs.harvard.edu/abs/2015Sci...347.1126G
http://dx.doi.org/10.1103/RevModPhys.82.3121
http://adsabs.harvard.edu/abs/2010RvMP...82.3121G
http://dx.doi.org/10.1093/mnras/stu797
http://adsabs.harvard.edu/abs/2014MNRAS.441.3570G
http://dx.doi.org/10.1086/374804
https://ui.adsabs.harvard.edu/abs/2003ApJ...586L.127G
http://dx.doi.org/10.1086/427175
https://ui.adsabs.harvard.edu/abs/2005ApJ...620..744G
http://dx.doi.org/10.1086/592738
http://adsabs.harvard.edu/abs/2008ApJ...689.1044G
http://dx.doi.org/10.1093/mnras/stu1986
http://adsabs.harvard.edu/abs/2014MNRAS.445.3788G
http://dx.doi.org/10.1088/0004-637X/692/2/1075
http://adsabs.harvard.edu/abs/2009ApJ...692.1075G
http://dx.doi.org/10.3847/1538-4357/aa5c41
http://adsabs.harvard.edu/abs/2017ApJ...837...30G
http://adsabs.harvard.edu/abs/2012Msngr.147...25G
http://dx.doi.org/10.1086/496958
http://adsabs.harvard.edu/abs/2005ApJ...634..344G
http://dx.doi.org/10.1088/2041-8205/720/1/L108
http://adsabs.harvard.edu/abs/2010ApJ...720L.108G
http://arxiv.org/abs/1503.07252
http://dx.doi.org/10.1007/978-3-319-19378-6_9
http://dx.doi.org/10.2140/camcos.2010.5.65


174 BIBLIOGRAPHY

Gravity Collaboration et al., 2018, A&A, 615, L15

Gualandris A., Portegies Zwart S., Sipior M. S., 2005, MNRAS, 363, 223

Guedes J., Callegari S., Madau P., Mayer L., 2011, ApJ, 742, 76

Gvaramadze V. V., Gualandris A., 2011, MNRAS, 410, 304

Gvaramadze V. V., Gualandris A., Portegies Zwart S., 2009, MNRAS, 396, 570

Habibi M., et al., 2017, ApJ, 847, 120

Hattori K., Valluri M., Bell E. F., Roederer I. U., 2018a, ApJ, 866, 121

Hattori K., Valluri M., Castro N., 2018b, ApJ, 869, 33

Hawkins K., Wyse R. F. G., 2018, MNRAS, 481, 1028

Hawkins K., et al., 2015, MNRAS, 447, 2046

Haykin S., 2009, Neural Networks and Learning Machines. No. v. 10 in Neural
networks and learning machines, Prentice Hall, https://books.google.nl/
books?id=K7P36lKzI_QC

Heber U., Edelmann H., Napiwotzki R., Altmann M., Scholz R.-D., 2008, A&A,
483, L21

Helmi A., 2004, MNRAS, 351, 643

Hernquist L., 1990, ApJ, 356, 359

Hills J. G., 1988, Nature, 331, 687

Hirsch H. A., Heber U., O’Toole S. J., Bresolin F., 2005, A&A, 444, L61

Høg E., et al., 2000, A&A, 355, L27

Holmberg J., Nordström B., Andersen J., 2007, A&A, 475, 519

Hoogerwerf R., de Bruijne J. H. J., de Zeeuw P. T., 2001, A&A, 365, 49

Hopman C., 2009, ApJ, 700, 1933

Houk N., 1978, Michigan catalogue of two-dimensional spectral types for the HD
stars

Huang Y., et al., 2016, MNRAS, 463, 2623

Hunter J. D., 2007, Computing In Science & Engineering, 9, 90

Hurley J. R., Pols O. R., Tout C. A., 2000, MNRAS, 315, 543

Irrgang A., Kreuzer S., Heber U., 2018, A&A, 620, A48

Johnson D. R. H., Soderblom D. R., 1987, AJ, 93, 864

Johnston K. V., Spergel D. N., Hernquist L., 1995, ApJ, 451, 598

Jordi K., Grebel E. K., Ammon K., 2005, Astronomische Nachrichten, 326, 657

Jordi C., et al., 2010, A&A, 523, A48

Kafle P. R., Sharma S., Lewis G. F., Bland-Hawthorn J., 2014, ApJ, 794, 59

Katz D., Brown A. G. A., 2017, in Reylé C., Di Matteo P., Herpin F., Lagadec E.,
Lançon A., Meliani Z., Royer F., eds, SF2A-2017: Proceedings of the Annual
meeting of the French Society of Astronomy and Astrophysics. pp 259–263
(arXiv:1710.10816)

Katz D., et al., 2019, A&A, 622, A205

Kennedy J., Eberhart R., 1995, in Neural Networks, 1995. Proceed-
ings., IEEE International Conference on. pp 1942–1948 vol.4,
doi:10.1109/ICNN.1995.488968

http://dx.doi.org/10.1051/0004-6361/201833718
https://ui.adsabs.harvard.edu/abs/2018A&A...615L..15G
http://dx.doi.org/10.1111/j.1365-2966.2005.09433.x
http://adsabs.harvard.edu/abs/2005MNRAS.363..223G
http://dx.doi.org/10.1088/0004-637X/742/2/76
http://adsabs.harvard.edu/abs/2011ApJ...742...76G
http://dx.doi.org/10.1111/j.1365-2966.2010.17446.x
http://adsabs.harvard.edu/abs/2011MNRAS.410..304G
http://dx.doi.org/10.1111/j.1365-2966.2009.14809.x
http://adsabs.harvard.edu/abs/2009MNRAS.396..570G
http://dx.doi.org/10.3847/1538-4357/aa876f
https://ui.adsabs.harvard.edu/abs/2017ApJ...847..120H
http://dx.doi.org/10.3847/1538-4357/aadee5
https://ui.adsabs.harvard.edu/abs/2018ApJ...866..121H
http://dx.doi.org/10.3847/1538-4357/aaed22
https://ui.adsabs.harvard.edu/abs/2018ApJ...869...33H
http://dx.doi.org/10.1093/mnras/sty2282
https://ui.adsabs.harvard.edu/abs/2018MNRAS.481.1028H
http://dx.doi.org/10.1093/mnras/stu2574
http://adsabs.harvard.edu/abs/2015MNRAS.447.2046H
https://books.google.nl/books?id=K7P36lKzI_QC
https://books.google.nl/books?id=K7P36lKzI_QC
http://dx.doi.org/10.1051/0004-6361:200809767
http://adsabs.harvard.edu/abs/2008A%26A...483L..21H
http://dx.doi.org/10.1111/j.1365-2966.2004.07812.x
http://adsabs.harvard.edu/abs/2004MNRAS.351..643H
http://dx.doi.org/10.1086/168845
http://adsabs.harvard.edu/abs/1990ApJ...356..359H
http://dx.doi.org/10.1038/331687a0
http://adsabs.harvard.edu/abs/1988Natur.331..687H
http://dx.doi.org/10.1051/0004-6361:200500212
http://adsabs.harvard.edu/abs/2005A%26A...444L..61H
http://adsabs.harvard.edu/abs/2000A%26A...355L..27H
http://dx.doi.org/10.1051/0004-6361:20077221
http://adsabs.harvard.edu/abs/2007A%26A...475..519H
http://dx.doi.org/10.1051/0004-6361:20000014
http://adsabs.harvard.edu/abs/2001A%26A...365...49H
http://dx.doi.org/10.1088/0004-637X/700/2/1933
http://adsabs.harvard.edu/abs/2009ApJ...700.1933H
http://dx.doi.org/10.1093/mnras/stw2096
http://adsabs.harvard.edu/abs/2016MNRAS.463.2623H
http://dx.doi.org/10.1109/MCSE.2007.55
http://dx.doi.org/10.1046/j.1365-8711.2000.03426.x
http://adsabs.harvard.edu/abs/2000MNRAS.315..543H
http://dx.doi.org/10.1051/0004-6361/201833874
https://ui.adsabs.harvard.edu/abs/2018A&A...620A..48I
http://dx.doi.org/10.1086/114370
http://adsabs.harvard.edu/abs/1987AJ.....93..864J
http://dx.doi.org/10.1086/176247
http://adsabs.harvard.edu/abs/1995ApJ...451..598J
http://adsabs.harvard.edu/abs/2005AN....326..657J
http://dx.doi.org/10.1051/0004-6361/201015441
http://adsabs.harvard.edu/abs/2010A%26A...523A..48J
http://dx.doi.org/10.1088/0004-637X/794/1/59
http://adsabs.harvard.edu/abs/2014ApJ...794...59K
http://arxiv.org/abs/1710.10816
http://dx.doi.org/10.1051/0004-6361/201833273
https://ui.adsabs.harvard.edu/abs/2019A&A...622A.205K
http://dx.doi.org/10.1109/ICNN.1995.488968


BIBLIOGRAPHY 175

Kenyon S. J., Bromley B. C., Geller M. J., Brown W. R., 2008, ApJ, 680, 312

Kenyon S. J., Bromley B. C., Brown W. R., Geller M. J., 2014, ApJ, 793, 122

Kenyon S. J., Bromley B. C., Brown W. R., Geller M. J., 2018, ApJ, 864, 130

Khan S., et al., 2019, in The Gaia Universe. p. 13 (arXiv:1904.05676),
doi:10.5281/zenodo.2635051

Kharchenko N. V., Scholz R.-D., Piskunov A. E., Röser S., Schilbach E., 2007, As-
tronomische Nachrichten, 328, 889

Klypin A., Kravtsov A. V., Valenzuela O., Prada F., 1999, ApJ, 522, 82

Kobayashi S., Hainick Y., Sari R., Rossi E. M., 2012, ApJ, 748, 105

Kobulnicky H. A., et al., 2014, ApJS, 213, 34

Kollmeier J. A., Gould A., Knapp G., Beers T. C., 2009, ApJ, 697, 1543

Kollmeier J. A., et al., 2010, ApJ, 723, 812

Kordopatis G., Recio-Blanco A., de Laverny P., Bijaoui A., Hill V., Gilmore G.,
Wyse R. F. G., Ordenovic C., 2011a, A&A, 535, A106

Kordopatis G., et al., 2011b, A&A, 535, A107

Kordopatis G., et al., 2013a, AJ, 146, 134

Kordopatis G., et al., 2013b, MNRAS, 436, 3231

Kordopatis G., et al., 2013c, A&A, 555, A12

Kordopatis G., et al., 2015, A&A, 582, A122

Kordopatis G., Amorisco N. C., Evans N. W., Gilmore G., Koposov S. E., 2016,
MNRAS, 457, 1299

Kouwenhoven M. B. N., Brown A. G. A., Portegies Zwart S. F., Kaper L., 2007,
A&A, 474, 77

Kroupa P., 2001, MNRAS, 322, 231

Kroupa P., 2002, Science, 295, 82

Kunder A., et al., 2017, AJ, 153, 75

Laevens B. P. M., et al., 2015, ApJ, 813, 44

LathamD.W., Stefanik R. P., Torres G., Davis R. J., Mazeh T., Carney B.W., Laird
J. B., Morse J. A., 2002, AJ, 124, 1144

Law D. R., Majewski S. R., 2010, ApJ, 714, 229

LeCun Y., 1993, in Tutorial presented at Neural Information Processing Systems.
p. 49

LeCun Y. A., Bottou L., Orr G. B., Müller K.-R., 2012, Efficient BackProp.
Springer Berlin Heidelberg, Berlin, Heidelberg, pp 9–48, doi:10.1007/978-3-
642-35289-8_3, http://dx.doi.org/10.1007/978-3-642-35289-8_3

Leavitt H. S., 1908, Annals of Harvard College Observatory, 60, 87

Leavitt H. S., Pickering E. C., 1912, Harvard College Observatory Circular, 173, 1

Leonard P. J. T., 1991, AJ, 101, 562

Leonard P. J. T., Duncan M. J., 1990, AJ, 99, 608

Li Y., Luo A., Zhao G., Lu Y., Ren J., Zuo F., 2012, ApJ, 744, L24

Li Y.-B., et al., 2015, Research in Astronomy and Astrophysics, 15, 1364

Lightman A. P., Shapiro S. L., 1977, ApJ, 211, 244

http://dx.doi.org/10.1086/587738
http://adsabs.harvard.edu/abs/2008ApJ...680..312K
http://dx.doi.org/10.1088/0004-637X/793/2/122
http://adsabs.harvard.edu/abs/2014ApJ...793..122K
http://dx.doi.org/10.3847/1538-4357/aada04
https://ui.adsabs.harvard.edu/abs/2018ApJ...864..130K
http://arxiv.org/abs/1904.05676
http://dx.doi.org/10.5281/zenodo.2635051
http://dx.doi.org/10.1002/asna.200710776
http://dx.doi.org/10.1002/asna.200710776
http://adsabs.harvard.edu/abs/2007AN....328..889K
http://dx.doi.org/10.1086/307643
http://adsabs.harvard.edu/abs/1999ApJ...522...82K
http://dx.doi.org/10.1088/0004-637X/748/2/105
http://adsabs.harvard.edu/abs/2012ApJ...748..105K
http://dx.doi.org/10.1088/0067-0049/213/2/34
http://adsabs.harvard.edu/abs/2014ApJS..213...34K
http://dx.doi.org/10.1088/0004-637X/697/2/1543
http://adsabs.harvard.edu/abs/2009ApJ...697.1543K
http://dx.doi.org/10.1088/0004-637X/723/1/812
http://adsabs.harvard.edu/abs/2010ApJ...723..812K
http://dx.doi.org/10.1051/0004-6361/201117372
http://adsabs.harvard.edu/abs/2011A%26A...535A.106K
http://dx.doi.org/10.1051/0004-6361/201117373
http://adsabs.harvard.edu/abs/2011A%26A...535A.107K
http://dx.doi.org/10.1088/0004-6256/146/5/134
http://adsabs.harvard.edu/abs/2013AJ....146..134K
http://dx.doi.org/10.1093/mnras/stt1804
http://adsabs.harvard.edu/abs/2013MNRAS.436.3231K
http://dx.doi.org/10.1051/0004-6361/201321470
http://adsabs.harvard.edu/abs/2013A%26A...555A..12K
http://dx.doi.org/10.1051/0004-6361/201526258
http://adsabs.harvard.edu/abs/2015A%26A...582A.122K
http://dx.doi.org/10.1093/mnras/stw073
http://adsabs.harvard.edu/abs/2016MNRAS.457.1299K
http://dx.doi.org/10.1051/0004-6361:20077719
http://adsabs.harvard.edu/abs/2007A%26A...474...77K
http://dx.doi.org/10.1046/j.1365-8711.2001.04022.x
http://adsabs.harvard.edu/abs/2001MNRAS.322..231K
http://dx.doi.org/10.1126/science.1067524
http://adsabs.harvard.edu/abs/2002Sci...295...82K
http://dx.doi.org/10.3847/1538-3881/153/2/75
http://adsabs.harvard.edu/abs/2017AJ....153...75K
http://dx.doi.org/10.1088/0004-637X/813/1/44
http://adsabs.harvard.edu/abs/2015ApJ...813...44L
http://dx.doi.org/10.1086/341384
http://adsabs.harvard.edu/abs/2002AJ....124.1144L
http://dx.doi.org/10.1088/0004-637X/714/1/229
http://adsabs.harvard.edu/abs/2010ApJ...714..229L
http://dx.doi.org/10.1007/978-3-642-35289-8_3
http://dx.doi.org/10.1007/978-3-642-35289-8_3
http://dx.doi.org/10.1007/978-3-642-35289-8_3
http://esoads.eso.org/abs/1908AnHar..60...87L
http://esoads.eso.org/abs/1912HarCi.173....1L
http://dx.doi.org/10.1086/115704
https://ui.adsabs.harvard.edu/abs/1991AJ....101..562L
http://dx.doi.org/10.1086/115354
http://adsabs.harvard.edu/abs/1990AJ.....99..608L
http://dx.doi.org/10.1088/2041-8205/744/2/L24
http://adsabs.harvard.edu/abs/2012ApJ...744L..24L
http://dx.doi.org/10.1088/1674-4527/15/8/018
http://adsabs.harvard.edu/abs/2015RAA....15.1364L
http://dx.doi.org/10.1086/154925
http://adsabs.harvard.edu/abs/1977ApJ...211..244L


176 BIBLIOGRAPHY

Lindegren L., Lammers U., Hobbs D., O’Mullane W., Bastian U., Hernández J.,
2012, A&A, 538, A78

Lindegren L., et al., 2016, A&A, 595, A4

Lindegren L., et al., 2018a, https://www.cosmos.esa.int/documents/
29201/1770596/Lindegren_GaiaDR2_Astrometry_extended.pdf/
1ebddb25-f010-6437-cb14-0e360e2d9f09

Lindegren L., et al., 2018b, A&A, 616, A2

Loebman S. R., et al., 2014, ApJ, 794, 151

Lu J. R., Do T., Ghez A. M., Morris M. R., Yelda S., Matthews K., 2013, ApJ, 764,
155

Luri X., et al., 2014, A&A, 566, A119

Luri X., et al., 2018, A&A, 616, A9

Madigan A.-M., Pfuhl O., Levin Y., Gillessen S., Genzel R., Perets H. B., 2014, ApJ,
784, 23

Magrini L., et al., 2017, A&A, 603, A2

Maiolino R., et al., 2017, Nature, 544, 202

Marchetti T., Rossi E. M., Kordopatis G., Brown A. G. A., Rimoldi A., Starkenburg
E., Youakim K., Ashley R., 2017, MNRAS, 470, 1388

Marchetti T., Rossi E. M., Brown A. G. A., 2018a, MNRAS, p. 2466

Marchetti T., Contigiani O., Rossi E. M., Albert J. G., Brown A. G. A., Sesana A.,
2018b, MNRAS, 476, 4697

Martell S. L., et al., 2017, MNRAS, 465, 3203

Matthews B., 1975, Biochimica et Biophysica Acta (BBA) - Protein Structure, 405,
442

McMillan P. J., 2017, MNRAS, 465, 76

McWilliam A., Zoccali M., 2010, ApJ, 724, 1491

Meyer L., et al., 2012, Science, 338, 84

Michalik D., Lindegren L., Hobbs D., 2015, A&A, 574, A115

Miyamoto M., Nagai R., 1975, PASJ, 27, 533

Moe M., Di Stefano R., 2017, ApJS, 230, 15

Monari G., et al., 2018, A&A, 616, L9

Monson A. J., et al., 2017, AJ, 153, 96

Moore B., Ghigna S., Governato F., Lake G., Quinn T., Stadel J., Tozzi P., 1999,
ApJ, 524, L19

Morris M., 1993, ApJ, 408, 496

Muno M. P., Pfahl E., Baganoff F. K., Brandt W. N., Ghez A., Lu J., Morris M. R.,
2005, ApJ, 622, L113

Natali F., Natali G., Pompei E., Pedichini F., 1994, A&A, 289, 756

Navarro J. F., Frenk C. S., White S. D. M., 1996, ApJ, 462, 563

O’Leary R. M., Loeb A., 2008, MNRAS, 383, 86

Oort J. H., 1927, Bull. Astron. Inst. Netherlands, 3, 275

Öpik E., 1924, Publications of the Tartu Astrofizica Observatory, 25

http://dx.doi.org/10.1051/0004-6361/201117905
http://adsabs.harvard.edu/abs/2012A%26A...538A..78L
http://dx.doi.org/10.1051/0004-6361/201628714
http://adsabs.harvard.edu/abs/2016A%26A...595A...4L
https://www.cosmos.esa.int/documents/29201/1770596/Lindegren_GaiaDR2_Astrometry_extended.pdf/1ebddb25-f010-6437-cb14-0e360e2d9f09
https://www.cosmos.esa.int/documents/29201/1770596/Lindegren_GaiaDR2_Astrometry_extended.pdf/1ebddb25-f010-6437-cb14-0e360e2d9f09
https://www.cosmos.esa.int/documents/29201/1770596/Lindegren_GaiaDR2_Astrometry_extended.pdf/1ebddb25-f010-6437-cb14-0e360e2d9f09
http://dx.doi.org/10.1051/0004-6361/201832727
https://ui.adsabs.harvard.edu/abs/2018A&A...616A...2L
http://dx.doi.org/10.1088/0004-637X/794/2/151
http://adsabs.harvard.edu/abs/2014ApJ...794..151L
http://dx.doi.org/10.1088/0004-637X/764/2/155
http://adsabs.harvard.edu/abs/2013ApJ...764..155L
http://adsabs.harvard.edu/abs/2013ApJ...764..155L
http://dx.doi.org/10.1051/0004-6361/201423636
http://adsabs.harvard.edu/abs/2014A%26A...566A.119L
http://dx.doi.org/10.1051/0004-6361/201832964
https://ui.adsabs.harvard.edu/abs/2018A&A...616A...9L
http://dx.doi.org/10.1088/0004-637X/784/1/23
http://adsabs.harvard.edu/abs/2014ApJ...784...23M
http://dx.doi.org/10.1051/0004-6361/201630294
https://ui.adsabs.harvard.edu/abs/2017A&A...603A...2M
http://dx.doi.org/10.1038/nature21677
http://adsabs.harvard.edu/abs/2017Natur.544..202M
http://dx.doi.org/10.1093/mnras/stx1304
http://adsabs.harvard.edu/abs/2017MNRAS.470.1388M
http://dx.doi.org/10.1093/mnras/sty2592
https://ui.adsabs.harvard.edu/abs/2018MNRAS.tmp.2466M
http://dx.doi.org/10.1093/mnras/sty579
http://adsabs.harvard.edu/abs/2018MNRAS.476.4697M
http://dx.doi.org/10.1093/mnras/stw2835
http://adsabs.harvard.edu/abs/2017MNRAS.465.3203M
http://dx.doi.org/http://dx.doi.org/10.1016/0005-2795(75)90109-9
http://dx.doi.org/10.1093/mnras/stw2759
http://adsabs.harvard.edu/abs/2017MNRAS.465...76M
http://dx.doi.org/10.1088/0004-637X/724/2/1491
http://adsabs.harvard.edu/abs/2010ApJ...724.1491M
http://dx.doi.org/10.1126/science.1225506
http://adsabs.harvard.edu/abs/2012Sci...338...84M
http://dx.doi.org/10.1051/0004-6361/201425310
http://adsabs.harvard.edu/abs/2015A%26A...574A.115M
http://adsabs.harvard.edu/abs/1975PASJ...27..533M
http://dx.doi.org/10.3847/1538-4365/aa6fb6
http://adsabs.harvard.edu/abs/2017ApJS..230...15M
http://dx.doi.org/10.1051/0004-6361/201833748
https://ui.adsabs.harvard.edu/abs/2018A&A...616L...9M
http://dx.doi.org/10.3847/1538-3881/153/3/96
http://esoads.eso.org/abs/2017AJ....153...96M
http://dx.doi.org/10.1086/312287
http://adsabs.harvard.edu/abs/1999ApJ...524L..19M
http://dx.doi.org/10.1086/172607
https://ui.adsabs.harvard.edu/abs/1993ApJ...408..496M
http://dx.doi.org/10.1086/429721
http://adsabs.harvard.edu/abs/2005ApJ...622L.113M
http://adsabs.harvard.edu/abs/1994A%26A...289..756N
http://dx.doi.org/10.1086/177173
http://adsabs.harvard.edu/abs/1996ApJ...462..563N
http://dx.doi.org/10.1111/j.1365-2966.2007.12531.x
http://adsabs.harvard.edu/abs/2008MNRAS.383...86O
https://ui.adsabs.harvard.edu/abs/1927BAN.....3..275O
http://adsabs.harvard.edu/abs/1924PTarO..25f...1O


BIBLIOGRAPHY 177

Ott T., Eckart A., Genzel R., 1999, ApJ, 523, 248

Palladino L. E., Schlesinger K. J., Holley-Bockelmann K., Allende Prieto C., Beers
T. C., Lee Y. S., Schneider D. P., 2014, ApJ, 780, 7

Paumard T., et al., 2006, ApJ, 643, 1011

Pereira C. B., Jilinski E., Drake N. A., de Castro D. B., Ortega V. G., Chavero C.,
Roig F., 2012, A&A, 543, A58

Perets H. B., Šubr L., 2012, ApJ, 751, 133

Perets H. B., Hopman C., Alexander T., 2007, ApJ, 656, 709

Perets H. B., Wu X., Zhao H. S., Famaey B., Gentile G., Alexander T., 2009, ApJ,
697, 2096

Peters P. C., 1964, Physical Review, 136, 1224

Pfuhl O., et al., 2011, ApJ, 741, 108

Pfuhl O., Alexander T., Gillessen S., Martins F., Genzel R., Eisenhauer F., Fritz
T. K., Ott T., 2014, ApJ, 782, 101

Piffl T., et al., 2014, A&A, 562, A91

Planck Collaboration et al., 2016, A&A, 594, A13

Portail M., Wegg C., Gerhard O., Martinez-Valpuesta I., 2015, MNRAS, 448, 713

Portegies Zwart S. F., 2000, ApJ, 544, 437

Portegies Zwart S. F., Verbunt F., 1996, A&A, 309, 179

Portegies Zwart S., et al., 2009, New A, 14, 369

Posti L., Helmi A., 2019, A&A, 621, A56

Poveda A., Ruiz J., Allen C., 1967, Boletin de los Observatorios Tonantzintla y
Tacubaya, 4, 86

Price-Whelan A. M., 2017, The Journal of Open Source Software, 2

Price-Whelan A. M., Hogg D. W., Johnston K. V., Hendel D., 2014, ApJ, 794, 4

Przybilla N., Fernanda Nieva M., Heber U., Butler K., 2008, ApJ, 684, L103

Przybylski A., 1967, MNRAS, 136, 185

Przybylski A., 1978, PASP, 90, 451

Quinlan G. D., 1996, New A, 1, 35

Randich S., Gilmore G., Gaia-ESO Consortium 2013, The Messenger, 154, 47

Rasskazov A., Fragione G., Leigh N. W. C., Tagawa H., Sesana A., Price-Whelan
A., Rossi E. M., 2019, ApJ, 878, 17

ReidM. J., Menten K.M., Zheng X.W., Brunthaler A., Xu Y., 2009, ApJ, 705, 1548

Renzo M., et al., 2019, A&A, 624, A66

Rimoldi A., Portegies Zwart S., Rossi E.M., 2016, Computational Astrophysics and
Cosmology, 3, 2

Rix H.-W., Bovy J., 2013, A&A Rev., 21, 61

Robbins H., Monro S., 1951, Ann. Math. Statist., 22, 400

Robin A. C., et al., 2012, A&A, 543, A100

Rossi E. M., Kobayashi S., Sari R., 2014, ApJ, 795, 125

Rossi E. M., Marchetti T., Cacciato M., Kuiack M., Sari R., 2017, MNRAS, 467,

http://dx.doi.org/10.1086/307712
http://adsabs.harvard.edu/abs/1999ApJ...523..248O
http://dx.doi.org/10.1088/0004-637X/780/1/7
http://adsabs.harvard.edu/abs/2014ApJ...780....7P
http://dx.doi.org/10.1086/503273
http://adsabs.harvard.edu/abs/2006ApJ...643.1011P
http://dx.doi.org/10.1051/0004-6361/201219122
http://adsabs.harvard.edu/abs/2012A%26A...543A..58P
http://dx.doi.org/10.1088/0004-637X/751/2/133
http://adsabs.harvard.edu/abs/2012ApJ...751..133P
http://dx.doi.org/10.1086/510377
http://adsabs.harvard.edu/abs/2007ApJ...656..709P
http://dx.doi.org/10.1088/0004-637X/697/2/2096
http://adsabs.harvard.edu/abs/2009ApJ...697.2096P
http://dx.doi.org/10.1103/PhysRev.136.B1224
http://adsabs.harvard.edu/abs/1964PhRv..136.1224P
http://dx.doi.org/10.1088/0004-637X/741/2/108
http://adsabs.harvard.edu/abs/2011ApJ...741..108P
http://dx.doi.org/10.1088/0004-637X/782/2/101
http://adsabs.harvard.edu/abs/2014ApJ...782..101P
http://dx.doi.org/10.1051/0004-6361/201322531
http://adsabs.harvard.edu/abs/2014A%26A...562A..91P
http://dx.doi.org/10.1051/0004-6361/201525830
http://adsabs.harvard.edu/abs/2016A%26A...594A..13P
http://dx.doi.org/10.1093/mnras/stv058
https://ui.adsabs.harvard.edu/abs/2015MNRAS.448..713P
http://dx.doi.org/10.1086/317190
http://adsabs.harvard.edu/abs/2000ApJ...544..437P
http://adsabs.harvard.edu/abs/1996A%26A...309..179P
http://dx.doi.org/10.1016/j.newast.2008.10.006
http://adsabs.harvard.edu/abs/2009NewA...14..369P
http://dx.doi.org/10.1051/0004-6361/201833355
https://ui.adsabs.harvard.edu/abs/2019A&A...621A..56P
http://adsabs.harvard.edu/abs/1967BOTT....4...86P
http://dx.doi.org/10.21105/joss.00388
http://dx.doi.org/10.1088/0004-637X/794/1/4
http://adsabs.harvard.edu/abs/2014ApJ...794....4P
http://dx.doi.org/10.1086/592245
http://adsabs.harvard.edu/abs/2008ApJ...684L.103P
http://dx.doi.org/10.1093/mnras/136.2.185
http://adsabs.harvard.edu/abs/1967MNRAS.136..185P
http://dx.doi.org/10.1086/130357
http://adsabs.harvard.edu/abs/1978PASP...90..451P
http://dx.doi.org/10.1016/S1384-1076(96)00003-6
http://adsabs.harvard.edu/abs/1996NewA....1...35Q
http://adsabs.harvard.edu/abs/2013Msngr.154...47R
http://dx.doi.org/10.3847/1538-4357/ab1c5d
https://ui.adsabs.harvard.edu/abs/2019ApJ...878...17R
http://dx.doi.org/10.1088/0004-637X/705/2/1548
https://ui.adsabs.harvard.edu/abs/2009ApJ...705.1548R
http://dx.doi.org/10.1051/0004-6361/201833297
https://ui.adsabs.harvard.edu/abs/2019A&A...624A..66R
http://dx.doi.org/10.1186/s40668-016-0015-4
http://dx.doi.org/10.1186/s40668-016-0015-4
http://adsabs.harvard.edu/abs/2016ComAC...3....2R
http://dx.doi.org/10.1007/s00159-013-0061-8
https://ui.adsabs.harvard.edu/abs/2013A&ARv..21...61R
http://dx.doi.org/10.1214/aoms/1177729586
http://dx.doi.org/10.1051/0004-6361/201118646
http://adsabs.harvard.edu/abs/2012A%26A...543A.100R
http://dx.doi.org/10.1088/0004-637X/795/2/125
http://adsabs.harvard.edu/abs/2014ApJ...795..125R
http://dx.doi.org/10.1093/mnras/stx098
http://esoads.eso.org/abs/2017MNRAS.467.1844R
http://esoads.eso.org/abs/2017MNRAS.467.1844R


178 BIBLIOGRAPHY

1844

Saerens M., Latinne P., Decaestecker C., 2002, IEEE Trans. Neural Networks, 13,
1204

Sana H., et al., 2012, Science, 337, 444

Sana H., et al., 2013, A&A, 550, A107

Sari R., Kobayashi S., Rossi E. M., 2010, ApJ, 708, 605

Schaller M., et al., 2015, MNRAS, 451, 1247

Schaye J., et al., 2015, MNRAS, 446, 521

Schlafly E. F., Finkbeiner D. P., 2011, ApJ, 737, 103

Schödel R., Feldmeier A., Neumayer N., Meyer L., Yelda S., 2014a, Classical and
Quantum Gravity, 31, 244007

Schödel R., Feldmeier A., Kunneriath D., Stolovy S., Neumayer N., Amaro-Seoane
P., Nishiyama S., 2014b, A&A, 566, A47

Schönrich R., 2012, MNRAS, 427, 274

Schönrich R., Binney J., Dehnen W., 2010, MNRAS, 403, 1829

Sesana A., Haardt F., Madau P., 2006, ApJ, 651, 392

Sesana A., Haardt F., Madau P., 2007, MNRAS, 379, L45

Sesana A., Haardt F., Madau P., 2008, ApJ, 686, 432

Sesar B., Fouesneau M., Price-Whelan A. M., Bailer-Jones C. A. L., Gould A., Rix
H.-W., 2017, ApJ, 838, 107

Silk J., Antonuccio-Delogu V., Dubois Y., Gaibler V., Haas M. R., Khochfar S.,
Krause M., 2012, A&A, 545, L11

Silva M. D. V., Napiwotzki R., 2011, MNRAS, 411, 2596

Singh B., De S., Zhang Y., Goldstein T., Taylor G., 2015, CoRR, abs/1510.04609

Smith M. C., et al., 2007, MNRAS, 379, 755

Smith M. C., et al., 2009, MNRAS, 399, 1223

Soubiran C., Jasniewicz G., Chemin L., Crifo F., Udry S., Hestroffer D., Katz D.,
2013, A&A, 552, A64

Stivaktakis R., Tsagkatakis G., Moraes B., Abdalla F., Starck J.-L., Tsakalides P.,
2018, arXiv e-prints, p. arXiv:1809.09622

Tauris T. M., 2015, MNRAS, 448, L6

Tauris T. M., Takens R. J., 1998, A&A, 330, 1047

Taylor M. B., 2005, in Shopbell P., BrittonM., Ebert R., eds, Astronomical Society
of the Pacific Conference Series Vol. 347, Astronomical Data Analysis Software
and Systems XIV. p. 29

Tody D., 1986, in Crawford D. L., ed., Proc. SPIEVol. 627, Instrumentation in as-
tronomy VI. p. 733, doi:10.1117/12.968154

Venn K. A., IrwinM., ShetroneM. D., Tout C. A., Hill V., Tolstoy E., 2004, AJ, 128,
1177

Vera-Ciro C., Helmi A., 2013, ApJ, 773, L4

Vera-Ciro C. A., Helmi A., Starkenburg E., Breddels M. A., 2013, MNRAS, 428,
1696

http://esoads.eso.org/abs/2017MNRAS.467.1844R
http://esoads.eso.org/abs/2017MNRAS.467.1844R
http://dx.doi.org/10.1126/science.1223344
http://adsabs.harvard.edu/abs/2012Sci...337..444S
http://dx.doi.org/10.1051/0004-6361/201219621
http://adsabs.harvard.edu/abs/2013A%26A...550A.107S
http://dx.doi.org/10.1088/0004-637X/708/1/605
http://adsabs.harvard.edu/abs/2010ApJ...708..605S
http://dx.doi.org/10.1093/mnras/stv1067
http://adsabs.harvard.edu/abs/2015MNRAS.451.1247S
http://dx.doi.org/10.1093/mnras/stu2058
http://adsabs.harvard.edu/abs/2015MNRAS.446..521S
http://dx.doi.org/10.1088/0004-637X/737/2/103
http://adsabs.harvard.edu/abs/2011ApJ...737..103S
http://dx.doi.org/10.1088/0264-9381/31/24/244007
http://dx.doi.org/10.1088/0264-9381/31/24/244007
http://adsabs.harvard.edu/abs/2014CQGra..31x4007S
http://dx.doi.org/10.1051/0004-6361/201423481
http://adsabs.harvard.edu/abs/2014A%26A...566A..47S
http://dx.doi.org/10.1111/j.1365-2966.2012.21631.x
http://adsabs.harvard.edu/abs/2012MNRAS.427..274S
http://dx.doi.org/10.1111/j.1365-2966.2010.16253.x
http://adsabs.harvard.edu/abs/2010MNRAS.403.1829S
http://dx.doi.org/10.1086/507596
http://adsabs.harvard.edu/abs/2006ApJ...651..392S
http://dx.doi.org/10.1111/j.1745-3933.2007.00331.x
http://adsabs.harvard.edu/abs/2007MNRAS.379L..45S
http://dx.doi.org/10.1086/590651
http://adsabs.harvard.edu/abs/2008ApJ...686..432S
http://dx.doi.org/10.3847/1538-4357/aa643b
http://esoads.eso.org/abs/2017ApJ...838..107S
http://dx.doi.org/10.1051/0004-6361/201220049
http://adsabs.harvard.edu/abs/2012A%26A...545L..11S
http://dx.doi.org/10.1111/j.1365-2966.2010.17864.x
http://adsabs.harvard.edu/abs/2011MNRAS.411.2596S
http://dx.doi.org/10.1111/j.1365-2966.2007.11964.x
http://adsabs.harvard.edu/abs/2007MNRAS.379..755S
http://dx.doi.org/10.1111/j.1365-2966.2009.15391.x
http://adsabs.harvard.edu/abs/2009MNRAS.399.1223S
http://dx.doi.org/10.1051/0004-6361/201220927
https://ui.adsabs.harvard.edu/abs/2013A&A...552A..64S
https://ui.adsabs.harvard.edu/abs/2018arXiv180909622S
http://dx.doi.org/10.1093/mnrasl/slu189
http://adsabs.harvard.edu/abs/2015MNRAS.448L...6T
http://adsabs.harvard.edu/abs/1998A%26A...330.1047T
http://dx.doi.org/10.1117/12.968154
http://dx.doi.org/10.1086/422734
http://adsabs.harvard.edu/abs/2004AJ....128.1177V
http://adsabs.harvard.edu/abs/2004AJ....128.1177V
http://dx.doi.org/10.1088/2041-8205/773/1/L4
http://adsabs.harvard.edu/abs/2013ApJ...773L...4V
http://dx.doi.org/10.1093/mnras/sts148
http://adsabs.harvard.edu/abs/2013MNRAS.428.1696V
http://adsabs.harvard.edu/abs/2013MNRAS.428.1696V


BIBLIOGRAPHY 179

Vickers J. J., Smith M. C., Grebel E. K., 2015, AJ, 150, 77

Wang W., Han J., Cooper A. P., Cole S., Frenk C., Lowing B., 2015, MNRAS, 453,
377

Wegg C., Gerhard O., 2013, MNRAS, 435, 1874

Westera P., Buser R., 2003, in Piotto G., Meylan G., Djorgovski S. G., Riello M.,
eds, Astronomical Society of the Pacific Conference Series Vol. 296, New Hori-
zons in Globular Cluster Astronomy. p. 238

Williams A. A., Evans N. W., 2015, MNRAS, 454, 698

Williams A. A., Belokurov V., Casey A. R., Evans N. W., 2017, MNRAS, 468, 2359

Xu Y., Newberg H. J., Carlin J. L., Liu C., Deng L., Li J., Schönrich R., Yanny B.,
2015, ApJ, 801, 105

Yu Q., Madau P., 2007, MNRAS, 379, 1293

Yu Q., Tremaine S., 2003, ApJ, 599, 1129

Zasowski G., et al., 2013, AJ, 146, 81

Zhang F., Lu Y., Yu Q., 2013, ApJ, 768, 153

Zhang Y., Smith M. C., Carlin J. L., 2016, ApJ, 832, 10

Zheng Z., et al., 2014, ApJ, 785, L23

Ziegerer E., Volkert M., Heber U., Irrgang A., Gänsicke B. T., Geier S., 2015, A&A,
576, L14

Ziegerer E., Heber U., Geier S., Irrgang A., Kupfer T., Fürst F., Schaffenroth J.,
2017, A&A, 601, A58

Zinn J. C., Pinsonneault M. H., Huber D., Stello D., 2019, ApJ, 878, 136

Zubovas K., Nayakshin S., Sazonov S., Sunyaev R., 2013, MNRAS, 431, 793

Zucker S., 2003, MNRAS, 342, 1291

de Jong R. S., et al., 2016, in Ground-based and Airborne Instrumentation for
Astronomy VI. p. 99081O, doi:10.1117/12.2232832

van der Marel R. P., Kallivayalil N., 2014, ApJ, 781, 121

http://dx.doi.org/10.1088/0004-6256/150/3/77
http://adsabs.harvard.edu/abs/2015AJ....150...77V
http://dx.doi.org/10.1093/mnras/stv1647
http://adsabs.harvard.edu/abs/2015MNRAS.453..377W
http://adsabs.harvard.edu/abs/2015MNRAS.453..377W
http://dx.doi.org/10.1093/mnras/stt1376
http://adsabs.harvard.edu/abs/2013MNRAS.435.1874W
http://dx.doi.org/10.1093/mnras/stv1967
http://adsabs.harvard.edu/abs/2015MNRAS.454..698W
http://dx.doi.org/10.1093/mnras/stx508
http://adsabs.harvard.edu/abs/2017MNRAS.468.2359W
http://dx.doi.org/10.1088/0004-637X/801/2/105
http://adsabs.harvard.edu/abs/2015ApJ...801..105X
http://dx.doi.org/10.1111/j.1365-2966.2007.12034.x
http://adsabs.harvard.edu/abs/2007MNRAS.379.1293Y
http://dx.doi.org/10.1086/379546
http://adsabs.harvard.edu/abs/2003ApJ...599.1129Y
http://dx.doi.org/10.1088/0004-6256/146/4/81
http://adsabs.harvard.edu/abs/2013AJ....146...81Z
http://dx.doi.org/10.1088/0004-637X/768/2/153
http://adsabs.harvard.edu/abs/2013ApJ...768..153Z
http://dx.doi.org/10.3847/0004-637X/832/1/10
http://adsabs.harvard.edu/abs/2016ApJ...832...10Z
http://dx.doi.org/10.1088/2041-8205/785/2/L23
http://adsabs.harvard.edu/abs/2014ApJ...785L..23Z
http://dx.doi.org/10.1051/0004-6361/201526052
http://adsabs.harvard.edu/abs/2015A%26A...576L..14Z
http://dx.doi.org/10.1051/0004-6361/201730437
http://adsabs.harvard.edu/abs/2017A%26A...601A..58Z
http://dx.doi.org/10.3847/1538-4357/ab1f66
https://ui.adsabs.harvard.edu/abs/2019ApJ...878..136Z
http://dx.doi.org/10.1093/mnras/stt214
http://adsabs.harvard.edu/abs/2013MNRAS.431..793Z
http://dx.doi.org/10.1046/j.1365-8711.2003.06633.x
http://adsabs.harvard.edu/abs/2003MNRAS.342.1291Z
http://dx.doi.org/10.1117/12.2232832
http://dx.doi.org/10.1088/0004-637X/781/2/121
http://adsabs.harvard.edu/abs/2014ApJ...781..121V




Nederlandse Samenvatting 181

Nederlandse Samenvatting

De zon is slechts één van de honderden miljarden sterren in het sterren-

stelsel waarin wij wonen; de Melkweg. Hoewel het overgrote deel van deze

sterren rondom het galactisch centrum beweegt, bestaat er ook een klein

aantal wat deze draaiing niet volgt, en in plaats daarvan met een buitenge-

woonhoge snelheid dwars door deMelkweg reist. De snelste leden van deze

groep sterren worden zogeheten hypervelocity sterren genoemd, en reizen

met snelheden van duizenden kilometers per seconde door ons sterrenstel-

sel. Dit is een aantal miljoen kilometer per uur, meer dan zesduizendmaal

sneller dan de snelste trein op Aarde!

We denken dat deze sterren een dusdanig hoge snelheid hebben om-

dat ze uit het galactisch centrum afkomstig zijn. Oorspronkelijk waren ze

onderdeel van een dubbelster-systeem, wat bestaat uit twee sterren die om

elkaar heen draaien. Het galactisch centrum herbergt het zwaarste object

in de gehele Melkweg, Sagittarius A*, een zwart gat wat meer dan vier mil-

joen keer zo zwaar is als de zon. De zwaartekracht-wisselwerking met een

dusdanig zwaar object kan een dubbelster volledig uit elkaar trekken, en de

sterren hierbij voorgoed scheiden. Één van de twee sterren zal hierna in een

baan rond het zwarte gat terechtkomen, terwijl de andere − de hypervelo-

city ster − wordt weggeschoten met een enorme snelheid. Deze snelheid is

zodanig dat hypervelocity sterren de zwaartekracht van de geheleMelkweg

volledig overwinnen, en er voor eeuwig vanaf zullen bewegen. Afbeelding

S.1 laat een artist impression van uit het Melkwegcentrum weggeschoten

hypervelocity sterren zien.

Hypervelocity sterren zijn interessant omdat ze kunnenworden gebruikt

ommeer te weten te komen over de verschillende onderdelen van deMelk-

weg. Het galactisch centrum is moeilijk om direct waar te nemen omdat

het wordt afgeschermd door interstellair stof, zodat het ontdekken van hy-

pervelocity sterren ver van het zwarte gat ons kan leren over hun geboor-

teplaats. Op een compleet andere schaal kunnen hypervelocity sterren ons
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Figuur S.1: Een artist impression van hyperveloctity sterren weggeschoten uit het centrum
van de Melkweg. Bron: ESA.

ook inzicht geven in de halo van donkere materie waarin de Melkweg zich

bevindt. Donkerematerie is een bepaalde soortmaterie die geenwisselwer-

king met elektromagnetische straling vertoont, wat inhoudt dat het voor

onze ogen en telescopen volledig onzichtbaar is. De halo van donkere ma-

terie is dusdanig zwaar dat het de baan van de hypervelocity sterren doet

buigen, zodat deze kunnen worden gebruikt om fundamentele parameters

van de halo te bepalen, zoals de vorm en massa. Daarnaast kunnen hyper-

velocity sterren ons in het algemeen meer inzicht geven in de aard van de-

ze raadselachtige donkere materie. Tot op heden is slechts een klein aan-

tal hypervelocity sterren geïdentificeerd, maar door de komst van Gaia, de

nieuwe satelliet van de Europese Ruimtevaartsorganisatie (European Spa-

ce Agency, ESA) zit onze kennis van de snelste sterren in de Melkweg mo-

menteel in de lift. Het doel van Gaia is om de gehele geschiedenis van de

Melkweg in kaart te brengen doormiddel van het produceren van de groot-

ste en meest precieze catalogus van sterren tot nu toe, met daarin posities,

afstanden en geprojecteerde snelheden van meer van een miljard sterren.

Dit Werk

Het doel van deze proefschrift is het vinden en karakteriseren van de ver-

zameling snelste sterren in deMelkweg, en om te laten zien dat deze objec-

ten gebruikt kunnenworden gebruikt omverschillende onderdelen van ons

sterrenstelsel te onderzoeken. Hiervoor maken we gebruik van verscheide-

ne datamining technieken; astrometrische, photometrische en spectrosco-
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pische datasets; astronomische waarnemingen, en theoretische modellen.

In het bijzonder streeft deze proefschrift naar het beantwoorden van de

volgende vier vragen:

• Hoofdstuk 2: Hoeveel hypervelocity sterren verwachten we te vin-

den in de Gaia catalogus?

• Hoofdstuk 3: Kunnen we deze hypervelocity sterren in de eerste

data release van Gaia vinden?

• Hoofdstuk 4:Wat is de oorsprong van de snelste sterren in de twee-

de Gaia data release?

• Hoofdstuk 5:Wat kunnenwe leren over hetMelkwegcentrumen de

halo van donkeremateriemet de verzameling ontdekte hypervelocity

sterren?

In wat volgt, presenteren we een korte samenvatting van elk van de bo-

vengenoemde hoofdstukken, waarin we deze vragen behandelen.

De eerste vraag die we willen beantwoorden, betreft hoeveel hypervelocity

sterren we verwachten aan te treffen in de door Gaia geproduceerde cata-

logus van sterren. Hiervoor hebben we inHoofdstuk 2 een catalogus met

gesimuleerde hypervelocity sterren ontwikkeld, om de verwachte verzame-

ling te kwantificeren en te karakteriseren. We veronderstellen drie moge-

lijke mechanismen die hypervelocity sterren hun extreme snelheden mee

kunnen geven: i) we bevolken de hele Melkweg met ongebonden sterren

op radiële banen vanuit het Melkwegcentrum, ii) we nemen aan dat hy-

pervelocity sterren het resultaat zijn van de zwaartekracht-wisselwerking

tussen een dubbelster-systeem en het massieve zwarte gat in het centrum

van ons sterrenstelsel (het zogeheten Hills mechanisme) en iii) we model-

leren het verval van de omwentelingsbaan in een systeem van twee zwarte

gaten die, bij het kruisen van de baan van individuele sterren, deze hier-

bij met grote snelheid afstoten. We maken gebruik van simpele modellen

van ster-evolutie om de schijnbare magnitude van elke hypervelocity ster

te bepalen, zodat we een schatting verkrijgen van de nauwkeurigheid waar-

mee Gaia de astrometrische parameters van de ster kan bepalen. In elk

van de scenario’s vinden we zeer bemoedigende resultaten: we verwach-

ten honderden tot duizenden nauwkeurig gemeten hypervelocity sterren

in de laatste data release van Gaia aan te treffen, hoewel het grootste deel

hiervan niet helder genoeg zal zijn om ook een radiële snelheidsmeting van
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Gaia te hebben.

InHoofdstuk 3 ontwikkelenwe een nieuwe datamining techniek, waarbij

we gebruik maken van kunstmatige neurale netwerken, om hypervelocity

sterren in de eerste data release van Gaia te identificeren. We ontwikke-

len hiervoor een binary classification algoritme dat, gebruikmakend van

de positie, parallax en eigenbeweging van een ster (dus zonder een radië-

le snelheidsmeting), een enkele waarde produceert die we interpreteren als

de kans dat de ster een hypervelocity ster is.We trainen dit algoritme op zo-

wel de gesimuleerde verzameling hypervelocity sterren uit Hoofdstuk 1 als

een nagebootsteGaia catalogus.Het toepassen van dit algoritme op de data

leidt tot een verzameling van 80 sterren met een grote kans een hypervelo-

city ster te zijn. Om de betrouwbaarheid van deze kandidaat-hypervelocity

sterren vast te stellen, nemen we een subset van de sterren waar met de

Isaac Newton telescoop in La Palma, één van de Canarische Eilanden, zo-

dat we deze radiële snelheden en afstanden kunnen toekennen, en de ster-

eigenschappen (zoalsmassa, temperatuur, leeftijd enmetalliciteit) kunnen

bepalen. Deze spectroscopische waarnemingen bevestigen dat de datami-

ning techniek werkt, en dat deze succesvol is in het ontdekken van snelle

sterren: we vinden een zestal sterren diemogelijkerwijs vanuit het centrum

van de Melkweg zijn weggeschoten.

In Hoofdstuk 4 maken we gebruik van de nauwkeurige waarnemingen

in de tweede data release van Gaia om de hoge-snelheids uitschieters van

demeer dan 7miljoen sterren in deze catalogus te karakteriseren.Webepa-

len de afstanden en totale snelheden van alle sterren in deze set, en vinden

hierin 20 sterrenmet dusdanig hoge snelheden dat ze niet langer gebonden

zijn aan deMelkweg.We zorgen er in het bijzonder voor dat onechte detec-

ties en instrumentele fouten worden weggefilterd, aangezien deze potenti-

eel hypervelocity sterren kunnennabootsen.We gebruikendenauwkeurige

waarnemingen vanGaia om de baan van deze sterren door deMelkweg te-

rug te rekenen, om op deze manier hun geboorteplaats te achterhalen. Een

aantal van deze sterren lijkt afkomstig te zijn vanuit de galactische schijf

van de Melkweg. Verrassend genoeg lijkt de meerderheid van de sterren

echter niet afkomstig uit één van de bekende stervormingsgebieden in ons

sterrenstelsel, wat een extragalactische oorsprong suggereert. Zulke ster-

ren zijn voorheen voorspeld in numerieke simulaties die de zwaartekracht-
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Figuur S.2: De banen van de ontdekte ongebonden sterren, weggeschoten vanuit de Melkweg
(rood) of van extragalactische oorsprong (geel). De achtergrond stelt een artist impression
van de Melkweg voor. Bron: ESA / NASA / Hubble / Marchetti et al. 2018.

interactie tussen de Melkweg en kleinere sterrenstelsels modelleren. Een

artist impression van deze ‘extragalactische indringers’ is te zien in Afbeel-

ding S.2.

Ten slotte heeft Hoofdstuk 5 als doel om de kracht van hypervelocity

sterren als meetinstrument voor de eigenschappen van dubbelsterren in

het Melkwegcentrum, alsmede de karakteristieke parameters van de halo

van donkere materie, te toetsen. Door middel van een statistische aanpak

vergelijken we de snelheidsdistributie van de verzameling van ∼ 20 onge-
bonden hypervelocity sterren met analytische voorspellingen van het Hills

mechanisme. We concluderen hieruit dat het huidig aantal bekende hy-

pervelocity sterren onvoldoende is om de fysische eigenschappen van de

eerdergenoemde onderdelen van de Melkweg nauwkeurig te bepalen. On-

der de aanname dat dubbelster-systemen in het galactisch centrum soort-

gelijke eigenschappen vertonen als deze in andere stervormingsgebieden,

vinden we overeenstemming tussen onze data en modellen van donkere

materie halo’s, afkomstig van voorspellingen uit kosmologische simulaties.

De duizenden hypervelocity sterren die aanwezig zijn in de waarnemingen

van Gaia zijn cruciaal om deze nieuwe en enerverende methode voor het

bestuderen van het sterrenstelsel waarin wij wonen te onthullen.
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English Summary

The Sun is just one star among the hundreds of billions living in ourGalaxy,

the Milky Way. While most of these stars rotate around the Galactic centre

on almost circular orbits, a few others do not follow this motion, but move

through the Galaxy with a surprising high speed. The fastest of these stars

are known as hypervelocity stars, and travel through the Galaxy with ve-

locities of thousands of kilometers per second. This corresponds to a few

millions of kilometers per hour, more than six thousand times faster than

the fastest train on Earth!

The reason why we think these stars have such an incredibly high ve-

locity is that they come from the centre of our Galaxy. These stars were

originally part of a binary system: two stars orbiting around each other.

The centre of our Galaxy is the residence of the most massive single object

in theMilkyWay, Sagittarius A∗, a black hole with a totalmass ofmore than

four million times the one of our Sun. The interaction with such an incred-

ible massive object can break the binary system, separating the two stars

forever. One of the two will start orbiting around Sagittarius A∗, while the

other one, the hypervelocity star, will be ejected with an incredibly high ve-

locity. This velocity is so high that these stars do not feel anymore the grav-

itational pull of the Galaxy, but fly away forever from it. Figure S.3 shows

an artistic impression of hypervelocity stars flying away from the centre of

the Milky Way.

The reason why hypervelocity stars are interesting is that they can be

used to gain knowledge ondifferent environments of ourGalaxy. TheGalac-

tic centre is very difficult to observe because of interstellar dust, so de-

tecting hypervelocity stars far from it can tell us something on how stars

form and interact in the vicinity of the massive black hole. Moving to a

completely different scale, the Galaxy is embedded into a vast halo com-

posed of dark matter: a particular kind of matter that does not interact

with the electromagnetic radiation, and is thus invisible to our eyes (and
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Figure S.3: Artistic impression of hypervelocity stars ejected from the centre of the Milky
Way. Image credits: ESA.

telescopes). The dark matter halo is so massive that it bends the trajec-

tories of hypervelocity stars, so that these stars can be used to determine

some of its fundamental parameters (such as mass and shape) and inves-

tigate on the puzzling nature of this invisible component. Until now, only

a few hypervelocity stars have been identified, but the advent of the Eu-

ropean Space Agency (ESA) satellite Gaia is currently revolutionizing our

knowledge on the fastest stars in the Galaxy. The aim of Gaia is to recon-

struct the evolutionary history of the Milky Way by providing the largest

andmost precise stellar catalogue ever produced: positions, distances, and

projected velocities for more than one billion stars.

This work

The goal of this thesis is to search for and characterize the population of

the fastest stars in our Galaxy, and to show how these incredible objects

can be used to probe different Galactic environments. To do that, we make

use of datamining techniques, astrometric, photometric and spectroscopic

datasets, observations, and theoretical modelling. In particular, this thesis

aims at answering these four questions:

• Chapter 2: How many hypervelocity stars are we expecting to find

in the Gaia catalogue?

• Chapter 3:Canwe find any hypervelocity star candidates in the first

Gaia data release?
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• Chapter 4:What is the origin of the fastest stars in the second Gaia

data release?

• Chapter 5:What canwe learn about the centre of theMilkyWay and

its dark matter halo using the known sample of hypervelocity stars?

In the following we will present a short summary of the content of each sci-

entific chapter, illustrating how we answer each of the questions above.

The first question we want to answer concerns how many hypervelocity

stars we expect to find in the stellar catalogue provided by the Gaia satel-

lite. To do so, inChapter2we create simulated catalogues of hypervelocity

stars, to quantify and characterize the predicted population.Wemake three

different assumptions on the ejection mechanism responsible for their ex-

treme velocities: i) we populate the whole Galaxy with unbound stars on

radial orbits from the Galactic Centre, ii) we assume hypervelocity stars to

be the result of the interaction between a binary star and the massive black

hole in the Galactic Centre (theHills mechanism), and iii) wemodel the or-

bital decay of a massive black hole binary, ejecting single stars interacting

with it.We use simple stellar evolution prescriptions to derive the apparent

magnitude of each hypervelocity star. This allows us to estimate the error

with which Gaia will measure its astrometric parameters. In all cases, our

predictions are extremely encouraging: we find hundreds to thousands of

precisely measured hypervelocity stars to be contained in the final Gaia

catalogue, but the majority of these stars will not be bright enough to have

a radial velocity determination from Gaia.

In Chapter 3 we introduce and develop a novel data mining technique,

based on artificial neural networks, to identify hypervelocity stars in the

first data release of the Gaia satellite. We create a binary classifier algo-

rithm which, taking in input the position, parallax, and proper motions of

a star (no radial velocity), outputs a single real number which we can inter-

pret as the probability of the star being a hypervelocity star. The algorithm

is trained onmock populations built in Chapter 1, and on a simulatedGaia

catalogue. The application to the data results in 80 stars with a high proba-
bility to be hypervelocity stars. To confirm the goodness of our candidates,

we observe a subset of stars at the Isaac Newton Telescope in La Palma,

Canary Islands, deriving radial velocities, distances and stellar parameters

(mass, temperature, age and metallicity). The spectroscopic observations

confirm the working of the data mining routine, which succeeded in find-



190 English Summary

Figure S.4: Past orbits of runaway (red) and extragalactic (yellow) unbound candidates, on
top of an artistic impression of the Milky Way. Image credits: ESA / NASA / Hubble /
Marchetti et al. 2018.

ing high velocity stars: we report the discovery of 6 stars might be ejected

from the centre of our Galaxy.

In Chapter 4 we use the precise data provided by the second data release

of Gaia to characterize the high velocity tail of the velocity distribution of

more than 7million stars in the Milky Way. We derive distances and total

velocities for all of the stars in the sample, and we are able to discover a

sample of 20 stars with unbound velocities. Particular care is taken to filter
out spuriousmeasurements and instrumental artifacts, whichmightmimic

high velocity stars.We use the preciseGaia data to reconstruct the past tra-

jectories of these stars in the Galaxy, to identify their birth place. Some of

these are consistent with coming from the stellar disk of the Milky Way.

Surprisingly, the remaining majority of stars is not consistent with coming

from any known Galactic star forming region, suggesting an extragalactic

origin. These stars were previously predicted in numerical simulation fol-

lowing the gravitational interaction of other small galaxies with our Milky

Way. An artistic impression of these intergalactic interlopers is shown in

Fig. S.4.

Finally, the aim of Chapter 5 is to quantify the power of known hyper-

velocity stars to constrain the binary properties in the Galactic Centre and

the characteristic parameters of the darkmatter halo. Using a statistical ap-
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proach,we compare the velocity distribution of the sample of∼ 20unbound
hypervelocity stars with analytic predictions assuming the Hills mecha-

nism. We find that the number of known hypervelocity stars is not suffi-

cient to give tight constraints on both these environments. Assuming that

binaries in the Galactic Centre have similar properties to binaries in other

star forming regions, we find a goodmatch between the data and themodel

for haloes consistent with predictions from cosmological structure forma-

tion simulations. The sample of thousands of hypervelocity stars in the

Gaia catalogue will be crucial to unveil the power of this new, exciting tool

to study the Galaxy we are living in.
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I was born on the 26th of December 1991 in Rome, Italy. I would be lying if I

said that I have always been fascinated by astronomy. As a kid,my true pas-

sion was dinosaurs, andmy dreamwas to become a paleontologist. Moving

from elementary to middle school I started being more and more attracted

to scientific subjects, with a particular interest inmaths. This ledme to take

the decision to enroll in a scientific high school, the Liceo Scientifico “Isaac

Newton” in the centre of Rome. This school was part of a project called

PNI (literally national plan for computer technology, Piano Nazionale In-

formatica in Italian), a special program with mandatory classes of physics

for all the 5 years. Nevertheless, for a few years, I seriously considered the

idea of enrolling in history at university, to become an archaeologist. It was

only in the fourth year of high school that I decided to focusmy interest and

future career on another type of archaeology: astrophysics. The idea came

to my mind unexpectedly in 2009 while visiting an exhibition called “Astri

e Particelle” (Stars and Particles) at “Palazzo delle Esposizioni” in Rome.

Being fascinated by the possibility to study stars and distant astrophysical

processes, I attended a two weeks school in astrophysics at the IAPS (Insti-

tute for astrophysics and planetology in Rome). This helped me make the

final decision to enroll for the Bachelor in Physics and Astrophysics at the

University “La Sapienza” in Rome. Fascinated by cosmology and the recent

preliminary results from the Planck satellite, my Bachelor thesis focused

on relativistic Doppler effects on the cosmic microwave background, un-

der the supervision of Prof. Paolo de Bernardis. A natural step was then to

continue my study in this field, enrolling for the Master in Astronomy and

Astrophysics in the same university, where I chose a curriculum heavily

based on theoretical and observational cosmology. For my thesis, I worked

again in the research group led by Prof. Paolo de Bernardis on the opti-

mization of optical components for the polarimeter SWIPE on board of

the balloon-borne experiment LSPE. The work done in the G31 laboratory
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allowed me to learn more about instrumentation and experimental cos-

mology. During the thesis, I had the chance to work and be familiar with

cryostats, microwave antennas, and low-temperature detectors. My work

on the polarization properties of foammaterials for polarimeters windows

resulted in my first scientific publication. As much as I enjoyed the tech-

nical and experimental work, I decided that I wanted to focus more on the

astrophysical side, and thus to change completely topic for my scientific

career.

In October 2015 I started a position as a PhD candidate at Leiden Observa-

tory, working under the supervision of Dr. ElenaMaria Rossi on the search

for hypervelocity stars in the Gaia catalogue. This allowed me to familiar-

ize with big data, machine learning, spectroscopic observations, and astro-

metric data handling. In the four years spent in Leiden, I had the chance to

travel around the world, to present my results at international conferences

and visit collaborators in several institutes. I was lucky enough to travel

to China, France, Germany, Greece, Hungary, UK and USA, an experience

that I really enjoyed and greatly enriched my ability to efficiently commu-

nicate my scientific results to a broad audience. My works with Gaia data

(chapters 3 and 4 of this thesis) resulted in two press releases from the

European Space Agency, and had a large impact on magazines and online

scientific blogs. In Leiden I have been a teaching assistant for the bach-

elor courses “Introduction to General Relativity and Astrophysical Appli-

cations” and “Radiative Processes”. During the PhD I have also been offi-

cial co-supervisor for 8 Master students at Leiden Observatory and 2 high

school students in Amsterdam, an experience that has greatly improved

my ability of mentoring. In April 2019 I have been guest lecturer on Ma-

chine Learning in themaster course “Numerical Recipes for Astrophysics”.

In the first semester of 2017 I organized, together with Eleonora Zari, PhD

talks, specially meant for fellow candidates to share their scientific results

with their colleagues in a friendly environment. In summer 2018 I had the

privilege to volunteer to the “Discover Club” programme (UNAWE): an as-

tronomy outreach programme for children in the emergency refugee center

in Katwijk (The Netherlands).

On December 1st 2019 I will start a fellowship at the European Southern

Observatory Headquarters in Garching, Germany. There I will have the

chance to continue my scientific career focused on high velocity stars and

to expand my expertise working with some of the most important state-of-

the-art telescopes.
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