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Accurately describing surface temperature effects for the dissociation of H2 on Cu(111) remains
challenging. While Ab initio Molecular Dynamics (AIMD), the current state-of-the-art method for
modelling such systems, can produce accurate results, it is computationally very expensive to use
for extensive testing of, for example, density functionals. A chemically accurate static corrugation
model for H2 and D2 on Cu(111) dissociation was made by introducing effective three-body interac-
tions as well as an H2-bond dependence and fitting the model to density functional theory energies
for 15 113 different configurations. Reaction probabilities and rovibrational (in)elastic scattering
probabilities were computed and compared to experiments and other calculations. Theoretical and
experimental results are in good agreement, except for the reaction of (v = 0, J = 0) H2 where
both AIMD and the newly developed static corrugation model, both based on the same underlying
density functional, predict a similar deviation from the experiment. Published by AIP Publishing.
https://doi.org/10.1063/1.5058271

I. INTRODUCTION

Heterogeneously catalysed processes such as the Haber-
Bosch1 process and the hydrogen and oxygen evolution reac-
tions of water splitting2 are essential for modern day industry.
To gain insight into how these processes are catalysed effi-
ciently, for example, by metal interfaces, the reaction mecha-
nism is broken down into elementary reaction steps, which
are subsequently studied individually. Understanding these
elementary reaction steps can then, hopefully, lead to better
catalysis of chemical processes on surfaces. One such elemen-
tary reaction step is the dissociation of H2 and D2 on Cu(111),
which has been extensively studied both experimentally3–8 and
theoretically.9–16

For modeling such systems, the Born-Oppenheimer
approximation (BOA) is often used to separate the nuclear
and electron dynamics. A ground state electronic structure
theory such as density functional theory (DFT) is then used
to compute the energy at several nuclear configurations result-
ing in a potential energy surface (PES). For the dissociative
chemisorption probabilities of H2 and D2 on Cu(111), it is
known that the BOA performs well.17,18 One way to determine
the overall accuracy of the electronic structure is to calcu-
late the probability of H2 reacting on the Cu(111) surface
at specific translational and rovibrational energies and com-
pare the result with experiments. DFT can be used together
with the specific reaction parameter (SRP) method to com-
pute a chemically accurate PES for the H2 on the Cu(111)
system.11

In practice, chemical processes at surfaces are per-
formed at high surface temperatures, which complicates the

a)Electronic mail: m.somers@chem.leidenuniv.nl

fundamental understanding even further. To include the effect
of surface temperature on the dissociation of H2 and D2 on
Cu(111) however, the PES must somehow take surface dis-
placements into account. It is computationally convenient to
reduce the PES to a 6D PES14,15 and describe the effect of sur-
face displacements as a perturbation of the 6D PES. This was
done previously with the static corrugation model (SCM).13

Here it was assumed that H2 interacts with essentially a static
snapshot of a thermally equilibrated Cu(111) surface. This
was motivated for H2 and D2 on Cu(111) due to the large
mass mismatch allowing no significant energy exchange due
to collisions of the molecule with the surface. Furthermore,
the comparatively slow velocity of thermally equilibrated Cu
atoms results in no significant surface motion during the short
interaction time of H2 at the Cu(111) surface. In contrast, it
is also possible to compute the electronic structure on an “as
needed” basis using ab initio molecular dynamics (AIMD),9

circumventing the need to make any further approximations,
albeit at increased computational effort. The SCM was able
to reproduce experimental and AIMD molecular beam experi-
ments9 within chemical accuracy (1 kcal/mol), even though
the results of the fitting procedure used suggested that the
errors should be larger. Recently, it has also become possi-
ble to use high-dimensional neural network potentials19–21

(HD-NNPs) to describe the effect of surface displacements
in molecule surface reactions. While this seems a promising
alternative to both AIMD and the SCM, we are not aware of
any accurate HD-NNP for H2 on Cu(111), using the same
DFT functional as was used for AIMD,9 at the moment of
writing.

Our goal is now to improve the SCM for the H2 and D2

on the Cu(111) system to even more accurately reproduce the
results of AIMD and experimental data, while maintaining the
advantage in computational effort.
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II. METHODS
A. Ab Initio calculations for H2 at Cu(111)

For the H2 on the Cu(111) system, a chemically accurate
SRP functional10,11 has been created by taking a linear com-
bination of 0.52 Perdew-Burke-Ernzerhof and 0.48 revised
Perdew-Burke-Ernzerhof. To be able to compare the SCM to
previous AIMD results, the underlying PES should be repro-
duced as closely as possible. This was done by performing
ground state DFT calculations using the Vienna Ab initio Sim-
ulation Package (VASP).22–25 Calculations were performed
using the Ultra-Soft (US) pseudopotentials23,25 provided by
VASP, an 8 × 8 by 1 Γ-centered k-point grid, an energy cut-
off of 350 eV for the planewave basis set, a Fermi-smearing
with a temperature corresponding to 0.1 eV, and a convergence
criterion of 0.1 meV.

Figure 1 shows a schematic overview of the H2 on the
Cu(111) system. The Cu(111) slab has a FCC bulk structure
with a cut in the 〈111〉 direction and consists of four layers.
These layers are defined using the lattice vectors u and v with
u being in the same direction as x, while v has an angle of
π
3 with u. The different layers are shifted in u and v of one
third of both lattice vectors, and the interlayer distances are
optimised for a 1 × 1 unit cell. A 3 × 3 unit cell was used in
all calculations performed for computing coupling potentials.

B. Static corrugation model

The Static Corrugation Model (SCM)13 is used to describe
the effect of surface temperature due to surface atom displace-
ments on the potential energy surface (PES) of a surface(−→q )-
adsorbate(−→r ) system. This is realised by dividing the DFT

PES VDFT

(
−→q ,−→r

)
into three terms: VDFT

(
−→q

id
,−→r

)
associated

with an ideal surface, V strain associated with distorting a clean
surface, and V coup associated with the change in the interac-
tion of an adsorbate with the surface due to a surface atom
displacement, as given by

FIG. 1. Molecular coordinate system of H2 and lattice vectors for Cu(111)
are shown. The first layer Cu atoms are indicated in brown, while the H atoms
are indicated in gray. Indicated are the z, y, x(=u), and v unit vectors. H2
is described in both an atomic coordinate system, using the position of HA
and HB on the x, y, and z axis, and a molecular coordinate system using the
position X, Y, Z (U, V, Z) of the center of mass (COM) on the x, y, and z (u, v,
and z) axis, respectively, together with bond distance rH–H, polar angle θ, and
azimuthal angle φ.

VDFT (−→q ,−→r ) = VDFT (−→q
id

,−→r ) + Vcoup(−→r ,−→q
id
→
−→q )

+ Vstrain(−→q
id
→
−→q ), (1)

where −→q describes the cartesian positions of all surface atoms,
−→q

id
describes the ideal lattice positions in the same way, and

−→r describes the cartesian positions of all adsorbate atoms (in
this work only atoms A and B). The strain potential Vstrain

(−→q
id
→
−→q ) can be neglected for dynamics on a static surface

because it is a constant if the surface configuration does not
change during the dynamics. Using Eq. (1) and neglecting
V strain, the SCM thus approximates the full dimensional DFT
PES according to

VDFT (−→q ,−→r ) ≈ VSCM (−→r ,−→q
id
→
−→q )

= VDFT (−→q
id

,−→r ) + Vcoup(−→r ,−→q
id
→
−→q ). (2)

To be able to perform dynamics with the static corrugation
potential, a continuous representation needs to be found for

the ideal lattice VDFT (−→q
id

,−→r ) as well as the coupling potential

Vcoup(−→r ,−→q
id
→
−→q ). It should be noted that HD-NNP could

be a good alternative to obtain a continuous representation of

the coupling potential Vcoup(−→r ,−→q
id
→
−→q ). However, here we

will continue along the lines of earlier work to be able to make
a more thorough comparison. A representation of the SCM
potential can be found by interpolating the DFT energies for the
ideal surface using the Corrugation Reducing Procedure (CRP)
method14 and fitting the coupling potential with a functional
form according to

Vcoup

(
−→r ,−→q

id
→
−→q

)
=

−→r∑
i

−→q∑
j

(
VH–Cu(|−→r i −

−→q j |) − VH–Cu(|−→r i −
−→q

id
j |)

)
,

(3)

where −→r i is the cartesian position of adsorbate atom i, −→q j is
the cartesian position of surface atom j, and

VH–Cu(r) = VRyd = (1 − ρ(r))V (r) + ρ(r)V (P7), (4)

while

V (r) = −e−P4(r−P5) · *
,

3∑
k=0

Pk(r − P5)k+
-

(5)

and

ρ(r) =




0 if r < P6

1
2

cos

(
π(r − P7)
P7 − P6

)
+

1
2

if P6 ≤ r ≤ P7

1 if r > P7

, (6)

where Pi are the fitted parameters.
The SCM for H2 on Cu(111) from the previous work13

is extended by including an effective three-body interaction, a
corrected surface stretching procedure, and a fitting procedure
of the coupling potential including many more relevant surface
and molecule configurations. We have recalculated the reaction
probabilities for the model of Ref. 13 but using an improved
implementation of the force scaling due to thermal expansion
of the crystal via the stretching procedure.



234702-3 Spiering, Wijzenbroek, and Somers J. Chem. Phys. 149, 234702 (2018)

To include surface expansion due to surface temperature,
the CRP potential of the system is stretched by contracting
the H2 COM vectors along the lattice vectors, instead of the
Cartesian vectors of the atoms as was done previously. In this
way, there are no additional small but unwanted contributions
to the vibrational and rotational motion due to the stretching
procedure. Hence, the full SCM potential becomes

VSCM (−→r ,−→q ,−→q
id

) = VCRP(−→r
id (
−→r

)
,−→q

id
)

+

−→r∑
i

−→q∑
j

(
VH–Cu(|−→r i −

−→q j |)

− VH–Cu(|−→r
id
i

(
−→r

)
−
−→q

id
j |)

)
, (7)

where −→r
id (
−→r

)
scales the expanded surface H2 coordinates −→r

along the COM U and V coordinates to the ideal surface in such
a way that they correspond to the same relative coordinates.
The reaction probabilities using the original SCM model13 that
are reported here using the improved implementation show no
major differences compared to the previous results. The above
methodology can be used for any 6D PES and is not limited
to a CRP PES.

Here we define a H–Cu interaction that is dependent not
only on the distance between the Hi atom and Cuj atom (rij)
but also on the H–H bond distance (rH–H). This essentially
describes the different behaviour of the H–Cu interaction for
H as a part of an H2 molecule (small rH–H) and for H as an
atom (large rH–H). This was done by making all the parameters
Pi of the previous two-body SCM linearly dependent on rH–H

as given by

Pi =




Pi,armin
H–H + Pi,b if rH–H < rmin

H–H

Pi,arH–H + Pi,b if rmin
H–H ≤ rH–H ≤ rmax

H–H

Pi,armax
H–H + Pi,b if rH–H > rmax

H–H

, (8)

where rmin
H–H and rmax

H–H are the cut-off values of the linear depen-
dence set at the smallest and largest values of rH–H used in
the fitting procedure. The resulting Rydberg function is then
considered an H2-bond adapted Rydberg function.

C. Quasi-classical dynamics of H2 and D2 on Cu(111)

Using either the CRP (VCRP) or SCM PES (VSCM ), it is
possible to describe the dissociation of H2 or D2 on an ideal
or non-ideal (with displaced Cu atoms) Cu(111) surface. The
PES itself is not a directly measurable observable, so instead
we performed molecular beam simulations. These simulations
were performed using the Quasi-Classical (QC) dynamics11,15

method. Initial conditions are determined by using a Monte-
Carlo sampling scheme, where zero point energies for the H2

bond were taken into account only for the initial configurations.
Then the system is propagated classically and the resulting
trajectory is finally analyzed. We performed 20 000 trajectories
for each choice of incidence energy Ei, vibrational state v , and
rotational state J.

The initial conditions for the molecule are generated by
first calculating the rovibrational energy levels of the H2 or
D2 molecule for the used PES using the Fourier grid Hamilto-
nian method.26 To get the QC distribution for the H–H bond

distance rH–H of the H2 molecule, the gasphase H2 molecule
was propagated, and positions and momenta were recorded, for
one complete phase in its vibration using a constant time step.
The initial atomic positions and velocities were then chosen
using standard Monte-Carlo methods. The φ and θ angles are
chosen from a uniform random distribution in the range [0, 2π]
and [0, π], respectively. Angular velocities are chosen accord-
ing to the quantized angular momentum L2 = J(J + 1)~2 with
the angle θL between the angular momentum vector and the
surface normal chosen randomly but constrained by θL = π if
J = 0 and cos(θL) = mJ√

J(J+1)
if J ≥ 1. The Z component of the

COM velocity is set to correspond to a kinetic energy of Ei.
The initial COM position is then shifted 9 Å in Z away from the
surface (Z = 9 Å) while the COM position along the FCC(111)
surface is given by X = Ũ+ 1

2 Ṽ and Y = 1
2

√
3Ṽ where Ũ and Ṽ

are chosen from a uniform random distribution in the range [0,
a] with a being the lattice constant. This process was identical
to earlier work.9,11,13,15,16

The SCM uses the surface atom positions of both the
ideal lattice and the corrugated lattice. The ideal lattice is con-
structed in the same way as the DFT slab used for constructing
the CRP with the exception that no periodic boundary condi-
tions are used. Instead, for each trajectory, the initial COM
position is projected onto the surface plane and only cop-
per atoms that are from the first three layers and within a
radius of 12 Å around the projected COM are considered.
The corrugated lattice is constructed from this ideal lattice
in three steps. First, the surface expansion along the u and
v lattice vectors is introduced. The relative experimentally27

observed expansion is applied to the lattice constant from the
CRP potential. Second, the interlayer spacings are adjusted in
a similar fashion: the experimentally observed relative expan-
sion or contraction28 in the interlayer spacings is applied to
the interlayer spacings used in the DFT slab of the respec-
tive CRP potential. Finally, for each surface atom, a random
direction is chosen and the magnitude of the displacement
is randomly selected from an appropriate surface tempera-
ture dependent gaussian distribution based on Debye-Waller
factors.29

Once the initial conditions are defined, only the molecule
is propagated according to Hamilton’s equations of motion
with the following hamiltonian (in atomic units):

H =
p2

A(t)

2mA
+

p2
B(t)

2mB
+ V (R(t)), (9)

where pA(t) and pB(t) are the momenta of atoms A and B,
respectively, at time t and V (R(t)) is the potential energy at
the cartesian position R(t) of both atoms A and B. The prop-
agation is performed using the predictor-corrector method of
Bulirsch and Stoer.30 A trajectory is considered to be reactive
when the H atoms are separated by more than 2.25 Å before
the time cutoff of 20 ps and considered non-reactive other-
wise. When a trajectory is non-reactive, the molecule is either
trapped as a molecule on the surface or has scattered to the
same or a different rovibrational state which is called elastic
or inelastic scattering, respectively. No significant contribu-
tion of trapped molecules was found during this study and are
therefore not reported. The final rovibrational state is deter-
mined by binning first to the rotational state based on angular
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momentum and then to the closest vibrational state in energy
with the previously determined rotational state. The results
have been obtained for the H2 and D2 on the Cu(111) system
with both an ideal lattice, and a displaced and expanded lattice
at a finite surface temperature of Ts = 925 K.

III. RESULTS AND DISCUSSION
A. Coupling potential

To be able to verify and improve the fit of the coupling
potentials used in the previous work,13 we repeated the com-
putation of the coupling potentials, but this time with the same
DFT setup as was used for AIMD calculations.9 A compari-
son with these AIMD results and the SCM results can show the
importance of surface motion compared to surface displace-
ment. To improve the old SCM model, we also fitted the new
SCM model to the coupling potential for 15 113 configurations
instead of 153.

To test the previous assumption that the coupling poten-
tial can be approximated with only two-body interactions,
i.e., H–Cu interactions, we computed the coupling potential

at configurations −→q id →
−→q id +

−→
Q1 +

−→
Q2 where two displace-

ments
−→
Q1 and

−→
Q2 were made to isolate H–Cu–Cu effective

three-body interactions. To compute the H–H–Cu effective
three-body interactions, the configurations with the displace-

ments −→q id →
−→q id +

−→
Q and −→r → −→r

′
were used. This has

two advantages, namely, fitting these coupling potentials will
result in an effective three-body interaction but at the same
time it allows us to test how well the two-body approximation
performs.

Coupling potentials presented here are computed exactly
from DFT calculations according to

Vcoup(−→r ,−→q id →
−→q id +

−→
Q) = VDFT (−→r ,−→q id +

−→
Q)

−VDFT

(
−→r ,−→q id

)
− Vstrain

(
−→q id →

−→q id +
−→
Q

)
, (10)

where

Vstrain

(
−→q id →

−→q id +
−→
Q

)
= VDFT

(
−→r gas,

−→q id +
−→
Q

)
−VDFT

(
−→r gas,

−→q id

)
, (11)

with −→r gas indicating that the H2 molecule has been moved
6 Å away from the surface such that there is essentially no
interaction between H2 and the surface. Here the displace-
ment−→r → −→r

′
is understood as simply evaluating the coupling

potential at −→r
′

instead of −→r .
We first considered the H–Cu–Cu three-body coupling

potential. For these coupling potentials, the H2 was placed
at the barrier position of the bridge, top, or HCP site. Two
atoms were selected from the first two layers in the surface
considering all permutations and symmetries. These were then
either moved in all possible combinations of the directions
x(=u), y, v , and z, as well as both atoms moving towards and
away from the H2 COM. The displacements have a magnitude
from −0.3 Å until 0.3 Å with a step of 0.1 Å. There are too
many permutations to discuss all of them, but a representative
selection is discussed next.

Figure 2 shows the coupling potentials of the surface dis-
placements of the two surface atoms closest to the H2 COM
perpendicular to the surface and H2 at the lowest barrier for

this system (bridge site barrier). The displacements
−→
Q1 and

−→
Q2 are in this case symmetric due to the mirror plane along
the H bond, meaning that the values for the displacements can
be swapped without changing the coupling potential. What is
interesting to note here is that the lowest coupling potential is

FIG. 2. (a) shows V coup for displace-

ments along
−→
Q1 and

−→
Q2 where black,

red, and blue show no, a positive,

and a negative displacement along
−→
Q1,

respectively. The displacements
−→
Q1 and

−→
Q2 are defined in (c) and (d) by show-
ing a top and front view of the system,
respectively, where Cu atoms are indi-
cated using circles and H2 by the gray
bar. (b) shows the non-additivity [see
Eq. (13)] of the coupling potentials pre-
sented in (a). Q1 and Q2 in (a) and (b)

refer to the magnitudes |
−→
Q1 | and |

−→
Q2 |,

respectively, while Q1 and Q2 in (c) and

(d) are the vectors
−→
Q1 and

−→
Q2.
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not at the ideal lattice positions (with the displacements at 0 Å)
but with the surface atoms slightly moved out of the surface,
indicating a puckering31 effect. This puckering effect cannot
be taken into account using the SCM (where static surface
configurations are Monte-Carlo sampled randomly); however,
it is not expected to have a large influence on dynamics due to
the large mass difference between H2 and D2 with Cu as well
as the high velocities and consequent short interaction time
of H2.

The configuration with the most favorable coupling poten-
tial in Fig. 2, at −10.5 meV, is when both atoms are displaced

by +0.1 Å along
−→
Q1 and

−→
Q2. When only one atom is dis-

placed, while the other is at its ideal lattice position, the
coupling potential is 7.5 meV. From a perspective where we
only consider additive interactions [see Eq. (7)], this cannot
be explained as both surface atoms should then interact inde-
pendently. This means that a three (or more)-body interaction
is present, or in other words there is non-additivity of the
coupling potential due to the surface displacements of two
or more Cu atoms. The non-additivity of the coupling poten-
tial [see Eq. (10)] is defined as the difference between the

coupling potential of displacements
−→
Q1 and

−→
Q2 with the sum

of the coupling potentials of only
−→
Q1 and only

−→
Q2, as given

by

Vnonadd(−→r ,−→q
id
→
−→q

id
+
−→
Q1 +

−→
Q2)

= Vcoup(−→r ,−→q
id
→
−→q

id
+
−→
Q1 +

−→
Q2)

−Vcoup(−→r ,−→q
id
→
−→q

id
+
−→
Q1)

−Vcoup(−→r ,−→q
id
→
−→q

id
+
−→
Q2). (12)

While this non-additivity can never be modeled with an addi-
tive interaction, there are good arguments to believe that they
are not very important. First of all, the additive interaction
can be fitted including the configurations with non-additivity,
resulting in an effective non-additive interaction that takes
into account the average non-additivity. The distribution of
the non-additivity was found to have a mean of −0.5 meV and
a standard deviation (SD) of 6.3 meV which means that on
average the correct coupling potential should be reproduced
only introducing a slightly bigger spread in the modeled cou-
pling potentials. Furthermore, the configurations where there
is a lot of non-additivity are when there are two specific sur-
face atoms that both have a large displacement. While it is
certainly true that a single displacement of such a magnitude
is not extremely unlikely, having two such large displacements
is even less common and therefore decreases the probability
of sampling this error. Finally, in a realistic configuration of
a non-ideal surface, all surface atoms are displaced, and com-
bining this with the fact that the non-additivity introduces an
error that is on average zero, there is an even smaller mean
error under these realistic conditions. Even without these argu-
ments, under these circumstances, the absolute mean error of
this non-additivity is well within the accuracy one can expect
for the underlying DFT.

In Fig. 3, a summary is presented of the coupling poten-
tials and their respective non-additivity. The green lines are
added as a reference to show the approximate accuracy of the

FIG. 3. The non-additivity of V coup is correlated with the value of V coup for
configurations with two surface atom displacements (H–Cu–Cu three-body
interactions) and H2 at the bridge (green), HCP (blue), and top (orange) site.
The potential at which the nonadditivity exceeds chemical accuracy is shown
as a reference in dark green [these 43 meV lines correspond to more than 6
times the SD we found in the DFT data (6.3 meV)].

underlying DFT method used. The behavior of the H–Cu–Cu
non-additivity is essentially independent of the chosen site
(bridge, HCP, and top) for H2. Almost all coupling potentials
of the H–Cu–Cu type have a non-additivity smaller than the
accuracy of the DFT method, which means that any subse-
quent improvement of the fitting quality is not guaranteed to
yield a more realistic coupling potential.

The H–H–Cu coupling potentials describe how the cou-
pling potential changes when the H2 bond distance changed

(−→r → −→r
′
) whilst also displacing a single Cu atom (

−→
Q) at

the same time. These coupling potentials were selected in a
similar fashion as the H–Cu–Cu coupling potentials. Instead
of selecting two surface atoms, only one was selected and the
same displacements were used for the single atom in combi-
nations with increasing and decreasing the H2 bond distance
from −0.3 Å until 0.3 Å with respect to the barrier position in
steps of 0.1 Å. Other degrees of freedom of H2 were sampled
in the same way. Consequently, the H–H–Cu non-additivity is
given by

Vnonadd

(
−→r → −→r

′
,−→q

id
→
−→q

id
+
−→
Q

)
= Vcoup

(
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,−→q
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→
−→q
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+
−→
Q

)
−Vcoup

(
−→r ,−→q

id
→
−→q

id
+
−→
Q

)
−Vcoup

(
−→r
′
,−→q

id
→
−→q

id
)
, (13)

where Vcoup

(
−→r
′
,−→q

id
→
−→q

id
)
= 0 due to the lack of sur-

face displacements. The H–H distance rH–H ranges from
H2 having dissociated at very large bond distances to the
bond distance being so short that almost all available energy
in the system has gone into this compression. Unlike the
H–Cu–Cu interactions, the H–H–Cu interactions cannot be
reproduced within chemical accuracy using a two-body H–Cu
interaction. Figure 4 shows the non-additivity of the H–H–Cu
coupling potentials, and there is a much broader distribution
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FIG. 4. The same as in Fig. 3 but for configurations with one surface atom
displacement combined with the H–H bond not at the equilibrium distance
(H–H–Cu three-body interactions).

with a mean of −5.0 meV and a SD of 74.6 meV, with some
non-additivities being more than ten times chemical accu-
racy. Generally, we find that the non-additivity and coupling
potential are linearly dependent on the H2-bond distance.
Such linear dependence has been seen before for the vibra-
tional coupling of diatomics interacting with atoms and other
diatomics.32,33 In contrast to the H–Cu–Cu non-additivity,
there is a slight difference of the H–H–Cu non-addivity for
H2 at different sites. There is a larger spread of the non-
additivity for H2 at the bridge site, while for some config-
urations at the top site, there is a very large non-additivity,
eventhough there is a small coupling potential. Due to the large
non-additivity for H–H–Cu interactions, we conclude that it
is necessary to make use of the H2-bond adapted Rydberg
function.

B. Parameters for the static corrugation model

The coupling potential discussed above was fitted using
the H2-bond adapted Rydberg function using the fitting pro-
cedure described above.

All fits take the H–Cu–Cu interactions into account only
effectively, while the H–H–Cu interactions are taken into
account through the rH–H dependence of the parameters P [see
Eq. (8)]. The fitting procedure was repeated with four different
sets of constraints. First, the most relaxed case where H–H–Cu
three-body interactions are taken into account and two differ-
ent sets of parameters were assigned, one for the first and the
other for the second surface layer copper atoms involved in
the H–Cu interaction (3-Body 2-Layer). Then there is the case
where a single set of parameters is used for both layers (3-Body
1-Layer) and the case where all non-additive interactions are
taken into account only effectively (2-Body 2-Layer). Finally,
the fit was also performed constraining both the parameters to
a single set and taking non-additive interactions into account
only effectively (2-Body 1-Layer). This is thus essentially a
refit of the old SCM13 using the new and vastly extended set
of DFT dataset and consequent coupling potential. The best fit
is for the 3-Body 2-Layer case with a close second place for the
3-Body 1-Layer case. The other two cases have a very similar
root-mean-square error (RMSE) as reported in the literature

TABLE I. An overview of the different fitting constraints and the correspond-
ing names.

3-Body Different RMSE
Fit interactions parameter sets (meV)

3-Body 2-Layer Yes Yes 29.4
2-Body 2-Layer No Yes 62.4
3-Body 1-Layer Yes No 42.7
2-Body 1-Layer No No 66.6

for other methods such as the ReaxFF.34 In the case of the
H2-bond adapted Rydberg function, the plots are for several
different H2-bond distances as shown in Table III. An overview
of the RMSE is presented in Table I, and the parameters for
all 1-Layer cases are given in Table II.

Comparing the VH–Cu interaction from the previous
work13 with the 2-Body 1-Layer fit to the new DFT dataset
in Fig. 5, the interaction is weaker than before but qualita-
tively very similar. The position of the maximum is shifted to
about half a Bohr shorter H–Cu distance, while the position of
the well is still the same. When instead the fit is performed with
different parameters for different layers, the first layer interac-
tion is shifted to a lower energy but the barrier and equilibrium
position are still very similar in position and height. The sec-
ond layer interaction, on the other hand, becomes much more
repulsive at a low distance and slightly more attractive at high
distances. It should be noted here that the repulsive wall is not
a regime that is sampled as it is not possible for an H atom to
get this close to a second layer atom. The three-body interac-
tion is represented in Fig. 5 by showing the energy dependence
of the H–Cu distance at several fixed values of the H–H dis-
tance as discussed in Table III (green curves). The general
shape of the interaction is the same at every H–H distance, but
at high H–H distances, the barrier is much higher while the
well is much lower in energy. There is also a slight broadening
effect such that the well is shifted to smaller H–Cu distances
and the barrier to larger H–Cu distances. At very small H–H
distances, the VH–Cu interaction becomes almost completely
repulsive. Surprisingly, the bridge site, which has the lowest
H–H distance and therefore the most repulsive H–Cu interac-
tion, actually has the lowest barrier for reaction. These two
statements are not contradictory because the H–Cu interaction

TABLE II. Fitted SCM parameters where units of length are in Bohr and
units of energy are in Hartree. Columns a and b for the 3-Body interactions
refer to Pi ,a and Pi ,b from Eq. (8), respectively.

3-Body

Reference 13 2-Body b a

P0 �0.0303 �0.0339 �0.0704 0.0166
P1 0.1035 0.1024 0.0235 0.0287
P2 �0.0692 �0.0802 �0.0633 �0.0072
P3 . . . 0.0111 0.0272 �0.0064
P4 1.2744 1.2929 1.2910 �0.0031
P5 2.3005 2.3023 2.2897 0.0236
P6 7.4442 7.4400 7.4402 0.0008
P7 7.4636 10.4600 10.4601 0.0000
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FIG. 5. The VH–Cu interaction is shown as a function of the H–Cu distance
rH–Cu for the SCM from Ref. 13 (black), the 2-Body 1-Layer fit (red), and the
3-Body 1-Layer fit (green). The three-body interaction is represented by show-
ing the potential dependence on the H–Cu distance at specific H–H distances
according to Table III.

only includes the influence of the H–H distance on V coup and
not the H–H interaction itself, which is included in the CRP
potential (VCRP). The described features suggest that the fitted
potential is at least qualitatively in agreement with the prop-
erties of the PES and the RMSE suggests that there is also a
quantitative agreement.

While the RMSE of the 3-Body 2-Layer fit suggests it
is the best fit, the shape of the VH–Cu interaction potential
tells a different story. The problem in this case is the fit
coverage: there are almost no first layer interactions in the
8 to 10 Bohr region so there is no constraint on the fitting
procedure to keep the VH–Cu interaction at a sensible value.
Dynamical calculations using the underfitted 3-Body 2-Layer
VH–Cu yielded non-sensible results and are not presented in this
work.

In the rest of this work, we only consider a single set
of parameters used for both the first and second layer H–Cu
interaction instead. Using that fitting procedure to fit the new
set of coupling potentials, we have successfully fitted an H2-
bond adapted Rydberg function. The resulting RMSE of the
3-Body 1-Layer fit is significantly improved compared to the
RMSE of the SCM from previous work when applied to the
new DFT dataset and is within the same accuracy as the DFT
data used for the fitting.

C. Dynamics on different potential energy surfaces

To properly compare the newly developed SCM with
the previous SCM,13 which uses two comparable but slightly
different DFT functionals, we first compared the results
using the 6D CRP Born-Oppenheimer Static Surface (BOSS)
interpolations for the two used functionals. The previous
SCM used the SRP functional by Dı́az et al.15 for which

TABLE III. An overview of the different H–H distances used in this section.

Name H–H distance (Å)

Bridge 1.025
HCP 1.547
Top 1.402
Lowest (rmin) 0.725
Highest (rmax) 1.847

we refer to the CRP interpolation with SRP-BOSS (in red),
and the newly developed SCM uses the SRP48 functional
by Nattino et al.35 for which a CRP interpolation SRP48-
BOSS (in black) was made by Mondal et al.16 Using these
two different PESs, dynamical scattering simulations were per-
formed for D2 on Cu(111). While reaction probabilities have
been reported before, the rovibrationally (in)elastic scatter-
ing probabilities have not. Only the initial rovibrational states
(v = 0, J = 0), (v = 0, J = 11), and (v = 1, J = 6) are dis-
cussed here specifically, and a general overview is given for
the other states computed (for which the results are available
digitally).

The general trend for QC reaction probabilities of D2 on
Cu(111) is that at low incidence energies, there is no reaction
and as the incidence energy increases the reaction probability
increases until it reaches a maximum value called the satura-
tion value. As described previously,9 the general curve of the
reaction probability can be described with a modified logistics
function. When there is no reaction, there can either be elastic
scattering or inelastic scattering. At low incidence energies, the
elastic scattering dominates as there is not yet enough energy
or coupling available to cause a rovibrational excitation, while
at high energies, the inelastic scattering dominates as there is
more coupling due to the corrugation and anisotropies close to
the surface. It is also possible for the H2 molecule to change
its momentum along the surface lattice vectors when scatter-
ing, which is called diffraction. The effect of diffraction was
not considered in the sense that the reported observables are
summed over the final diffraction states.

The differences between the reaction and (in)elastic scat-
tering probabilities predicted by the two PESs (see the black
and red curves in Fig. 6) are dependent on the rovibrational
state. For the (v = 0, J = 0) state, the reaction and (in)elastic
scattering probabilities are different below 0.9 eV, while for

FIG. 6. The state-specific reaction (solid curves), elastic scattering (long
dashed curves), and inelastic scattering (short dashed curves) probabilities are
shown as a function of the incidence energy for SRP48-BOSS (black), SRP48-
SCM3B (blue), SRP-BOSS (red), and SRP-SCM (green). (a)–(c) show the
(v = 0, J = 0), (v = 0, J = 11), and (v = 1, J = 6) rovibrational state-specific
reaction and (in)elastic scattering probabilities, respectively.
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the (v = 0, J = 0) state, the reaction and (in)elastic scattering
probabilities are different above 0.5 eV, and for the (v = 1,
J = 6) state, the reaction probabilities are the same for all
energies whereas the (in)elastic scattering probabilities deviate
below 0.5 eV.

The reaction and rovibrationally (in)elastic scattering
probabilities for the (v = 0, J = 0) initial state are shown in
Fig. 6(a) and we will now discuss (v − 0, J = 0) in detail
first. For incidence energies above 0.9 eV, the probabilities are
almost the same for the two PESs. The probabilities for elas-
tic scattering are the same above 0.7 eV, while the reaction
probability is lower in the case of the SRP-BOSS PES and the
inelastic scattering probabilities are higher. This means that in
the region of 0.7 eV–0.9 eV, there is a different preference to
either react or scatter for the SRP48-BOSS PES compared to
the SRP-BOSS PES. In the case of the SRP48-BOSS PES, the
preference is more towards the reaction, while in the case of the
SRP-BOSS PES, the incidence energy is converted into some
rovibrational excitations and the preference is towards rovibra-
tionally inelastic scattering. At even lower incidence energies,
the rovibrationally inelastic scattering probability for the SRP-
BOSS PES is lower only for the lowest incidence energy, and
for all other incidence energies, it is higher than the rovibra-
tionally inelastic scattering probability of the SRP48-BOSS
PES.

For the rotationally excited state (v = 0, J = 11), as shown
in Fig. 6(b), there is almost no difference between the two
PESs except for a small broadening of the reaction probability
in the case of the SRP-BOSS PES compared to the SRP48-
BOSS PES. The lower reaction probability is mostly com-
pensated by a higher inelastic scattering for the SRP-BOSS
PES.

On the other hand, the two PESs yield very similar reac-
tion probabilities for the vibrationally excited state (v = 1,
J = 6), while the SRP-BOSS PES inelastic and elastic scattering
probability curves cross earlier compared to the SRP48-BOSS
PES as shown in Fig. 6(c). The general trend of all computed
rovibrational states is that as more vibrational energy is added,
the reaction probabilities become almost identical between
the SRP48-BOSS and SRP-BOSS PES while adding more
rotational energy causes the elastic and inelastic scattering
probabilities to be more comparable.

Here we argue that these two effects are distinct features
of the PESs based on a normal mode analysis performed along
the minimum energy path (MEP) for both PESs as given in the
Appendix. The difference between the widths of the reaction
probabilities for the SRP and SRP48 are mostly determined
by how much vibrational energy (in r) is added initially in
H2. If vibrational energy is added, the details of the intrin-
sic curvature (or how the forces along Z and r change) of the
PES along the MEP towards the barrier become less impor-
tant because there is more energy available. The (extrinsic)
curvature describing the geometric shape of the reaction path
is essentially identical for the two PESs. We note that both
functionals yield very similar barrier heights and locations for
this system as well as near identical MEPs. Therefore, we
argue that it is the intrinsic curvature, constrained in r and
Z, that determines the different reaction probability widths
for the SRP-BOSS and SRP48-BOSS. Previously, it has been

reported36 that the energetic corrugation can also have an
influence on the reaction probability width, but that would
not directly explain the strong dependence on the initial vibra-
tional state. If instead rotational energy is added, the intrinsic
curvature, in r and Z, of the PES towards the barrier is still
important. A similar argument can be made for the energy at
which the rovibrationally elastic and inelastic scattering prob-
ability curves cross, where it is mostly the anisotropy in θ
and φ that determines if the rovibrational state changes. If the
molecule is rotating relatively fast, it feels an “average” of the
potential in θ and therefore the exact shape of PES becomes
less important.

Both PESs were designed to reproduce molecular beam
experiments, where the effective barrier height is the most
important property of the PES, but if there is not enough energy
available to sample the effective barrier, the shape of the PES
towards the barrier is also important.

D. Comparison of different static corrugation models

In this section, a comparison is made between the new
SCM based on the PES from Mondal et al.16 (SRP48-
SCM3B) and a SCM from the previous work13 based on
the PES from Diaz et al.15 (SRP-SCM). Both SCMs were
computed for a surface temperature of 925 K including both
surface displacements and surface expansion as described
previously.

Figure 6(a) shows the effect of using the SCM compared
to the BOSS model for the rovibrational ground state (v = 0, J
= 0). For the SRP-SCM PES, there is a large broadening8,13,37

of the reaction probability at both low and high reaction prob-
abilities, while the SRP48-SCM3B PES only shows increased
reaction probabilities at low incidence energies. The reaction
probability of the SRP48-SCM3B PES starts to increase earlier
compared to SRP-SCM, but after 0.8 eV of incidence energy,
the slope is essentially the same as for the SRP-SCM PES.
The rovibrationally elastic and inelastic scattering probabil-
ity curves for the SCM PESs are smoother and do not show
sudden changes of the slope as is shown, e.g., in the SRP48-
BOSS results (black) at 0.4 eV. In the case of SRP-SCM, the
rovibrationally inelastic scattering is significantly larger for all
incidence energies.

Figure 6(b) shows the result for the rotationally excited
(v = 0, J = 11) state. Here the crossing point of the elastic and
inelastic rovibrationally scattering is the same for SRP-BOSS,
SRP48-BOSS, and SRP48-SCM3B while SRP-SCM is differ-
ent. For the (v = 1, J = 6) state in Fig. 6(c), we observe the
same difference between the SRP-SCM and the others. While
the SRP48-BOSS, SRP48-SCM3B, and SRP-BOSS PESs are
all similar at high incidence energies, when sampling the cor-
rugation close to the Cu(111) surface, the SRP-SCM PES is
still different between an incidence energy of 0.4 and 0.9 eV.
Furthermore, the rovibrationally inelastic scattering proba-
bility is orders of magnitude higher for very low incidence
energies.

The general effect of adding the SCM to both the previ-
ously discussed PESs seems to be a broadening in the reac-
tion probability, as well as a larger fraction of rovibrationally
inelastic scattering at low energies compared to the BOSS
model. The biggest difference between the SRP-SCM and new
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SRP48-SCM3B is that the new SRP48-SCM3B follows the
same trend as the BOSS models if the initial rovibrational
state is changed, while the SRP-SCM does not. The broaden-
ing effect of the SRP-SCM is in general bigger than that of the
SRP48-SCM3B.

The differences between the SRP-SCM and SRP48-
SCM3B PESs of the broadening behaviour are hard to attribute
to differences in DFT methods used because the SRP-BOSS
PES has the same behaviour as both SRP48 PESs with respect
to this behaviour. There are three possible explanations for
the difference between the SCMs. First of all, the SRP48-
SCM3B is fitted to almost 100 times more DFT configura-
tions and also includes displacements of two surface atoms.
Second, the coupling potential used in the SRP-SCM had a
short cutoff in the H–Cu distance that prevented almost all
contributions due to second layer displacements. It is known
from the work of Bonfanti et al.38 that the second layer dis-
placements are very important for the barrier heights. Finally,
there are H–H–Cu three-body terms included in the SRP48-
SCM3B which are, as argued before, not negligible and are
not included in the purely additive and pair-potential based
SRP-SCM.

E. Comparing with AIMD and experimental results

When comparing the computed reaction probabilities
from the BOSS model and SCM with the results from AIMD9

in Figs. 7(a)–7(c), there is a very good agreement across all
incidence energies. This was to be expected as the SCM accu-
rately reproduces the DFT used directly by AIMD. Differences
are attributed to statistical errors due to the small amount of
trajectories in AIMD, the periodicity of the surface displace-
ments in AIMD, the relatively large time step in AIMD, the
lack of energy exchange with the lattice, and deviation of the
SCM from DFT (42.7 meV RMSE). The reaction probability

FIG. 7. State-specific reaction probabilities are shown as a function of inci-
dence energy at normal incidence for SRP48-BOSS (black), SRP48-SCM3B
(red), and AIMD with SRP48 from Ref. 9 (purple) while a fit to the time-
of-flight data of experimental results taken from Ref. 9 are shown in cyan.
(a)–(c) show the (v = 0, J = 0), (v = 0, J = 11), and (v = 1, J = 6) rovibrational
state-specific reaction probabilities, respectively.

curves can be considered to be equivalent, which is extremely
useful because it allows to select the correct DFT functional
by comparing to experiments at elevated surface temperature
using the SCM method. This is orders of magnitude com-
putationally cheaper than AIMD. Figure 8 in Ref. 9 shows
that essentially no desorbed molecules with a COM kinetic
energy higher than 0.7 eV are measured during the experiment.
Therefore, we focus our comparison with the experiment up
until an incidence energy of 0.7 eV. With that in mind, the
rotational and vibrational excited states, shown in Figs. 7(b)
and 7(c), respectively, are reproduced very well by the the-
ory, and on the other hand, the rovibrational ground state, in
Fig. 7(a), is not. This can be understood due to the (v = 0,
J = 0) state being much more sensitive to the shape of the
PES around and towards the barrier rather than only the
dynamical barrier height as discussed before. Similar to our
argument on the accuracy of the SCM fit, we argue here that
further improvements in the dynamical model will only lead
to a better accuracy when a more accurate DFT functional is
found.

F. Initial rovibrational state dependence
of the reaction probability

The computed reaction probabilities have been fitted using
a generalized logistics function (GLF)9 for all available rovi-
brational states. There are two important parameters from this
fit, the inflection point (E0) and the width of the curve. The
inflection point is where the growth of the reaction probability
first starts to decrease, which would be the energy at which
the reaction probability is half of its maximum, if the reaction
probability would be symmetrical with respect to the inflection
point. There is however a small deviation from this symmetry.
Note that there are several different definitions of E0 in the liter-
ature, depending on the chosen fitting function, and that should
be considered when comparing E0 values from this work. The
width is a measure of how broad the reaction probability curve
is and it is known to increase when taking into account surface
temperature effects.9,13 We were not able to compute the uncer-
tainties in the fitted E0 and width parameters. Comparison with
AIMD and experimental results remains difficult. For AIMD,
the limited number of data points in incidence energy, due to
the high computational effort, limits the fitting quality of the
GLF. On the other hand, the GLF fits to experiments are based
on time-of-flight (ToF) measurements of desorption experi-
ments that are subsequently converted to reaction probabilities
making use of detailed balance. Here the absolute saturation
values are obtained from other molecular beam experiments.
The consequences of fitting experimental results in such a way
and comparing with theory have recently been discussed.39

Figures 8(a) and 8(b) show the fitted E0 parameters for
v = 0 and v = 1 at increasing J. For all rovibrational states,
the SRP-BOSS and SRP48-BOSS are in very close agree-
ment, even though there is a small difference between the two
PESs as discussed above. While the SRP-SCM predicts the
same E0 as the two BOSS models for J larger than 6, both for
v = 0 and v = 1, and a higher E0 at lower J, the SRP48-SCM3B
predicts lower E0 values except for v = 1 and J = 0 or J = 1. For
v = 0, the experimental and AIMD results are in reasonable
agreement, while for v = 1, there is a discrepancy between



234702-10 Spiering, Wijzenbroek, and Somers J. Chem. Phys. 149, 234702 (2018)

FIG. 8. (a) and (b) show the fitted inflection point E0 as a function of the
rotational state J for vibrational state v = 0 and v = 1, respectively. (c) and
(d) show the fitted width as a function of the rotational state J for vibrational
state v = 0 and v = 1, respectively. The black and blue curves are obtained by
fitting state-specific reaction probabilities from this work for SRP48-BOSS
and SRP48-SCM3B, respectively. Red and green curves are likewise obtained
by refitting the data from Ref. 13 using the GLF. The cyan triangles and purple
circles are obtained from Ref. 9 where the experimental (cyan triangles) results
are obtained by fitting state-specific time-of-flight data, and the AIMD (purple
circles) results are obtained by fitting state-specific reaction probabilities.

experimental and all theoretical results for J smaller than 3.
It is not clear whether this discrepancy is due to a failure of
the theoretical models or because of the way the experimental
results have been fitted. On the other hand, the width parame-
ters in Figs. 8(c) and 8(d) show a large dependence on which
SCM was used. The width parameters for both SRP-BOSS and
SRP48-BOSS are between 0.1 and 0.18 eV and very similar.
Including the SCM then increases the width, by approximately
0.05 eV in the case of SRP48 and 0.1 eV in the case of SRP.
The AIMD results are in agreement with the increased width
of the SRP48-SCM3B, while the SRP-SCM predicts a larger
increase in the width. While there is a good agreement between
the experimental results and the SRP-SCM for v = 0, it is very
unlikely that this is due to the quality of the fit, considering the
fact that AIMD is not able to reproduce the large widths found
in the experiment. Overall, the new SRP48-SCM3B accurately
reproduces AIMD results based on the fitted E0 and width
parameters.

IV. CONCLUSIONS

A new coupling potential has been fitted for H2 on Cu(111)
within the SCM framework based on the SRP48 density func-
tional using the same setup as AIMD calculations.9 A large
database of coupling potentials has been constructed for H2

on Cu(111) at several high symmetry sites for a large amount
of surface displacements. Included are configurations with
two surface displacements, capturing the H–Cu–Cu three-
body interactions which were found to have a negligible
non-additivity. In contrast, configurations corresponding to
one surface displacements and variable H2 bond distance,

describing the H–H–Cu three-body interactions, show a large
non-additivity and can therefore not be described accurately
using the two-body SCM. The functional form of the coupling
potential has thus been extended to have a H2 bond distance
dependence of the Rydberg parameters, including H–H–Cu
three-body interactions explicitly. Simulations of state-specific
desorption experiments using the BOSS model show that the
SRP and SRP48 PES are essentially identical, except for the
reaction and scattering of rovibrational ground-state H2 even
though both functionals were constructed to reproduce the
same molecular beam experiments. The differences between
the PESs could not be accounted for by the barrier heights,
extrinsic curvature of the MEP, or zero point vibrational energy
but are instead attributed to the intrinsic curvature of the PES
along the MEP. Using the newly developed SCM based on the
SRP48, we successfully reproduced AIMD and experimental
results and conclude that the SCM can be a good substitute for
AIMD in the case of H2 on Cu(111). For heavier molecules
on metal surfaces, where surface motion can be important and
the SCM may not be suitable (due to the increased amount
of expected energy exchange with the surface), we suggest
to include a strain potential to describe the PES of a clean
surface using, e.g., embedded atom potentials.40–43 Combin-
ing this strain potential with the coupling potential yields a
full dimensional PES that allows energy exchange with the
surface.
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APPENDIX: COMPARISON OF MINIMUM ENERGY
PATHS OF H2 ON CU(111) FOR SRP AND SRP48

In Fig. 9(a), the minimum energy paths of both the SRP48
and SRP functionals are shown to be essentially identical. In
contrast, the forces along Z and r are slightly different in

FIG. 9. (a) shows the MEP until the barrier on the bridge site for the SRP48
and SRP PES in purple and green, respectively. (b) shows the forces in Z (solid
curves) and r (dashed curves) along the same MEP for SRP48 (purple) and
SRP (green). S = 0 bohr corresponds to the barrier position.
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Fig. 9(b). The difference in the force along Z between SRP
and SRP48 for large S (far away from the transition state) is
not important for the dynamics because there is only a small
force along r and thus very little coupling between the two. On
the other hand, the small differences at low S (below 1.5 Å)
show that there indeed is a difference in intrinsic curvature
around the minimum energy path even though the minimum
energy paths are essentially identical.
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