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On the equation x1 + x2 = 1 in finitely generated
groups in positive characteristic

Peter Koymans, Carlo Pagano

1 Introduction

Let G be a subgroup of C∗ ×C∗ with coordinatewise multiplication. Assume that
the rank dimQ G ⊗Z Q = r is finite. Beukers and Schlickewei [1] proved that the
equation

x1 + x2 = 1

in (x1, x2) ∈ G has at most 28r+8 solutions. A key feature of their upper bound is
that it depends only on r.

In this paper we will analyze the characteristic p case. To be more precise, let
p > 0 be a prime number and let K be a field of characteristic p. Let G be a
subgroup of K∗ × K∗ with dimQ G ⊗Z Q = r finite. Then Voloch proved in [5]
that an equation

ax1 + bx2 = 1 in (x1, x2) ∈ G

for given a, b ∈ K∗ has at most pr(pr+p−2)/(p−1) solutions (x1, x2) ∈ G, unless
(a, b)n ∈ G for some n ≥ 1.

Voloch also conjectured that this upper bound can be replaced by one depend-
ing only on r. Our main theorem answers this conjecture positively.

Theorem 1.1. Let K, G, r, a and b be as above. Suppose that there is no positive
integer n with gcd(n, p) = 1 such that (a, b)n ∈ G. Then the equation

ax1 + bx2 = 1 in (x1, x2) ∈ G (1)

has at most 31 · 19r+1 solutions.

Our main theorem will be a consequence of the following theorem.

Theorem 1.2. Let K be a field of characteristic p > 0 and let G be a finitely
generated subgroup of K∗ ×K∗ of rank r. Then the equation

x1 + x2 = 1 in (x1, x2) ∈ G (2)

has at most 31 · 19r solutions (x1, x2) satisfying (x1, x2) �∈ Gp.

Clearly, the last condition is necessary to guarantee finiteness. Indeed if we have

any solution to x1 + x2 = 1, then we get infinitely many solutions xpk

1 + xpk

2 = 1
for k ∈ Z≥0 due to the Frobenius operator.

The set-up of the paper is as follows. We start by introducing the basic theory
about valuations that is needed for our proofs. Then we derive Theorem 1.2 by

1
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3 Proof of Theorem 1.1.2

This section is devoted to the proof of Theorem 1.2. We will follow the proof in
[2], see Section 6.4, with some crucial modifications to take care of the presence of
the Frobenius map. The general strategy of the proof in characteristic 0, and how
we adapt it to characteristic p, will be explained after Lemma 3.9. Let us start
with a simple lemma.

Lemma 3.1. The equation

x1 + x2 = 1 in (x1, x2) ∈ G (3)

has at most pr solutions (x1, x2) satisfying x1 �∈ Kp and x2 �∈ Kp.

Proof. Let x = (x1, x2) and y = (y1, y2) be two solutions of (3). We claim that
x ≡ y mod Gp implies x = y. Indeed, if x ≡ y mod Gp, we can write y1 = x1γ

p

and y2 = x2δ
p with (γ, δ) ∈ G. In matrix form this means that

(
1 1
γp δp

)(
x1

x2

)
=

(
1
1

)
.

For convenience we define

A :=

(
1 1
γp δp

)
.

If A is invertible, we find that x1, x2 ∈ Kp contrary to our assumptions. So A is
not invertible, which implies that γ = δ = 1. This proves the claim.

The claim implies that the number of solutions is at most |G/Gp|. Let Fq be
the algebraic closure of Fp in K. It is a finite extension of Fp, since K is finitely
generated over Fp. It follows that G

tors ⊆ F∗
q × F∗

q. Hence |Gtors| | (q − 1)2, which
is co-prime to p. We conclude that |G/Gp| = pr as desired.

Lemma 3.1 gives the following corollary.

Corollary 3.2. The equation

x1 + x2 = 1 in (x1, x2) ∈ G (4)

has at most pr solutions (x1, x2) satisfying (x1, x2) �∈ Gp.

Proof. Define

G′ := {(x1, x2) ∈ K ×K : (xN
1 , x

N
2 ) ∈ G for some N ∈ Z>0}.

It is a well known fact that G′ is finitely generated if G and K are. It follows
that G′ is a finitely generated group of rank r. Our goal is to give an injective
map from the solutions (x1, x2) ∈ G of (4) satisfying (x1, x2) �∈ Gp to the solutions
(x′

1, x
′
2) ∈ G′ of (3) satisfying (x′

1, x
′
2) �∈ Kp and then apply Lemma 3.1.

So let (x1, x2) ∈ G be a solution of (4) satisfying (x1, x2) �∈ Gp. We start by
remarking that x1, x2 �∈ Fq. Hence we can repeatedly take p-th roots until we get
x′
1, x

′
2 �∈ Kp. Using heights one can prove that this indeed stops after finitely many

steps. Then it is easily verified that (x′
1, x

′
2) ∈ G′ is a solution of (3) and that the

map thus defined is injective. Now apply Lemma 3.1.

3

generalizing the proof of Beukers and Schlickewei [1] to positive characteristic. We
remark that their proof heavily relies on techniques from diophantine approxima-
tion. Most of the methods from diophantine approximation can not be transferred
to positive characteristic, so that this is possible with the method of Beukers and
Schlickewei is a surprising feat on its own. It was more convenient for us to follow
[2], which is directly based on the proof of Beukers and Schlickewei. Theorem 1.1
is a simple consequence of Theorem 1.2.

2 Valuations and heights

Our goal in this section is to recall the basic theory about valuations and heights
without proofs. To prove Theorem 1.2 we may assume without loss of generality
that K = Fp(G). Thus, K is finitely generated over Fp. Note that Theorem 1.2
is trivial if K is algebraic over Fp, so from now on we further assume that K
has positive transcendence degree over Fp. The algebraic closure of Fp in K is a
finite field, which we denote by Fq. Then there is an absolutely irreducible, normal
projective variety V defined over Fq such that its function field Fq(V ) is isomorphic
to K.

Fix a projective embedding of V such that V ⊆ PM
Fq

for some positive integer
M . A prime divisor p of V over Fq is by definition an irreducible subvariety of V
of codimension one. Recall that for a prime divisor p the local ring Op is a discrete
valuation ring, since V is non-singular in codimension one. Following [3] we will
define heights on V . To do this, we start by defining a set of normalized discrete
valuations

MK := {ordp : p prime divisor of V },

where ordp is the normalized discrete valuation of K corresponding to Op. If
v = ordp ∈ MK , we define for convenience deg v := deg p with deg p being the
projective degree in PM

Fq
. Then the set MK satisfies the sum formula

∑
v∈MK

v(x) deg v = 0

for x ∈ K∗. This is indeed a well-defined sum, since for x ∈ K∗ there are only
finitely many valuations v satisfying v(x) �= 0. Furthermore, we have v(x) = 0 for
all v ∈ MK if and only if x ∈ F∗

q. If P is a point in An+1(K)\{0} with coordinates
(y0, . . . , yn) in K, then its homogeneous height is

Hhom
K (P ) = −

∑
v∈MK

min
i
{v(yi)} deg v

and its height
HK(P ) = Hhom

K (1, y0, . . . , yn).

We will need the following properties of the height.

Lemma 2.1. Let P ∈ An+1(K) \ {0}. The height defined above has the following
properties:
1) Hhom

K (λP ) = Hhom
K (P ) for λ ∈ K∗.

2) Hhom
K (P ) ≥ 0 with equality if and only if P ∈ Pn(Fq).

2
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We now state and prove the analogues of Lemmata 6.4.3-6.4.5 from [2] for
function fields of positive characteristic. These are variants of respectively Lemma
2.1, Corollary 2.2 and Lemma 2.3 from [1].

Lemma 3.6. Let a, b, c be non-zero elements of K, and let (αi, βi, γi) for i = 1, 2
be two K-linearly independent vectors from K3 such that aαi + bβi + cγi = 0 for
i = 1, 2. Then

Hhom
K (a, b, c) ≤ Hhom

K (α1, β1, γ1) +Hhom
K (α2, β2, γ2).

Proof. The vector (a, b, c) is K-proportional to the vector (β1γ2 − γ1β2, γ1α2 −
α1γ2, α1β2 − β1α2). So we have

Hhom
K (a, b, c) = Hhom

K (β1γ2 − γ1β2, γ1α2 − α1γ2, α1β2 − β1α2)

=
∑
v∈MK

−min(v(β1γ2 − γ1β2), v(γ1α2 − α1γ2), v(α1β2 − β1α2)) deg v

≤
∑
v∈MK

−min(v(β1), v(γ1), v(α1)) deg v +
∑
v∈MK

−min(v(γ2), v(α2), v(β2)) deg v

= Hhom
K (α1, β1, γ1) +Hhom

K (α2, β2, γ2),

which was the claimed inequality.

We apply Lemma 3.6 to the equation x1 + x2 = 1.

Lemma 3.7. Suppose x = (x1, x2) ∈ G and y = (y1, y2) ∈ G satisfy x1 + x2 = 1
and y1 + y2 = 1. Then we have HK(x) ≤ HK(yx

−1).

Proof. Apply Lemma 3.6 with (a, b, c) = (x1, x2,−1), (α1, β1, γ1) = (1, 1, 1), (α2, β2, γ2) =
(y1x

−1
1 , y2x

−1
2 , 1) and use the fact that Hhom

K (1, 1, 1) = 0.

The next Lemma takes advantage of the properties of WN(X, Y ) listed in
Lemma 3.3 and the non-vanishing of cN modulo p obtained in Corollary 3.5.

Lemma 3.8. Let x, y be as in Lemma 3.7. Let N < p
3
− 2. Then there exists

M ∈ {N,N + 1} such that HK(x) ≤ 1
M+1

HK(yx
−2M−1).

Proof. The proof is almost the same as in Lemma 6.4.5 in [2], with only few
necessary modifications. For completeness we give the full proof.

If x1, and thus both x1 and x2 are roots of unity, we have that HK(x) = 0 so
the lemma is trivially true. By Lemma 3.3 part 2) we get that

x2M+1
1 WM(x2,−1) + x2M+1

2 WM(−1, x1)−WM(x1, x2) = 0

for M ∈ {N,N + 1} as well as

x2M+1
1 (y1x

−2M−1
1 ) + x2M+1

2 (y2x
−2M−1
2 )− 1 = 0.

Now we claim that there is M ∈ {N,N + 1} such that the vectors

(y1, y2,−1) and (x1
2M+1WM(x2,−1), x2

2M+1WM(−1, x1),−WM(x1, x2)) (5)

5

By Corollary 3.2 we may assume that p is sufficiently large throughout, say
p > 7. Both the proof in [2] and our proof rely on very special properties of the
family of binary forms {WN(X, Y )}N∈Z>0 defined by the formula

WN(X, Y ) =
N∑

m=0

(
2N −m

N −m

)(
N +m

m

)
XN−m(−Y )m.

We have for all positive integers N that WN(X, Y ) ∈ Z[X, Y ]. Furthermore,
setting Z = −X − Y , the following statements hold in Z[X, Y ].

Lemma 3.3. 1) WN(Y,X) = (−1)NWN(X, Y ).
2) X2N+1WN(Y, Z) + Y 2N+1WN(Z,X) + Z2N+1WN(X, Y ) = 0.
3) There exist a non-zero integer cN such that

det

(
Z2N+1WN(X, Y ) Y 2N+1WN(Z,X)
Z2N+3WN+1(X, Y ) Y 2N+3WN+1(Z,X)

)
= cN(XY Z)2N+1(X2 +XY + Y 2).

Proof. This is Lemma 6.4.2 in [2], which is a variant of Lemma 2.3 in [1].

Since the formulas in the previous lemma hold in Z[X, Y ] they hold in every
field K. But if char(K) = p > 0 and p | cN , then part 3) of Lemma 3.3 tells us
that

det

(
Z2N+1WN(X, Y ) Y 2N+1WN(Z,X)
Z2N+3WN+1(X, Y ) Y 2N+3WN+1(Z,X)

)
= 0

in K[X, Y ]. The following remarkable identity will be handy later on, when we
need that cN does not vanish modulo p.

Lemma 3.4. For every positive integer N , one has WN(2,−1) = 4N
( 3

2
N

N

)
.

Proof. It is enough to evaluate
∑N

i=0

(
2N−i
N

)(
N+i
N

)
2−i. We have

N∑
i=0

(
2N − i

N

)(
N + i

N

)
2−i =

(
2N

N

)
F

(
−N,N + 1,−2N,

1

2

)
,

where F (a, b, c, z) is the hypergeometric function defined by the power series

F (a, b, c, z) :=
∑∞

i=0
(a)i(b)i
i!(c)i

zn. Here we define for a real t and a non-negative

integer i (t)i = 1 if i = 0 and for i positive (t)i = t(t+1) · . . . · (t+ i− 1). Now the
desired result follows from Bailey’s formulas where special values of the function
F are expressed in terms of values of the Γ-function, see [4] page 297.

We obtain the following corollary.

Corollary 3.5. Let p be an odd prime number and let N be a positive integer with
N < p

3
− 2. Then cN �≡ 0 mod p.

Proof. Indeed one has that

det

(
Z2N+1WN(X, Y ) Y 2N+1WN(Z,X)
Z2N+3WN+1(X, Y ) Y 2N+3WN+1(Z,X)

)

evaluated at (X, Y, Z) = (2,−1,−1) gives up to sign 2WN(2,−1)WN+1(2,−1). By
the previous proposition, this is a power of 2 times the product of two binomial
coefficients whose top terms are less than p, hence it can not be divisible by p.

4
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K (α2, β2, γ2).

Proof. The vector (a, b, c) is K-proportional to the vector (β1γ2 − γ1β2, γ1α2 −
α1γ2, α1β2 − β1α2). So we have

Hhom
K (a, b, c) = Hhom

K (β1γ2 − γ1β2, γ1α2 − α1γ2, α1β2 − β1α2)

=
∑
v∈MK

−min(v(β1γ2 − γ1β2), v(γ1α2 − α1γ2), v(α1β2 − β1α2)) deg v

≤
∑
v∈MK

−min(v(β1), v(γ1), v(α1)) deg v +
∑
v∈MK

−min(v(γ2), v(α2), v(β2)) deg v

= Hhom
K (α1, β1, γ1) +Hhom

K (α2, β2, γ2),

which was the claimed inequality.

We apply Lemma 3.6 to the equation x1 + x2 = 1.

Lemma 3.7. Suppose x = (x1, x2) ∈ G and y = (y1, y2) ∈ G satisfy x1 + x2 = 1
and y1 + y2 = 1. Then we have HK(x) ≤ HK(yx

−1).

Proof. Apply Lemma 3.6 with (a, b, c) = (x1, x2,−1), (α1, β1, γ1) = (1, 1, 1), (α2, β2, γ2) =
(y1x

−1
1 , y2x

−1
2 , 1) and use the fact that Hhom

K (1, 1, 1) = 0.

The next Lemma takes advantage of the properties of WN(X, Y ) listed in
Lemma 3.3 and the non-vanishing of cN modulo p obtained in Corollary 3.5.

Lemma 3.8. Let x, y be as in Lemma 3.7. Let N < p
3
− 2. Then there exists

M ∈ {N,N + 1} such that HK(x) ≤ 1
M+1

HK(yx
−2M−1).

Proof. The proof is almost the same as in Lemma 6.4.5 in [2], with only few
necessary modifications. For completeness we give the full proof.

If x1, and thus both x1 and x2 are roots of unity, we have that HK(x) = 0 so
the lemma is trivially true. By Lemma 3.3 part 2) we get that

x2M+1
1 WM(x2,−1) + x2M+1

2 WM(−1, x1)−WM(x1, x2) = 0

for M ∈ {N,N + 1} as well as

x2M+1
1 (y1x

−2M−1
1 ) + x2M+1

2 (y2x
−2M−1
2 )− 1 = 0.

Now we claim that there is M ∈ {N,N + 1} such that the vectors

(y1, y2,−1) and (x1
2M+1WM(x2,−1), x2

2M+1WM(−1, x1),−WM(x1, x2)) (5)

5

By Corollary 3.2 we may assume that p is sufficiently large throughout, say
p > 7. Both the proof in [2] and our proof rely on very special properties of the
family of binary forms {WN(X, Y )}N∈Z>0 defined by the formula

WN(X, Y ) =
N∑

m=0

(
2N −m

N −m

)(
N +m

m

)
XN−m(−Y )m.

We have for all positive integers N that WN(X, Y ) ∈ Z[X, Y ]. Furthermore,
setting Z = −X − Y , the following statements hold in Z[X, Y ].

Lemma 3.3. 1) WN(Y,X) = (−1)NWN(X, Y ).
2) X2N+1WN(Y, Z) + Y 2N+1WN(Z,X) + Z2N+1WN(X, Y ) = 0.
3) There exist a non-zero integer cN such that

det

(
Z2N+1WN(X, Y ) Y 2N+1WN(Z,X)
Z2N+3WN+1(X, Y ) Y 2N+3WN+1(Z,X)

)
= cN(XY Z)2N+1(X2 +XY + Y 2).

Proof. This is Lemma 6.4.2 in [2], which is a variant of Lemma 2.3 in [1].

Since the formulas in the previous lemma hold in Z[X, Y ] they hold in every
field K. But if char(K) = p > 0 and p | cN , then part 3) of Lemma 3.3 tells us
that

det

(
Z2N+1WN(X, Y ) Y 2N+1WN(Z,X)
Z2N+3WN+1(X, Y ) Y 2N+3WN+1(Z,X)

)
= 0

in K[X, Y ]. The following remarkable identity will be handy later on, when we
need that cN does not vanish modulo p.

Lemma 3.4. For every positive integer N , one has WN(2,−1) = 4N
( 3

2
N

N

)
.

Proof. It is enough to evaluate
∑N

i=0

(
2N−i
N

)(
N+i
N

)
2−i. We have

N∑
i=0

(
2N − i

N

)(
N + i

N

)
2−i =

(
2N

N

)
F

(
−N,N + 1,−2N,

1

2

)
,

where F (a, b, c, z) is the hypergeometric function defined by the power series

F (a, b, c, z) :=
∑∞

i=0
(a)i(b)i
i!(c)i

zn. Here we define for a real t and a non-negative

integer i (t)i = 1 if i = 0 and for i positive (t)i = t(t+1) · . . . · (t+ i− 1). Now the
desired result follows from Bailey’s formulas where special values of the function
F are expressed in terms of values of the Γ-function, see [4] page 297.

We obtain the following corollary.

Corollary 3.5. Let p be an odd prime number and let N be a positive integer with
N < p

3
− 2. Then cN �≡ 0 mod p.

Proof. Indeed one has that

det

(
Z2N+1WN(X, Y ) Y 2N+1WN(Z,X)
Z2N+3WN+1(X, Y ) Y 2N+3WN+1(Z,X)

)

evaluated at (X, Y, Z) = (2,−1,−1) gives up to sign 2WN(2,−1)WN+1(2,−1). By
the previous proposition, this is a power of 2 times the product of two binomial
coefficients whose top terms are less than p, hence it can not be divisible by p.
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Let || · || be the norm on Rs ×Rs that is the average of the || · ||1 norms on Rs.
More precisely, we define for u = (u1, u2) ∈ Rs × Rs

||u|| = 1

2
(||u1||+ ||u2||).

We now state the most important properties of S.

Lemma 3.9. The set S ⊆ Zs × Zs has the following properties:
1) For any two distinct u, v ∈ S, we have that ||u|| ≤ 2||v − u||.
2) For any two distinct u, v ∈ S and any positive integer N such that N < p

3
− 2,

there is M ∈ {N,N + 1} such that ||u|| ≤ 2
M+1

||v − (2M + 1)u||.
3) pS ⊆ S.

Proof. Let x = (x1, x2) ∈ G. By construction we have

||ϕ(x)|| = Hhom
K (1, x1) +Hhom

K (1, x2).

Note the basic inequalities

Hhom
K (x1, x2) ≤ Hhom

K (1, x1) +Hhom
K (1, x2) ≤ 2Hhom

K (x1, x2).

It is now clear that Lemma 3.7 implies part 1) and Lemma 3.8 implies part 2).
Finally, part 3) is due to the action of the Frobenius operator.

Denote by V the real span of ϕ(G). Then V is an r-dimensional vector space
over R. We will keep writing || · || for the restriction of || · || to V .

Recall that our goal is to bound |PS|. We sketch the ideas behind our strategy
here. Let us first describe the strategy in characteristic 0 as used in [1] and [2].
In their work the set S satisfies part 1) of Lemma 3.9 and part 2) of Lemma 3.9
without the condition N < p

3
− 2.

To finish the proof, they subdivide the vector space V in Br cones for some
absolute constant B. In each cone one can use part 1) of Lemma 3.9 to show that
two distinct points u, v ∈ S are not too close. But part 2) of Lemma 3.9 shows
that inside the same cone two points u, v ∈ S can not be too far apart. Together
with a lower bound for the height of u, v ∈ S, this proves that there are at most
finitely many points u ∈ S, say A, in each cone. Hence we get an upper bound of
the shape A · Br.

Now we describe how to modify this to characteristic p. Again we subdivide V
in Br cones for some absolute constant B. From now on we only consider points
u ∈ PS inside a fixed cone C. Our goal is to show that there are at most A points
u ∈ PS ∩ C, where A is an absolute constant. It follows that then all points
v ∈ S ∩ C are of the shape v = pku for u ∈ PS and k ∈ Z≥0.

Part 1) of Lemma 3.9 tells us that two distinct points u, v ∈ PS are not too
close. Using part 3) of Lemma 3.9 we can multiply two points u, v ∈ PS with a

power of p in such a way that the then obtained u′, v′ ∈ S satisfy 1 ≤ ||u′||
||v′|| ≤

√
p.

Then we are in the position to apply part 2) of Lemma 3.9, which shows that ||u′||
and ||v′|| are not too far apart. This allows us to deduce that PS ∩C contains at
most A points.

The following lemma subdivides the vector space V in Br cones for some ab-
solute constant B.

7

are linearly independent. Clearly, to prove the claim it is enough to prove that the
two vectors

(x2M+1
1 WM(x2,−1), x2M+1

2 WM(−1, x1),−WM(x1, x2)) (M ∈ {N,N + 1}) (6)

are linearly independent. But we know that for M ∈ {N,N + 1} we have that
cM �≡ 0 mod p by Corollary 3.5 and the assumption that N < p

3
− 2. Furthermore,

x1 and x2 are not algebraic over Fp. Thus the identity Lemma 3.3 part 3) gives
us the non-vanishing of the first 2× 2 minor of the vectors in 6, which proves the
claimed independence. So by applying to (5) the diagonal transformation that
divides the first coordinate by x2M+1

1 and the second by x2M+1
2 , we deduce that

the two vectors
(y1x

−2M−1
1 , y2x

−2M−1
2 ,−1)

and
(WM(x2,−1),WM(−1, x1),−WM(x1, x2)) =: (w1, w2, w3)

are linearly independent. So by Lemma 3.6 we get that

(2M + 1)HK(x) ≤ HK(yx
−2M−1) +Hhom

K (w1, w2, w3)

But now the inequality

Hhom
K (w1, w2, w3) ≤ M ·HK(x)

follows immediately from the non-archimedean triangle inequality. So we indeed
get

(M + 1)HK(x) ≤ HK(yx
−2M−1),

completing the proof.

Define
Sol(G) := {(x1, x2) ∈ G \Gtors : x1 + x2 = 1}

and
Prim-Sol(G) := {(x1, x2) ∈ G \Gp : x1 + x2 = 1}.

It is easily seen that Prim-Sol(G) ⊆ Sol(G). Finally define

S := {v ∈ MK : there is (x1, x2) ∈ G with v(x1) �= 0 or v(x2) �= 0}.

The set S is clearly finite. Write s := |S|, S = {v1, . . . , vs}. Then we have a
homomorphism ϕ : G → Zs × Zs ⊆ Rs × Rs defined by sending (g1, g2) ∈ G to

(v1(g1) deg v1, . . . , vs(g1) deg vs, v1(g2) deg v1, . . . , vs(g2) deg vs).

Note that ϕ(G) is a subgroup of Zs × Zs of rank r.
Let u, v ∈ Sol(G) be such that ϕ(u) = ϕ(v). Suppose that u �= v. Then

Lemma 3.7 implies that HK(u) ≤ 0. Hence by Lemma 2.1 part 2) it follows that
u and thus v are in Gtors. This implies that the restriction of ϕ to Sol(G) is
injective. In particular the restriction of ϕ to Prim-Sol(G) is injective. We now
call S := ϕ(Sol(G)) and PS := ϕ(Prim-Sol(G)). To prove Theorem 1.2 it suffices
to bound the cardinality of PS.

6
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Let || · || be the norm on Rs ×Rs that is the average of the || · ||1 norms on Rs.
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3
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Note the basic inequalities

Hhom
K (x1, x2) ≤ Hhom

K (1, x1) +Hhom
K (1, x2) ≤ 2Hhom

K (x1, x2).

It is now clear that Lemma 3.7 implies part 1) and Lemma 3.8 implies part 2).
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without the condition N < p

3
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absolute constant B. In each cone one can use part 1) of Lemma 3.9 to show that
two distinct points u, v ∈ S are not too close. But part 2) of Lemma 3.9 shows
that inside the same cone two points u, v ∈ S can not be too far apart. Together
with a lower bound for the height of u, v ∈ S, this proves that there are at most
finitely many points u ∈ S, say A, in each cone. Hence we get an upper bound of
the shape A · Br.

Now we describe how to modify this to characteristic p. Again we subdivide V
in Br cones for some absolute constant B. From now on we only consider points
u ∈ PS inside a fixed cone C. Our goal is to show that there are at most A points
u ∈ PS ∩ C, where A is an absolute constant. It follows that then all points
v ∈ S ∩ C are of the shape v = pku for u ∈ PS and k ∈ Z≥0.

Part 1) of Lemma 3.9 tells us that two distinct points u, v ∈ PS are not too
close. Using part 3) of Lemma 3.9 we can multiply two points u, v ∈ PS with a

power of p in such a way that the then obtained u′, v′ ∈ S satisfy 1 ≤ ||u′||
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p.

Then we are in the position to apply part 2) of Lemma 3.9, which shows that ||u′||
and ||v′|| are not too far apart. This allows us to deduce that PS ∩C contains at
most A points.
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are linearly independent. Clearly, to prove the claim it is enough to prove that the
two vectors

(x2M+1
1 WM(x2,−1), x2M+1

2 WM(−1, x1),−WM(x1, x2)) (M ∈ {N,N + 1}) (6)

are linearly independent. But we know that for M ∈ {N,N + 1} we have that
cM �≡ 0 mod p by Corollary 3.5 and the assumption that N < p

3
− 2. Furthermore,

x1 and x2 are not algebraic over Fp. Thus the identity Lemma 3.3 part 3) gives
us the non-vanishing of the first 2× 2 minor of the vectors in 6, which proves the
claimed independence. So by applying to (5) the diagonal transformation that
divides the first coordinate by x2M+1

1 and the second by x2M+1
2 , we deduce that

the two vectors
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1 , y2x

−2M−1
2 ,−1)

and
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are linearly independent. So by Lemma 3.6 we get that

(2M + 1)HK(x) ≤ HK(yx
−2M−1) +Hhom
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But now the inequality

Hhom
K (w1, w2, w3) ≤ M ·HK(x)

follows immediately from the non-archimedean triangle inequality. So we indeed
get

(M + 1)HK(x) ≤ HK(yx
−2M−1),

completing the proof.

Define
Sol(G) := {(x1, x2) ∈ G \Gtors : x1 + x2 = 1}

and
Prim-Sol(G) := {(x1, x2) ∈ G \Gp : x1 + x2 = 1}.

It is easily seen that Prim-Sol(G) ⊆ Sol(G). Finally define

S := {v ∈ MK : there is (x1, x2) ∈ G with v(x1) �= 0 or v(x2) �= 0}.

The set S is clearly finite. Write s := |S|, S = {v1, . . . , vs}. Then we have a
homomorphism ϕ : G → Zs × Zs ⊆ Rs × Rs defined by sending (g1, g2) ∈ G to

(v1(g1) deg v1, . . . , vs(g1) deg vs, v1(g2) deg v1, . . . , vs(g2) deg vs).

Note that ϕ(G) is a subgroup of Zs × Zs of rank r.
Let u, v ∈ Sol(G) be such that ϕ(u) = ϕ(v). Suppose that u �= v. Then

Lemma 3.7 implies that HK(u) ≤ 0. Hence by Lemma 2.1 part 2) it follows that
u and thus v are in Gtors. This implies that the restriction of ϕ to Sol(G) is
injective. In particular the restriction of ϕ to Prim-Sol(G) is injective. We now
call S := ϕ(Sol(G)) and PS := ϕ(Prim-Sol(G)). To prove Theorem 1.2 it suffices
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It follows that λ1 < 1
1−9θ

. Now observe that for any non-negative integer h the

elements phu1, p
hu2 of Se satisfy all the assumptions made so far. We conclude that

also phλ1 < 1
1−9θ

for every non-negative integer h, which implies that ||u1|| = 0.
This contradicts the fact that u1 ∈ Se, completing the proof.

Remark 3.13. In characteristic 0, the analogue of Lemma 3.12 holds only when
both u1, u2 have norms at least 1

1−9θ
. Then one deals with the remaining points

in Se by using the analogue of part 1) of Lemma 3.9, together with a separate
argument to deal with the “very small” solutions. In characteristic p, it is because
of the additional tool given by the action of Frobenius that the condition that
u1, u2 have norm at least 1

1−9θ
has disappeared.

Assume without loss of generality that PSe is not empty, and fix a choice of
u0 ∈ PSe with ||u0|| minimal. For any u ∈ PSe, denote by k(u) the smallest

non-negative integer such that ||u||
pk(u)||u0||

< p and denote λ(u) := ||u||
pk(u)||u0||

.

We define PSe(1) := {u ∈ PSe : λ(u) ≤ √
p} and PSe(2) := {u ∈ PSe :

λ(u) >
√
p}. Since we may assume p > 7 by Corollary 3.2, we have 2p

3
− 3 >

√
p.

Lemma 3.14. 1) Let i ∈ {1, 2} and let u1, u2 be distinct elements of PSe(i) with
λ(u2) ≥ λ(u1). Then λ(u2) ≥ 3−θ

2+θ
λ(u1) and λ(u2) ≤ 10

θ
λ(u1).

2) λ(PSe(2)) ⊆ [ θp
10
, p).

3) λ is an injective map on PSe.

Proof. 1) Let u′
1 := pk(u2)−k(u1)u1, u

′
2 := u2 if k(u2) ≥ k(u1) and u′

1 := u1, u
′
2 :=

pk(u1)−k(u2)u2 if k(u2) < k(u1). Now apply Lemma 14 and Lemma 15 to u′
1, u

′
2

instead of u1, u2. We stress that u′
1, u

′
2 are distinct elements of Se, since u1, u2 are

distinct elements of PSe(i).
2) This follows from Lemma 3.12 applied to the pair (u1, p

k(u1)+1u0) for each u1 in
PSe(2).
3) Use part 1) and the fact that 3−θ

2+θ
> 1 for θ ∈ (0, 1

9
).

Proof of Theorem 1.2. By part 3) of Lemma 3.14 it suffices to bound |λ(PSe)|.
By part 1) and 2) of Lemma 3.14 it will follow that we can bound |λ(PSe)| purely
in terms of θ: thus collecting all the bounds for e varying in E we obtain a bound
depending only on r. We now give all the details.

For any θ ∈ (0, 1
9
) we have

3− θ

2 + θ
>

26

19
.

Then we find that |λ(PSe(1))| is at most the biggest n such that

(
26

19

)n−1

≤ 10

θ

and similarly for |λ(PSe(2))|. We conclude that

|PSe| ≤ 2 + 2
log(10

θ
)

log(26
19
)
.

Multiplying by |E| gives that for every θ ∈ (0, 1
9
)

|PS| ≤ 2

(
1 +

log(10
θ
)

log(26
19
)

)(
1 +

2

θ

)r

.

9

Lemma 3.10. Given a positive real number θ, one can find a set E ⊆ {u ∈ V :
||u|| = 1} satisfying
1) |E| ≤ (1 + 2

θ
)r,

2) for all 0 �= u ∈ V there exists e ∈ E satisfying || u
||u|| − e|| ≤ θ.

Proof. See Lemma 6.3.4 in [2], which is an improvement of Corollary 3.8 in [1].

Let θ ∈ (0, 1
9
) be a parameter and fix a corresponding choice of a set E satisfying

the above properties. Given e ∈ E , we define the cone

Se :=

{
u ∈ S :

∣∣∣∣
∣∣∣∣
u

||u||
− e

∣∣∣∣
∣∣∣∣ ≤ θ

}
, PSe := Se ∩ PS.

Fix e ∈ E . We proceed to bound |PSe|. We start by deducing a so-called gap
principle from part 1) of Lemma 3.9.

Lemma 3.11. Let u1, u2 be distinct elements of Se, with ||u2|| ≥ ||u1||. Then
||u2|| ≥ 3−θ

2+θ
||u1||.

Proof. Write λi := ||ui|| for i = 1, 2. Then we have ui = λie+u′
i where ||u′

i|| ≤ θλi,
by definition of Se. Part 1) of Lemma 3.9 gives

λ1 ≤ 2||(λ2 − λ1)e+ (u′
2 − u′

1)|| ≤ 2(λ2 − λ1) + θ(λ2 + λ1),

and after dividing by λ1 we get that

1 ≤ 2

(
λ2

λ1

− 1

)
+ θ

(
λ2

λ1

+ 1

)
.

This can be rewritten as 3−θ
2+θ

≤ λ2

λ1
.

From part 2) of Lemma 3.9 we can deduce the following crucial Lemma.

Lemma 3.12. Let u1, u2 be distinct elements of Se. Suppose that ||u2||
||u1|| <

2
3
p − 3.

Then ||u2||
||u1|| ≤

10
θ
.

Proof. We follow the proof of Lemma 6.4.9 of [2] part (ii) with a few modifications.
For completeness we write out the full proof.

Again define λi = ||ui|| and u′
i = ui − λie, for i = 1, 2. Assume that λ2 ≥ 10

θ
λ1.

Let N be the positive integer with 2N+1 ≤ λ2

λ1
< 2N+3. Then 2N+1 < 2

3
p−3 and

hence N < p
3
−2. Applying part 2) of Lemma 3.9 gives an integer M ∈ {N,N+1}

satisfying

λ1 ≤
2

M + 1
||(λ2 − (2M + 1)λ1)e+ u′

2 − (2M + 1)u′
1||.

Furthermore, we have that

|λ2 − (2M + 1)λ1| ≤ 2λ1

and M > 4
θ
from the assumption λ2 ≥ 10

θ
λ1. Hence

λ1 ≤
2

M + 1
||(λ2 − (2M + 1)λ1)e+ u′

2 − (2M + 1)u′
1|| ≤

2

M + 1
(2λ1 + λ2θ + (2M + 1)λ1θ)

≤ 2

M + 1
(2 + (4M + 4)θ)λ1 =

(
4

M + 1
+ 8θ

)
λ1 < 9θλ1.
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It follows that λ1 < 1
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pk(u)||u0||

.
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p} and PSe(2) := {u ∈ PSe :

λ(u) >
√
p}. Since we may assume p > 7 by Corollary 3.2, we have 2p

3
− 3 >

√
p.
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2+θ
λ(u1) and λ(u2) ≤ 10

θ
λ(u1).

2) λ(PSe(2)) ⊆ [ θp
10
, p).

3) λ is an injective map on PSe.

Proof. 1) Let u′
1 := pk(u2)−k(u1)u1, u

′
2 := u2 if k(u2) ≥ k(u1) and u′

1 := u1, u
′
2 :=

pk(u1)−k(u2)u2 if k(u2) < k(u1). Now apply Lemma 14 and Lemma 15 to u′
1, u

′
2

instead of u1, u2. We stress that u′
1, u

′
2 are distinct elements of Se, since u1, u2 are

distinct elements of PSe(i).
2) This follows from Lemma 3.12 applied to the pair (u1, p

k(u1)+1u0) for each u1 in
PSe(2).
3) Use part 1) and the fact that 3−θ

2+θ
> 1 for θ ∈ (0, 1

9
).

Proof of Theorem 1.2. By part 3) of Lemma 3.14 it suffices to bound |λ(PSe)|.
By part 1) and 2) of Lemma 3.14 it will follow that we can bound |λ(PSe)| purely
in terms of θ: thus collecting all the bounds for e varying in E we obtain a bound
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For any θ ∈ (0, 1
9
) we have

3− θ

2 + θ
>

26

19
.

Then we find that |λ(PSe(1))| is at most the biggest n such that

(
26

19

)n−1

≤ 10

θ

and similarly for |λ(PSe(2))|. We conclude that

|PSe| ≤ 2 + 2
log(10

θ
)

log(26
19
)
.

Multiplying by |E| gives that for every θ ∈ (0, 1
9
)

|PS| ≤ 2

(
1 +

log(10
θ
)

log(26
19
)

)(
1 +

2

θ

)r

.
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Lemma 3.10. Given a positive real number θ, one can find a set E ⊆ {u ∈ V :
||u|| = 1} satisfying
1) |E| ≤ (1 + 2

θ
)r,

2) for all 0 �= u ∈ V there exists e ∈ E satisfying || u
||u|| − e|| ≤ θ.

Proof. See Lemma 6.3.4 in [2], which is an improvement of Corollary 3.8 in [1].

Let θ ∈ (0, 1
9
) be a parameter and fix a corresponding choice of a set E satisfying

the above properties. Given e ∈ E , we define the cone

Se :=

{
u ∈ S :

∣∣∣∣
∣∣∣∣
u

||u||
− e

∣∣∣∣
∣∣∣∣ ≤ θ

}
, PSe := Se ∩ PS.

Fix e ∈ E . We proceed to bound |PSe|. We start by deducing a so-called gap
principle from part 1) of Lemma 3.9.

Lemma 3.11. Let u1, u2 be distinct elements of Se, with ||u2|| ≥ ||u1||. Then
||u2|| ≥ 3−θ

2+θ
||u1||.

Proof. Write λi := ||ui|| for i = 1, 2. Then we have ui = λie+u′
i where ||u′

i|| ≤ θλi,
by definition of Se. Part 1) of Lemma 3.9 gives

λ1 ≤ 2||(λ2 − λ1)e+ (u′
2 − u′

1)|| ≤ 2(λ2 − λ1) + θ(λ2 + λ1),

and after dividing by λ1 we get that

1 ≤ 2

(
λ2

λ1

− 1

)
+ θ

(
λ2

λ1

+ 1

)
.

This can be rewritten as 3−θ
2+θ

≤ λ2

λ1
.

From part 2) of Lemma 3.9 we can deduce the following crucial Lemma.

Lemma 3.12. Let u1, u2 be distinct elements of Se. Suppose that ||u2||
||u1|| <

2
3
p − 3.

Then ||u2||
||u1|| ≤

10
θ
.

Proof. We follow the proof of Lemma 6.4.9 of [2] part (ii) with a few modifications.
For completeness we write out the full proof.

Again define λi = ||ui|| and u′
i = ui − λie, for i = 1, 2. Assume that λ2 ≥ 10

θ
λ1.

Let N be the positive integer with 2N+1 ≤ λ2

λ1
< 2N+3. Then 2N+1 < 2

3
p−3 and

hence N < p
3
−2. Applying part 2) of Lemma 3.9 gives an integer M ∈ {N,N+1}

satisfying

λ1 ≤
2

M + 1
||(λ2 − (2M + 1)λ1)e+ u′

2 − (2M + 1)u′
1||.

Furthermore, we have that

|λ2 − (2M + 1)λ1| ≤ 2λ1

and M > 4
θ
from the assumption λ2 ≥ 10

θ
λ1. Hence

λ1 ≤
2

M + 1
||(λ2 − (2M + 1)λ1)e+ u′

2 − (2M + 1)u′
1|| ≤

2

M + 1
(2λ1 + λ2θ + (2M + 1)λ1θ)

≤ 2

M + 1
(2 + (4M + 4)θ)λ1 =

(
4

M + 1
+ 8θ

)
λ1 < 9θλ1.
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So letting θ increase to 1
9
we obtain

|PS| ≤ 2

(
1 +

log(90)

log(26
19
)

)
19r < 31 · 19r.

This completes the proof of Theorem 1.2.

4 Proof of Theorem 1.1.1

First suppose that G and K are finitely generated. Before we can start with the
proof of Theorem 1.1, we will rephrase Theorem 1.2. Recall that we write Fq for
the algebraic closure of Fp in K.

Then Theorem 1.2 implies that there is a finite subset T of G with |T | ≤ 31·19r
such that any solution of

x1 + x2 = 1, (x1, x2) ∈ G

with x1 �∈ Fq and x2 �∈ Fq satisfies (x1, x2) = (γ, δ)p
t
for some t ∈ Z≥0 and

(γ, δ) ∈ T .
Now let (x1, x2) ∈ G be a solution to

ax1 + bx2 = 1.

If ax1 ∈ Fq or bx2 ∈ Fq, it follows that both ax1 ∈ Fq and bx2 ∈ Fq, which implies
that (a, b)q−1 ∈ G. This contradicts the condition on (a, b) in Theorem 1.1.

Hence ax1 �∈ Fq and bx2 �∈ Fq. Define G′ to be the group generated by G and
the tuple (a, b). Then the rank of G′ is at most r + 1. Let T ⊆ G′ be as above, so
|T | ≤ 31 · 19r+1. We can write

(ax1, bx2) = (γ, δ)p
t

with t ∈ Z≥0 and (γ, δ) ∈ T . Since T ⊆ G′, we can write

(γ, δ) = (aky1, b
ky2)

with k ∈ Z and (y1, y2) ∈ G. This means that

(ax1, bx2) = (aky1, b
ky2)

pt ,

which implies (a, b)kp
t−1 ∈ G. If kpt − 1 is co-prime to p, we have a contradiction

with the condition on (a, b) in Theorem 1.1. But p can only divide kpt−1 if t = 0.
Then we find immediately that there are at most |T | ≤ 31 · 19r+1 solutions as
desired.

We still need to deal with the case that K is an arbitrary field of characteristic
p and G is a subgroup of K∗ × K∗ with dimQ G ⊗Z Q = r finite. Suppose that
ax1 + bx2 = 1 has more than 31 · 19r+1 solutions (x1, x2) ∈ G. Then we can
replace G by a finitely generated subgroup of G with the same property. We can
also replace K by a subfield, finitely generated over its prime field, containing the
coordinates of the new G and a, b. This gives the desired contradiction.
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Addendum to “On the equation X1 +X2 = 1 in
finitely generated multiplicative groups in positive

characteristic”

Peter Koymans, Carlo Pagano

On the 22nd October of 2018 Professor Felipe Voloch brought to our attention
the unpublished master thesis of Yi-Chih Chiu, written under the supervision of
Professor Ki-Seng Tan. In this work, Chiu establishes a special case of our main
theorems [4, Theorem 1.1, Theorem 1.2]. We shall begin by explaining his result,
and we will next compare it to our result.

Let p be a prime number. For a field extension K of Fp with transcendence
degree equal to 1, we let k be the algebraic closure of Fp in K. Denote by ΩK the
set of valuations of K. Let S be a finite subset of ΩK and fix α, β ∈ K∗. The
following theorem is proven in Chiu’s master thesis.

Theorem 1. The S-unit equation to be solved in x, y ∈ O∗
S

αx+ βy = 1,

has at most 3 · 72|S|−2 pairwise inequivalent non-trivial solutions if α, β ∈ O∗
S. If

instead α, β are not both in O∗
S, then it has at most 39·72|S|−2 non-trivial solutions.

Here a solution (x, y) is called trivial if αx
βy

∈ k. Two solutions (x1, y1), (x2, y2)
are said to be equivalent if there exists n ∈ Z≥0 with

(αx1)
pn = αx2, (βy1)

pn = βy2 or (αx2)
pn = αx1, (βy2)

pn = βy1.

This result is a special case with slightly better constants of our theorems that we
state now for the reader’s convenience, see [4, Theorem 1.1, Theorem 1.2].

Theorem 2. Let K be a field of characteristic p > 0. Take α, β ∈ K∗ and let G
be a finitely generated subgroup of K∗ × K∗ of rank r := dimQ G ⊗ Q. Then the
equation

αx+ βy = 1,

to be solved in (x, y) ∈ G, has at most 31 · 19r pairwise inequivalent non-trivial
solutions if (α, β)n ∈ G for some n > 0. If instead (α, β)n �∈ G for all n > 0, then
it has at most 31 · 19r+1 non-trivial solutions.

Note that Theorem 2 applies to any finitely generated subgroup in any field of
characteristic p. In contrast, Chiu’s theorem applies only to the case of S-units of
fields of transcendence degree 1 (with some care Chiu’s theorem can be extended
to S-units of function fields of projective varieties).
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The reason for this difference in generality comes from the fact that Chiu’s
work is an adaptation of Evertse’s work [3] to characteristic p. Our work is instead
an adaptation of the work of Beukers and Schlickewei [1] to characteristic p. In
both works [1, 3], there is a key use of a certain set of identities coming from
hypergeometric functions, see [4, Lemma 3.3, Lemma 3.4]. In characteristic p
these identities can be used only in a limited range, see [2, Proposition 2] and [4,
Corollary 3.5] respectively.

Correspondingly, the solutions to the unit equations need to be counted only
up to equivalence. One of the most important steps is to use this equivalence
relation in such a way that one is inside this limited range. It is this step that
allows one to obtain an upper bound that is independent of p. The reader can find
this step in the two papers respectively at [2, Lemma 4] and at [4, Lemma 3.9].
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work is an adaptation of Evertse’s work [3] to characteristic p. Our work is instead
an adaptation of the work of Beukers and Schlickewei [1] to characteristic p. In
both works [1, 3], there is a key use of a certain set of identities coming from
hypergeometric functions, see [4, Lemma 3.3, Lemma 3.4]. In characteristic p
these identities can be used only in a limited range, see [2, Proposition 2] and [4,
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4-RANKS AND THE GENERAL MODEL FOR STATISTICS OF RAY
CLASS GROUPS OF IMAGINARY QUADRATIC NUMBER FIELDS

C. PAGANO AND E. SOFOS

Abstract. We use homological algebra to extend the Cohen–Lenstra heuristics to the set-
ting of ray class groups of imaginary quadratic number fields, viewed as exact sequences of
Galois modules. By asymptotically estimating the mixed moments governing the distribu-
tion of a cohomology map, we prove these conjectures in the case of 4-ranks.

Contents
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3. Heuristic and conjectures for p “ 2 27
4. Special divisors and 4-rank 35
5. Main theorems on the 2-part of ray class sequences 39
6. Main theorems on special divisors 43
7. From the mixed moments to the distribution 52
References 54

1. Introduction

Let c be a positive odd square-free integer. Partition the set of its prime divisors, S, into
S1 Y S3, where if l P Si then l ” i pmod 4q. For an imaginary quadratic number field K,
denote by ClpK, cq the ray class group of K of conductor c, and by DpKq the discriminant
of K. Let j1 and j2 be two non-negative integers. The following theorem will be shown to
be a special case of the present work.

Theorem 1.1. Consider all imaginary quadratic number fields K such that DpKq ” 1 pmod 4q
and OK{c –ring

ś

lPS Fl2. When such K are ordered by the size of their discriminants the
fraction of them that satisfy

rk4pClpKqq “ j1, rk4pClpK, cqq “ j2

approaches

η8p2q
ηj1p2q22j21

#tϕ P HomF2pFj1
2 ,F

#S3

2 q : rkpϕq “ #S ´ pj2 ´ j1qu
#HomF2pFj1

2 ,F
#S3

2 q
.

For M P Zě1 and s P Zě1 Y t8u, ηspMq denotes
śs

i“1p1´M´iq. For the statement in full
generality see Theorem 5.4.
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2010 Mathematics Subject Classification. 11R65, 11R29, 11R11, 11R45.
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The special case c “ 1 of Theorem 1.1 recovers a result of Fouvry and Klüners [7, Cor.
1] (in the subfamily of imaginary quadratic number fields above). The theorem of Fouvry
and Klüners on 4-ranks is one of the strongest pieces of evidence for the heuristic of Cohen–
Lenstra and Gerth about the distribution of the p-Sylow subgroup of the class group of an
imaginary quadratic number field.
Indeed, for odd primes p, Cohen and Lenstra [4] constructed a heuristic model to predict

the outcome of any statistic on the p-Sylow of the class group of imaginary quadratic number
fields. For every prime p they equipped the set of isomorphism classes of abelian p-groups,
Gp, with the only probability measure that gives to each abelian p-group G a weight inversely
proportional to #AutpGq. This measure is now often called the Cohen–Lenstra measure on
Gp, and denoted by µCL. Their heuristic model, for odd primes p, consisted in predicting
the equidistribution of ClpKqrp8s in Gp, as K ranges through natural families of imaginary
quadratic number fields. Later, Gerth [9] adapted this heuristic model for p “ 2. His idea was
that the only obstruction for ClpKqr28s to behave like a random abelian 2-group in the sense
of Cohen–Lenstra comes from ClpKqr2s; therefore his heuristic model is that 2ClpKqr28s
behaves like a random abelian 2-group. The result of Fouvry and Klüners can then be
formulated by saying that, consistently with Gerth’s conjecture, the 2-torsion of 2ClpKq
behaves like the 2-torsion of a random abelian 2-group in the sense of Cohen–Lenstra.
Before the present paper, no analogue of any of these heuristics has been proposed for

ray class groups. Our second main achievement, aside from the proof of Theorem 1.1, is
to provide an extension of the Cohen–Lenstra and Gerth heuristics for ray class groups.
We obtain this by means of two innovations, one of a rather conceptual nature and one
of a technical nature. Namely we first introduce the novel viewpoint of using homological
algebra to weight the possible occurrences of ray class groups, as explained in §2. Secondly, to
overcome the difficulties imposed by p “ 2, we introduce in §3 the new notion of embeddable
extensions (see Definition 3.2). This notion allows us to take care of the additional structure
of this case, furnishing a natural way to define the adjusted weights for the 2-part of ray class
groups. Theorem 1.1 will then be a strong evidence supporting our new heuristic for ray class
groups and precisely in the case where our heuristic has the most demanding algebraic shape.
The agreement of Theorem 1.1 and our heuristic at p “ 2 is established in Proposition 3.5.
With our model we can provide the conjectural analogue of Theorem 1.1 for all odd primes

p. Partition S into S1 Y . . . Y Sp´1, where l P Si if l ” i pmod pq.

Conjecture 1.2. Let p be an odd prime. Consider all imaginary quadratic number fields
K having the property OK{c –ring

ś

lPS Fl2. When such K are ordered by the size of their
discriminants the fraction of them that satisfy

rkppClpKqq “ j1, rkppClpK, cqq “ j2

approaches

η8ppq
ηj1ppq2pjp1

#tϕ P HomFppFj1
p ,F

#Sp´1
p q : rkpϕq “ #S1 ` #Sp´1 ´ pj2 ´ j1qu
#HomFppFj1

p ,F#Sp´1
p q

.

For the statement in the general case see Conjecture 2.10, in particular, in the main body
of the paper, we shall allow any admissible ring structure for OK{c. From our model in its
full generality we shall derive conjectural formulas for the average size of the p-torsion of ray
class groups of imaginary quadratic number fields.

16 C. PAGANO AND E. SOFOS

Conjecture 1.3. Let p be an odd prime. The average value of #ClpK, cqrps as K ranges over
imaginary quadratic number fields with gcdpDpKq, cq “ 1 and ordered by their discriminant
is:
(1)

p#tl prime: l|c,l”1pmod pqu
´

1 `
´p ` 1

2

¯#tl prime: l|c,l”1 or ´1pmod pqu¯

if p2 does not divide c,
(2)

p#tl prime: l|c,l”1pmod pqu`1
´

1 ` p
´p ` 1

2

¯#tl prime: l|c,l”1 or ´1pmod pqu¯

if p2 divides c.

For p “ 3 this conjecture was recently proved by Varma [18] using geometry of numbers.
In [18, §1] she asked whether one can formulate an extension of the Cohen–Lenstra heuristic
that explains her result. Our model for ray class groups settles this for imaginary quadratic
number fields (for the full comparison with Varma’s result see §2.2).
Our main theorems and conjectures are not merely about the group ClpK, cq but also

about the entire exact sequence naturally attached to it:

1 Ñ pOK{cq˚

O˚
K

Ñ ClpK, cq Ñ ClpKq Ñ 1.

For simplicity, in this section we will continue to assume that all the primes in S are inert
in K. Then one can show that there is a long exact sequence whose first terms are

1 Ñ
´pOK{cq˚

x´1y

¯2

r2s Ñ p2ClpK, cqqr2s Ñ p2ClpKqqr2s δ2pKqÑ
ź

lPS3

F˚2
l2

F˚4
l2
.

To obtain the last map one chooses any identification between

`

pOK {cq˚
x´1y

˘2

`

pOK {cq˚
x´1y

˘4 and
ś

lPS
F˚2

l2

F˚4

l2
via

an identification of the rings OK{c and
ś

lPS Fl2 . The resulting set of maps is an orbit
under Autringp

ś

lPS Fl2q, acting by post-composition. But Autringp
ś

lPS Fl2q acts trivially on
ś

lPS3

F˚2

l2

F˚4

l2
, so one has a canonical identification.

Let Y be a subspace of
ś

lPS3

F˚2

l2

F˚4

l2
and j a non-negative integer. In this setting we manage to

control the statistical distribution of p#2ClpKqqr2s, Impδ2pKqq, thus providing a considerable
refinement of Theorem 1.1. Our result is as follows.

Theorem 1.4. Consider all imaginary quadratic number fields K such that DpKq ” 1 pmod 4q
and OK{c –ring

ś

lPS Fl2. When such K are ordered by the size of their discriminants the
fraction of them that satisfy

p2ClpKqqr2s – Fj
2, Impδ2pKqq “ Y

approaches

η8p2q
ηj1p2q22j12

#EpiF2
pFj

2, Y q

#HomF2

´

Fj
2,

ś

lPS3

F˚2

l2

F˚4

l2

¯ .
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Our main theorems and conjectures are not merely about the group ClpK, cq but also

about the entire exact sequence naturally attached to it:

1 Ñ pOK{cq˚

O˚
K

Ñ ClpK, cq Ñ ClpKq Ñ 1.

For simplicity, in this section we will continue to assume that all the primes in S are inert
in K. Then one can show that there is a long exact sequence whose first terms are

1 Ñ
´pOK{cq˚

x´1y

¯2

r2s Ñ p2ClpK, cqqr2s Ñ p2ClpKqqr2s δ2pKqÑ
ź

lPS3

F˚2
l2

F˚4
l2
.

To obtain the last map one chooses any identification between

`

pOK {cq˚
x´1y

˘2

`

pOK {cq˚
x´1y

˘4 and
ś

lPS
F˚2

l2

F˚4

l2
via

an identification of the rings OK{c and
ś

lPS Fl2 . The resulting set of maps is an orbit
under Autringp

ś

lPS Fl2q, acting by post-composition. But Autringp
ś

lPS Fl2q acts trivially on
ś

lPS3

F˚2

l2

F˚4

l2
, so one has a canonical identification.

Let Y be a subspace of
ś

lPS3

F˚2

l2

F˚4

l2
and j a non-negative integer. In this setting we manage to
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lPS Fl2. When such K are ordered by the size of their discriminants the
fraction of them that satisfy

p2ClpKqqr2s – Fj
2, Impδ2pKqq “ Y

approaches

η8p2q
ηj1p2q22j12

#EpiF2
pFj

2, Y q

#HomF2

´

Fj
2,

ś

lPS3

F˚2

l2

F˚4

l2

¯ .

4-ranks and the general model of ray class groups

27

Carlo Pagano-BNW.indd   27 20-11-18   19:40



4-RANKS AND THE GENERAL MODEL OF RAY CLASS GROUPS 17

This means that p#p2ClpKqqr2s, Impδ2pKqqq behaves like p#Gr2s, Impδqq, where G is a

random abelian 2-group in the Cohen–Lenstra sense, and δ : Gr2s Ñ F#S3

2 is a random map.
For the statement in full generality see Theorem 5.2. We show in §3 that this result is also
predicted by our heuristic model. Our model enables us to provide a conjectural analogue
of Theorem 1.4 for all odd p. Its formulation is in Conjecture 2.8.
Theorem 1.4 determines the joint distribution of the pair p#p2ClpKqqr2s, Impδ2pKqqq.

Theorem [7, Cor.1] of Fouvry and Klüners determines the distribution of the first component,
#p2ClpKqqr2s via the use of another result of the two authors, [8, Theorem 3], where they
obtained asymptotics for all moments of #p2ClpKqqr2s. A surprising feature of our work is
that we establish the joint distribution of the pair p#p2ClpKqqr2s, Impδ2pKqqq by means of
the moment-method, despite the fact that Impδ2pKqq is not a number. Although the general
philosophy of using moments to study distributions is standard in the literature related to
the Cohen–Lenstra heuristics (see, for example, [22]), we stress that no object like the image
of the δ-map has been treated in the subject. It is instructive to see how we incorporate
the image-data into the Fouvry–Klüners method. We do this by introducing for every real
character χ :

ś

lPS3
F˚2
l2 Ñ R˚, the random variable

mχpδ2pKqq :“ #kerpχpδ2pKqqq.
To know the pair p#p2ClpKqqr2s, Impδ2pKqqq is equivalent to knowing pmχpδ2pKqqqχ. How-
ever, the advantage is that the latter is a numerical vector and therefore one can hope to
apply the method of moments to control its distribution. This is precisely what we achieve
in Theorem 5.6. The expressions that appear during the proof of Theorem 5.6 are of the
shape

ÿ

DăX

ź

χ

mχpδ2pQp
?

´Dqqqkχ ,

where D ranges over all positive square-free integers with D ” 3 pmod 4q and χ ranges
over all real characters χ :

ś

lPS3
F˚
l2 Ñ R˚. As explained in §6.1, the additional complex-

ity of these expressions compared to the classical case settled by Fouvry and Klüners, is
tempered by the fact that, with our heuristic model for ray class groups, we already have
a candidate main term. In particular, the shape of its expression suggests a way to sub-
divide the sum, with the benefit of hindsight, in many smaller sub-sums. For each of these
sub-sums it turns out that the techniques of Fouvry and Klüners are applicable with only
minor modifications. After proving Theorem 5.6 we turn our attention to the distribution
of p#p2ClpKqqr2s, Impδ2pKqqq, which we reconstruct from the mixed moments by following
an argument of Heath-Brown [10].
We stress that Theorem 1.4 is stronger than Theorem 1.1. Here the finer information

(which is the image of the δ-map), is obtained precisely owing to the fact that we use ring
identifications rather than merely group identifications1. Using the latter we could have
studied only the size of Impδ2pKqq, which is precisely what occurs in Theorem 1.1. On the
other hand, it is important to note that the techniques employed in the proof of Theorem 1.4
are not applicable in studying directly the moments of the isolated quantity #p2ClpK, cqqr2s:
we can access the distribution of the quantity #p2ClpK, cqqr2s only by the moments of a
finer object, the δ-map. This contrast reflects the fact that the natural algebraic structure
attached to the ray class group is the entire exact sequence naturally attached to it, rather
than just the isolated group ClpK, cq. It is precisely this phenomenon that leads us to

1We thank Hendrik Lenstra for having suggested this.

18 C. PAGANO AND E. SOFOS

formulate a general heuristic for ray class sequences of conductor c. In this framework,
Theorem 1.4 gives compelling evidence that our heuristic model predicts correct answers
also when it is challenged to produce the outcome of statistics about the ray class sequence,
and not only when, less directly, one isolates the group ClpK, cq.
Encouraged by this corroboration, we formulate our heuristic to predict the outcome of any

statistical question about the p-part of the ray class sequence, viewed as an exact sequence
of Galois modules. A positive side effect of this enhanced generality is the consequent logical
simplification of our conjectural framework: our heuristic is based on a simple unifying
principle, which, if true, implies at once all our conjectures. This heuristic principle is stated
in §2 for an odd prime p, and in §3 for p “ 2.
Let p be an odd prime and G a finite abelian p-group. The following is an attractive and

easy example of the conjectural conclusions that are available in this new model:

Conjecture 1.5. Consider all imaginary quadratic number fields K having the property
that OK{c –ring

ś

lPS Fl2. When such K are ordered by the size of their discriminants, the
fraction of them having the properties that the p-part of the ray class sequence of modulus c
splits and

ClpKqrp8s –ab.gr. G,

approaches

η8ppq
#Autab.gr.pGq

1

#Homab.gr.pG,
ś

lPSp´1
F˚
l2q .

1.1. Comparison with the literature. The present work sits in an active area of research
focused on extending the classical Cohen–Lenstra heuristics to other interesting arithmetical
objects and on establishing the correctness of these statistical models in cases where an
‘analytically-friendly’ description of the problem is available. Developments along this line
of research can be found in the very recent work by Wood [21], which provides a heuristic
for the average number of unramified G-extensions of a quadratic number field for any
finite group G: the Cohen–Lenstra heuristics are recovered by taking G to be an abelian
group. It would be interesting to reach the generality of both the present paper and [21], by
considering G-extensions with prescribed ramification data. The evidence provided in [21] is
over function fields, by means of the approach of Ellenberg, Venkatesh and Westerland [6]. In
a recent preprint, Alberts and Klys [1] offered evidence for the heuristics in Wood’s work [21]
over number fields using the approach of Fouvry and Klüners. It is interesting to note that
in a previous work Klys [14] extended the work of Fouvry and Klüners to the p-torsion of
cyclic degree p extensions. These last two examples, together with the present work, show
the remarkable versatility of the method used in [8] and pioneered (in the context of Selmer
groups) by Heath-Brown [10].
The case of narrow class groups was investigated by Bhargava and Varma [3] and by

Dummit and Voight [5]. The latter work provides, among other things, a conjectural formula
for the average size of the 2-torsion of narrow class groups among the family of Sn-number
fields, for odd n. For n “ 3, this was a theorem of Bhargava and Varma [3].
Very recently, Jordan, Klagsbrun, Poonen, Skinner and Zaytman [13] made a conjecture for

the distribution of the p-torsion of K-groups of real and imaginary quadratic number fields.
Building on the recent improvement of the work of Bhargava, Shankar and Tsimerman [2],
they established their conjecture for the average size of the 3-torsion. Incidentally, the
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2 is a random map.
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of Theorem 1.4 for all odd p. Its formulation is in Conjecture 2.8.
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(which is the image of the δ-map), is obtained precisely owing to the fact that we use ring
identifications rather than merely group identifications1. Using the latter we could have
studied only the size of Impδ2pKqq, which is precisely what occurs in Theorem 1.1. On the
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formulate a general heuristic for ray class sequences of conductor c. In this framework,
Theorem 1.4 gives compelling evidence that our heuristic model predicts correct answers
also when it is challenged to produce the outcome of statistics about the ray class sequence,
and not only when, less directly, one isolates the group ClpK, cq.
Encouraged by this corroboration, we formulate our heuristic to predict the outcome of any

statistical question about the p-part of the ray class sequence, viewed as an exact sequence
of Galois modules. A positive side effect of this enhanced generality is the consequent logical
simplification of our conjectural framework: our heuristic is based on a simple unifying
principle, which, if true, implies at once all our conjectures. This heuristic principle is stated
in §2 for an odd prime p, and in §3 for p “ 2.
Let p be an odd prime and G a finite abelian p-group. The following is an attractive and

easy example of the conjectural conclusions that are available in this new model:

Conjecture 1.5. Consider all imaginary quadratic number fields K having the property
that OK{c –ring
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lPS Fl2. When such K are ordered by the size of their discriminants, the
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1.1. Comparison with the literature. The present work sits in an active area of research
focused on extending the classical Cohen–Lenstra heuristics to other interesting arithmetical
objects and on establishing the correctness of these statistical models in cases where an
‘analytically-friendly’ description of the problem is available. Developments along this line
of research can be found in the very recent work by Wood [21], which provides a heuristic
for the average number of unramified G-extensions of a quadratic number field for any
finite group G: the Cohen–Lenstra heuristics are recovered by taking G to be an abelian
group. It would be interesting to reach the generality of both the present paper and [21], by
considering G-extensions with prescribed ramification data. The evidence provided in [21] is
over function fields, by means of the approach of Ellenberg, Venkatesh and Westerland [6]. In
a recent preprint, Alberts and Klys [1] offered evidence for the heuristics in Wood’s work [21]
over number fields using the approach of Fouvry and Klüners. It is interesting to note that
in a previous work Klys [14] extended the work of Fouvry and Klüners to the p-torsion of
cyclic degree p extensions. These last two examples, together with the present work, show
the remarkable versatility of the method used in [8] and pioneered (in the context of Selmer
groups) by Heath-Brown [10].
The case of narrow class groups was investigated by Bhargava and Varma [3] and by

Dummit and Voight [5]. The latter work provides, among other things, a conjectural formula
for the average size of the 2-torsion of narrow class groups among the family of Sn-number
fields, for odd n. For n “ 3, this was a theorem of Bhargava and Varma [3].
Very recently, Jordan, Klagsbrun, Poonen, Skinner and Zaytman [13] made a conjecture for

the distribution of the p-torsion of K-groups of real and imaginary quadratic number fields.
Building on the recent improvement of the work of Bhargava, Shankar and Tsimerman [2],
they established their conjecture for the average size of the 3-torsion. Incidentally, the
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work [2] is also employed by Varma [18] on the average 3-torsion of ray class groups, which
is placed in a general conjectural framework by the present paper.
Despite this rich context of developments, the present paper is, to the best of our knowl-

edge, the first one to propose a heuristic model for the ray class sequence of imaginary
quadratic number fields and to prove its correctness for the pair p#p2ClpKqqr2s, Impδ2pKqqq,
establishing, as a corollary, the joint distribution of the 4-ranks of ClpKq and ClpK, cq.

1.2. Organization of the material. The remainder of this paper is organized as follows:
In §2 we explain our heuristic model for the distribution of the p-part of ray class sequences
of imaginary quadratic number fields, for odd primes p. We draw several conjectures from
this heuristic principle and verify its consistency with the theorems of Varma [18] in the
imaginary quadratic case.
In §3 we examine the case p “ 2. This case requires some additional work to isolate

the ‘random’ part of the 2-Sylow of the ray class sequences of imaginary quadratic number
fields. This additional difficulty arises already for the ordinary class group as can be seen
in the work of Gerth [9]. However, for ray class sequences overcoming such difficulties is
much more intricate due to the more articulate underlying algebraic structures. This will
allow us to formulate a number of predictions that will be proved in §§5-7. A key step
in these proofs is the reformulation of the problem about 4-ranks into a purely analytic
problem about mixed moments. For this we introduce the notion of special divisors in §4
and certain related statistical questions that will be subsequently answered. This statistic is
a special case of a ray class group statistic, as subsequently established in §5. Therefore the
material of §3 would implicitly provide a heuristic for it. Nevertheless, in §4 we present the
problem and the heuristic in a direct way using the language of special divisors. This has
the advantage that §4, Theorems 5.6-5.7, §6 and §7 are mostly analytic in nature and can
be read independently of the algebraic considerations in §2 and §3.
In §5 we state the main theorems about the 2-part of the ray class sequences and reduce

their proof so as to establish the predictions in §4. The section ends with the statement of
the corresponding main theorems on special divisors. In §6 we prove the main theorem on
mixed moments attached to the maps on special divisors introduced in §4. Finally, in §7 we
reconstruct the distribution from the mixed moments, concluding the proof of all theorems
stated in §5.
Notation. The symbol DpKq will always refer to the discriminant of a number field K. Let
us furthermore denote

F :“ tK imaginary quadratic number fieldu.
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2. Heuristics and conjectures for p odd

Let p be an odd prime number and c a positive integer. Denote by C2 a group with 2
elements and denote by τ its generator. In this section we provide a heuristic model that
predicts the statistical behavior of the exact sequence of ZprC2s-modules attached to the ray
class group of conductor c of an imaginary quadratic number field K. Denote it by

SppKq :“
´

1 Ñ pOK{cq˚

O˚
K

rp8s Ñ ClpK, cqrp8s Ñ ClpKqrp8s Ñ 1
¯

, (2.1)

where the C2-action comes from the natural action of GalpK{Qq on each term of the sequence.
The reader is referred to [15, §IV] for related background material. We shall call SppKq the p-
part of the ray class sequence of conductor c. We shall henceforth ignore the fields K “ Qpiq
and K “ Qp

?
´3q, to ensure that O˚

K “ x´1y. Owing to p ‰ 2 we furthermore have
ppOK{cq˚{x´1yqrp8s “ pOK{cq˚rp8s, thus allowing us to write

SppKq :“ p1 Ñ pOK{cq˚rp8s Ñ ClpK, cqrp8s Ñ ClpKqrp8s Ñ 1q.

Denote by Gp a set of representatives of isomorphism classes of finite abelian p-groups,
viewed as C2-modules under the action of ´ Id and call GppKq the unique representative
of ClpKqrp8s in Gp. Any family of imaginary quadratic fields can be partitioned in finitely
many subfamilies where the isomorphism class of the ring OK{c is fixed, by imposing finitely
many congruence conditions on the discriminants. Therefore we can always assume that
pOK{cq˚ has been fixed as the unit group of some ring that is independent of K.

Definition 2.1. Let K, c be as above and R a finite commutative ring. We shall say that
K is of type R if OK{charpRq – R as rings. With this definition in mind let us denote

F pRq :“ tK imaginary quadratic number field of type Ru.

From now on we will assume that R is of the form R :“ OA {c, where OA is the integral
closure of

ś

l|c Zl in A :“
ś

l|c El, with El being an etale Ql-algebra of degree 2. Under this

assumption, a positive fraction of all discriminants lies in F pRq.
Suppose K is of type R. Then pOK{cq˚ can be identified with R˚ via any restriction of a

ring isomorphism, that is via any element of IsomringpOK{c, Rq. Furthermore, we can identify
ClpKqrp8s and GppKq via any element of Isomab.gr.pClpKqrp8s, GppKqq. Therefore applying
IsomringpOK{c, Rq ˆ Isomab.gr.pClpKqrp8s, GppKqq to SppKq, we obtain a unique orbit

Oc,ppKq P ExtZprC2spGppKq, R˚rp8sq{pAutringpRq ˆ Autab.gr.pGppKqqq.

We refer the reader to [19, §3] for definition and properties of ExtSpA,Bq, where S is a ring
and A,B are S-modules. For the remainder of the paper, given S-modules A,B,C,A1, B1

and C 1, we call a commutative diagram of S-modules, a diagram of maps of S-modules

0 Ñ B1 Ñ
f1

Ó ψ1

0 Ñ B2 Ñ
f2

C1 Ñ
g1

A1 Ñ 0

Ó ψ2 Ó ψ3

C2 Ñ
g2

A2 Ñ 0,
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work [2] is also employed by Varma [18] on the average 3-torsion of ray class groups, which
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quadratic number fields and to prove its correctness for the pair p#p2ClpKqqr2s, Impδ2pKqqq,
establishing, as a corollary, the joint distribution of the 4-ranks of ClpKq and ClpK, cq.

1.2. Organization of the material. The remainder of this paper is organized as follows:
In §2 we explain our heuristic model for the distribution of the p-part of ray class sequences
of imaginary quadratic number fields, for odd primes p. We draw several conjectures from
this heuristic principle and verify its consistency with the theorems of Varma [18] in the
imaginary quadratic case.
In §3 we examine the case p “ 2. This case requires some additional work to isolate

the ‘random’ part of the 2-Sylow of the ray class sequences of imaginary quadratic number
fields. This additional difficulty arises already for the ordinary class group as can be seen
in the work of Gerth [9]. However, for ray class sequences overcoming such difficulties is
much more intricate due to the more articulate underlying algebraic structures. This will
allow us to formulate a number of predictions that will be proved in §§5-7. A key step
in these proofs is the reformulation of the problem about 4-ranks into a purely analytic
problem about mixed moments. For this we introduce the notion of special divisors in §4
and certain related statistical questions that will be subsequently answered. This statistic is
a special case of a ray class group statistic, as subsequently established in §5. Therefore the
material of §3 would implicitly provide a heuristic for it. Nevertheless, in §4 we present the
problem and the heuristic in a direct way using the language of special divisors. This has
the advantage that §4, Theorems 5.6-5.7, §6 and §7 are mostly analytic in nature and can
be read independently of the algebraic considerations in §2 and §3.
In §5 we state the main theorems about the 2-part of the ray class sequences and reduce

their proof so as to establish the predictions in §4. The section ends with the statement of
the corresponding main theorems on special divisors. In §6 we prove the main theorem on
mixed moments attached to the maps on special divisors introduced in §4. Finally, in §7 we
reconstruct the distribution from the mixed moments, concluding the proof of all theorems
stated in §5.
Notation. The symbol DpKq will always refer to the discriminant of a number field K. Let
us furthermore denote

F :“ tK imaginary quadratic number fieldu.
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2. Heuristics and conjectures for p odd

Let p be an odd prime number and c a positive integer. Denote by C2 a group with 2
elements and denote by τ its generator. In this section we provide a heuristic model that
predicts the statistical behavior of the exact sequence of ZprC2s-modules attached to the ray
class group of conductor c of an imaginary quadratic number field K. Denote it by

SppKq :“
´

1 Ñ pOK{cq˚

O˚
K

rp8s Ñ ClpK, cqrp8s Ñ ClpKqrp8s Ñ 1
¯

, (2.1)

where the C2-action comes from the natural action of GalpK{Qq on each term of the sequence.
The reader is referred to [15, §IV] for related background material. We shall call SppKq the p-
part of the ray class sequence of conductor c. We shall henceforth ignore the fields K “ Qpiq
and K “ Qp

?
´3q, to ensure that O˚

K “ x´1y. Owing to p ‰ 2 we furthermore have
ppOK{cq˚{x´1yqrp8s “ pOK{cq˚rp8s, thus allowing us to write

SppKq :“ p1 Ñ pOK{cq˚rp8s Ñ ClpK, cqrp8s Ñ ClpKqrp8s Ñ 1q.

Denote by Gp a set of representatives of isomorphism classes of finite abelian p-groups,
viewed as C2-modules under the action of ´ Id and call GppKq the unique representative
of ClpKqrp8s in Gp. Any family of imaginary quadratic fields can be partitioned in finitely
many subfamilies where the isomorphism class of the ring OK{c is fixed, by imposing finitely
many congruence conditions on the discriminants. Therefore we can always assume that
pOK{cq˚ has been fixed as the unit group of some ring that is independent of K.

Definition 2.1. Let K, c be as above and R a finite commutative ring. We shall say that
K is of type R if OK{charpRq – R as rings. With this definition in mind let us denote

F pRq :“ tK imaginary quadratic number field of type Ru.

From now on we will assume that R is of the form R :“ OA {c, where OA is the integral
closure of

ś

l|c Zl in A :“
ś

l|c El, with El being an etale Ql-algebra of degree 2. Under this

assumption, a positive fraction of all discriminants lies in F pRq.
Suppose K is of type R. Then pOK{cq˚ can be identified with R˚ via any restriction of a

ring isomorphism, that is via any element of IsomringpOK{c, Rq. Furthermore, we can identify
ClpKqrp8s and GppKq via any element of Isomab.gr.pClpKqrp8s, GppKqq. Therefore applying
IsomringpOK{c, Rq ˆ Isomab.gr.pClpKqrp8s, GppKqq to SppKq, we obtain a unique orbit

Oc,ppKq P ExtZprC2spGppKq, R˚rp8sq{pAutringpRq ˆ Autab.gr.pGppKqqq.

We refer the reader to [19, §3] for definition and properties of ExtSpA,Bq, where S is a ring
and A,B are S-modules. For the remainder of the paper, given S-modules A,B,C,A1, B1

and C 1, we call a commutative diagram of S-modules, a diagram of maps of S-modules

0 Ñ B1 Ñ
f1

Ó ψ1

0 Ñ B2 Ñ
f2

C1 Ñ
g1

A1 Ñ 0

Ó ψ2 Ó ψ3

C2 Ñ
g2

A2 Ñ 0,
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with ψ2 ˝ f1 “ f2 ˝ ψ1 and ψ3 ˝ g1 “ g2 ˝ ψ2. Note that ClpK1qrp8s –ab.gr ClpK2qrp8s and
Oc,ppK1q “ Oc,ppK2q if and only if there is a commutative diagram of ZprC2s modules

0 Ñ pOK1{cq˚rp8s Ñ
Ó ϕ1

0 Ñ pOK2{cq˚rp8s Ñ

ClpK1, cqrp8s Ñ ClpK1qrp8s Ñ 0
Ó ϕ2 Ó ϕ3

ClpK2, cqrp8s Ñ ClpK2qrp8s Ñ 0,

with ϕ1 being the restriction of a ring isomorphism and ϕ3 being an isomorphism of abelian
groups.

Definition 2.2. Define SppRq as the set of equivalence classes of pairs pG, θq, where

G P Gp, θ P ExtZprC2spG,R˚rp8sq

under the following equivalence relation: two pairs pG1, θ1q, pG2, θ2q are identified if G1 “ G2

and θ1 and θ2 are in the same AutringpRq ˆ Autab.gr.pG1q-orbit.

Let us denote by ĂSppRq the set of pairs pG, θq where G P Gp and θ P ExtZprC2spG,R˚rp8sq,
thus bringing into play the quotient map π : ĂSppRq Ñ SppRq. We are interested in studying
the distribution of S 1

ppKq given by the pair

K ÞÑ S1
ppKq :“ pGppKq, Oc,ppKqq P SppRq.

Definition 2.3. Let µCL be the unique probability measure on Gp which gives to each abelian
p-group G a weight inversely proportional to the size of the automorphism group of G.

This measure was introduced by Cohen and Lenstra in [4] to predict the distribution of
GppKq, the first component of S 1

ppKq. We shall introduce a measure on SppRq that enables
us to predict the joint distribution of the vector S1

ppKq. Consider the discrete σ-algebra on

both ĂSppRq,SppRq and equip ĂSppRq with the following measure,

rµseqppG, θqq :“ µCLpGq
#ExtZprC2spG,R˚rp8sq .

Let µseq :“ π˚prµseqq be the pushforward measure of rµseq on SppRq via π. It is evident
that rµseq and µseq are probability measures. We now formulate a heuristic which roughly
states that ray class sequences equidistribute within the set of isomorphism classes of exact
sequences with respect to the measure µseq.

Heuristic assumption 2.4. For any ‘reasonable’ function f : SppRq Ñ R we have

lim
XÑ8

#tK P F pRq : |DpKq| ď Xu´1
ÿ

KPF pRq
|DpKq|ďX

fpS 1
ppKqq “

ÿ

SPSppRq

fpSqµseqpSq.

Letting f be the indicator function of a singleton yields the following statement.

Conjecture 2.5. For any S P SppRq we have

lim
XÑ8

#tK P F pRq : |DpKq| ď X,S1
ppKq “ Su

#tK P F pRq : |DpKq| ď Xu “ µseqpSq.

A special concrete example is the case of split sequences.
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Conjecture 2.6. The fraction of K P F pRq, ordered by the size of their discriminant,
for which ClpKqrp8s –ab.gr. G and the p-part of the ray class sequence of modulus c splits,
approaches

µCLpGq
#Homab.gr.pG,R˚rp8s´q ,

where pR˚rp8sq´ denotes the minus part of R˚rp8s under the action of C2.

Indeed, ExtZprC2spG,R˚rp8sq “ ExtZppG, pR˚rp8sq´q holds, hence Conjecture 2.6 is derived
from Conjecture 2.5 by recalling that for two finite abelian p-groups A,B, there is a non-
canonical isomorphism ExtZppA,Bq –ab.gr. HomZppA,Bq.

2.1. Conjectures on the p-torsion. We next state certain consequences of Heuristic as-
sumption 2.4 regarding the p-torsion of the ray class sequences. Taking p-torsion in (2.1)
provides us with a long exact sequence whose first four terms are given by

SpKqrps :“
˜

1 Ñ pOK{cq˚rps Ñ ClpK, cqrps Ñ ClpKqrps δppKqÝÝÝÑ pOK{cq˚

ppOK{cq˚qp

¸

,

where the map δppKq is defined as follows: given a class x P ClpKqrps pick a representative
ideal I of x which is coprime to c, take a generator of I p and reduce it modulo c. The
choice of another representative does not change it modulo p-th powers. More generally,
taking p-torsion in any short exact sequence of ZprC2s-modules

S :“ p0 Ñ A Ñ B Ñ C Ñ 0q
provides us with a long exact sequence whose first terms are

Srps :“
˜

1 Ñ Arps Ñ Brps Ñ Crps δppSqÝÝÝÑ A

pA

¸

,

where δppSq is defined in the same way as explained above (in particular we have δppSppKqq “
δppKq). Thus this provides a map sending an element θ of ExtZprC2spC,Aq to a map δppθq :
Crps Ñ A{pA. We will make repeatedly use of the following fact.

Proposition 2.7. The map sending θ to δppθq, from ExtZprC2spC,Aq to HomZprC2spCrps, A{pAq,
is a surjective group homomorphism.

The reader interested in a proof of Proposition 2.7, can look at the proof of the analogous,
but more complicated, Proposition 3.5: all the ingredients for the proof of Proposition 2.7
are contained in the proof of Proposition 3.5.
Next we shall define j :“ dimFppClpKqrpsq and apply any pair of identifications from

IsomFppClpKqrps,Fj
pq ˆ IsomringpOK{c, Rq. Therefore, we obtain a unique orbit of maps

ϕ P HomFppFj
p, p R˚

R˚p q´q under the action of GLjpFpq ˆ AutringpRq. This is tantamount to

having a AutringpRq-orbit of images in p R˚

R˚p q´ of δppKq via any of the previous identifications.
We denote this orbit by rImpδppKqqs. The assignment K ÞÑ rImpδppKqqs attaches to each
imaginary quadratic field K P FcpRq a well-defined AutringpRq-orbit of vector sub-spaces of
p R˚

R˚p q´.
By Proposition 2.7, the map

ExtZppG,R˚rp8s´q Ñ HomZppGrps, pR˚{R˚pq´q

c. pagano and e. sofos
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with ψ2 ˝ f1 “ f2 ˝ ψ1 and ψ3 ˝ g1 “ g2 ˝ ψ2. Note that ClpK1qrp8s –ab.gr ClpK2qrp8s and
Oc,ppK1q “ Oc,ppK2q if and only if there is a commutative diagram of ZprC2s modules

0 Ñ pOK1{cq˚rp8s Ñ
Ó ϕ1

0 Ñ pOK2{cq˚rp8s Ñ

ClpK1, cqrp8s Ñ ClpK1qrp8s Ñ 0
Ó ϕ2 Ó ϕ3

ClpK2, cqrp8s Ñ ClpK2qrp8s Ñ 0,

with ϕ1 being the restriction of a ring isomorphism and ϕ3 being an isomorphism of abelian
groups.

Definition 2.2. Define SppRq as the set of equivalence classes of pairs pG, θq, where

G P Gp, θ P ExtZprC2spG,R˚rp8sq

under the following equivalence relation: two pairs pG1, θ1q, pG2, θ2q are identified if G1 “ G2

and θ1 and θ2 are in the same AutringpRq ˆ Autab.gr.pG1q-orbit.

Let us denote by ĂSppRq the set of pairs pG, θq where G P Gp and θ P ExtZprC2spG,R˚rp8sq,
thus bringing into play the quotient map π : ĂSppRq Ñ SppRq. We are interested in studying
the distribution of S 1

ppKq given by the pair

K ÞÑ S1
ppKq :“ pGppKq, Oc,ppKqq P SppRq.

Definition 2.3. Let µCL be the unique probability measure on Gp which gives to each abelian
p-group G a weight inversely proportional to the size of the automorphism group of G.

This measure was introduced by Cohen and Lenstra in [4] to predict the distribution of
GppKq, the first component of S 1

ppKq. We shall introduce a measure on SppRq that enables
us to predict the joint distribution of the vector S1

ppKq. Consider the discrete σ-algebra on

both ĂSppRq,SppRq and equip ĂSppRq with the following measure,

rµseqppG, θqq :“ µCLpGq
#ExtZprC2spG,R˚rp8sq .

Let µseq :“ π˚prµseqq be the pushforward measure of rµseq on SppRq via π. It is evident
that rµseq and µseq are probability measures. We now formulate a heuristic which roughly
states that ray class sequences equidistribute within the set of isomorphism classes of exact
sequences with respect to the measure µseq.

Heuristic assumption 2.4. For any ‘reasonable’ function f : SppRq Ñ R we have

lim
XÑ8

#tK P F pRq : |DpKq| ď Xu´1
ÿ

KPF pRq
|DpKq|ďX

fpS 1
ppKqq “

ÿ

SPSppRq

fpSqµseqpSq.

Letting f be the indicator function of a singleton yields the following statement.

Conjecture 2.5. For any S P SppRq we have

lim
XÑ8

#tK P F pRq : |DpKq| ď X,S1
ppKq “ Su

#tK P F pRq : |DpKq| ď Xu “ µseqpSq.

A special concrete example is the case of split sequences.
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Conjecture 2.6. The fraction of K P F pRq, ordered by the size of their discriminant,
for which ClpKqrp8s –ab.gr. G and the p-part of the ray class sequence of modulus c splits,
approaches

µCLpGq
#Homab.gr.pG,R˚rp8s´q ,

where pR˚rp8sq´ denotes the minus part of R˚rp8s under the action of C2.

Indeed, ExtZprC2spG,R˚rp8sq “ ExtZppG, pR˚rp8sq´q holds, hence Conjecture 2.6 is derived
from Conjecture 2.5 by recalling that for two finite abelian p-groups A,B, there is a non-
canonical isomorphism ExtZppA,Bq –ab.gr. HomZppA,Bq.

2.1. Conjectures on the p-torsion. We next state certain consequences of Heuristic as-
sumption 2.4 regarding the p-torsion of the ray class sequences. Taking p-torsion in (2.1)
provides us with a long exact sequence whose first four terms are given by

SpKqrps :“
˜

1 Ñ pOK{cq˚rps Ñ ClpK, cqrps Ñ ClpKqrps δppKqÝÝÝÑ pOK{cq˚

ppOK{cq˚qp

¸

,

where the map δppKq is defined as follows: given a class x P ClpKqrps pick a representative
ideal I of x which is coprime to c, take a generator of I p and reduce it modulo c. The
choice of another representative does not change it modulo p-th powers. More generally,
taking p-torsion in any short exact sequence of ZprC2s-modules

S :“ p0 Ñ A Ñ B Ñ C Ñ 0q
provides us with a long exact sequence whose first terms are

Srps :“
˜

1 Ñ Arps Ñ Brps Ñ Crps δppSqÝÝÝÑ A

pA

¸

,

where δppSq is defined in the same way as explained above (in particular we have δppSppKqq “
δppKq). Thus this provides a map sending an element θ of ExtZprC2spC,Aq to a map δppθq :
Crps Ñ A{pA. We will make repeatedly use of the following fact.

Proposition 2.7. The map sending θ to δppθq, from ExtZprC2spC,Aq to HomZprC2spCrps, A{pAq,
is a surjective group homomorphism.

The reader interested in a proof of Proposition 2.7, can look at the proof of the analogous,
but more complicated, Proposition 3.5: all the ingredients for the proof of Proposition 2.7
are contained in the proof of Proposition 3.5.
Next we shall define j :“ dimFppClpKqrpsq and apply any pair of identifications from

IsomFppClpKqrps,Fj
pq ˆ IsomringpOK{c, Rq. Therefore, we obtain a unique orbit of maps

ϕ P HomFppFj
p, p R˚

R˚p q´q under the action of GLjpFpq ˆ AutringpRq. This is tantamount to

having a AutringpRq-orbit of images in p R˚

R˚p q´ of δppKq via any of the previous identifications.
We denote this orbit by rImpδppKqqs. The assignment K ÞÑ rImpδppKqqs attaches to each
imaginary quadratic field K P FcpRq a well-defined AutringpRq-orbit of vector sub-spaces of
p R˚

R˚p q´.
By Proposition 2.7, the map

ExtZppG,R˚rp8s´q Ñ HomZppGrps, pR˚{R˚pq´q
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induces, by pushforward, the counting probability measure from ExtZppG, pR˚rp8sq´q to

HomZppGrps, pR˚{R˚pq´q. Therefore, fixing a sub-Fp-space Y of p R˚

R˚p q´ and a non-negative
integer j, Heuristic assumption 2.4 supplies us with the following.

Conjecture 2.8. The proportion of K P F pRq ordered by the size of their discriminant, for
which dimFppClpKqrpsq “ j and rImpδppKqqs is OpY q, the AutringpRq-orbit of Y , approaches

µCLpG P Gp : dimFppGrpsq “ jq
#EpiFp

pFj
p, Y q ¨ #OpY q

#HomFp

`

Fj
p, pR˚{R˚pq´

˘ .

We will prove the analogous statement of this Conjecture 2.8 for p “ 2 in Theorem 5.2. A
concrete special case is given by the following

Conjecture 2.9. The proportion of K P F pRq ordered by the size of their discriminant,
for which dimFppClpKqrpsq “ j and ClpK, cqrps splits as the direct sum of ClpKqrps and
pOK{cq˚rps, approaches

µCLpG P Gp : dimFppGrpsq “ jq
#HomFp

`

Fj
p, pR˚{R˚pq´

˘ .

More generally, as a cruder result, one derives a conjectural formula for the joint dis-
tribution of the p-rank of ClpKq and of ClpK, cq, as follows. Fix j1, j2 two non-negative
integers.

Conjecture 2.10. As K varies among imaginary quadratic number fields of type R, the
proportion of them for which dimFppClpKqrpsq “ j1 and dimFppClpK, cqrpsq “ j2 approaches

µCLpG P Gp : dimFppGrpsq “ j1q
#tϕ : Fj1

p Ñ pR˚{R˚pq´ : rkpϕq “ rkppR˚q ´ pj2 ´ j1qqu
#HomFppFj1

p , pR˚{R˚pq´q
.

The statements analogous to Conjectures 2.8 and 2.10 for p “ 2 will be proved in Theo-
rem 5.3, with a more explicit version provided by Theorem 5.4.

2.2. Agreement with Varma’s results. In this section we make a certain choice for f
in Heuristic assumption 2.4 with the aim of stating conjectures for the average of p-torsion
of ray class groups. These statements were previously proved for p “ 3 by Varma [18]. In
fact, the present paper partly began as an effort to fit her results into a general heuristic
framework.
For an element S P SppRq, denote by MpSq the isomorphism class of the middle term

of the sequence corresponding to S. Similarly, for θ P ExtZprC2s we denote by Mpθq the
isomorphism class of the middle term of the equivalence class of sequences corresponding to

θ. We will adopt the standard notation pA for the dual of a finite abelian group A.

Proposition 2.11. We have

ÿ

SPSppRq

#MpSqrpsµseqpSq “ #

ˆ

R˚

R˚p

˙`ˆ

1 ` #
´ R˚

R˚p

¯´
˙

.

Proof. By the definition of µseq we obtain equality of the sum in our proposition with

ÿ

GPGp

µCLpGq
#ExtZ�rC2spG,R˚rp8sq

ÿ

θPExtZprC2spG,R˚rp8sq

#Mpθqrps.
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Again by Proposition 2.7 we know that the map θ Ñ δppθq is a surjective homomorphism

ExtZprC2spG,R˚rp8sq Ñ HomZppGrps, pR˚{R˚pq´q

Thus we can rewrite the last sum as

ÿ

GPGp

µCLpGq
#HomZppGrps, pR˚{R˚pq´q

ÿ

*

δ

#R˚rps #Grps
#Impδq , (2.2)

where the sum
ř

* is taken over δ in HomZppGrps, pR˚{R˚pq´q. For each χ in the dual of
pR˚{R˚pq´ denote by 1χ the indicator function of those δ for which χ vanishes on the image
of δ. This allows us to recast (2.2) in the following manner,

ÿ

GPGp

µCLpGq
#HomZppGrps, pR˚{R˚pq´q

ÿ

*

δ

#pR˚{R˚pq`#Grps
ÿ

χP {pR˚{R˚pq´

1χpδq,

where δ varies over all elements in HomZppGrps, p R˚

R˚p q´q. Exchanging the order of summation
yields

ÿ

GPGp

#pR˚{R˚pq`#GrpsµCLpGq
ÿ

χP {p R˚
R˚p q´

ř

δPHomZp pGrps,p R˚
R˚p q´q 1χpδq

#HomZppGrps, p R˚

R˚p q´q
.

The χ-th summand in the last expression equals 1 if χ is the trivial character and equals
1

#Grps otherwise, thus obtaining

ÿ

GPGp

#pR˚{R˚pq`#Grps
´

1 ` #pR˚{R˚pq´ ´ 1

#Grps

¯

µCLpGq.

Recalling the classical equality
ř

GPGp
#GrpsµCLpGq “ 2 provides us with

#pR˚{pR˚pqq``

2 ` #pR˚{R˚pq´ ´ 1
˘

“ #pR˚{R˚pq`
´

1 ` #
´ R˚

R˚p

¯´¯

,

which concludes our proof. �

Combining Proposition 2.11 and Heuristic Assumption 2.4 offers the following.

Conjecture 2.12. The average value of #ClpK, cqrps, as K ranges among imaginary qua-
dratic number fields of type R ordered by their discriminant, is given by

#
´ R˚

R˚p

¯`´

1 ` #
´ R˚

R˚p

¯´¯

.

In particular we can now derive conjectural formulas for the average size of ClpK, cqrps
with K varying in larger families.
We next consider here two cases: in §2.2.1 the case when all the primes dividing c are

required to be unramified in K, and in §2.2.2 the case where K ranges through all discrimi-
nants. The letter l will refer to a prime until the end of §2.
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induces, by pushforward, the counting probability measure from ExtZppG, pR˚rp8sq´q to

HomZppGrps, pR˚{R˚pq´q. Therefore, fixing a sub-Fp-space Y of p R˚

R˚p q´ and a non-negative
integer j, Heuristic assumption 2.4 supplies us with the following.

Conjecture 2.8. The proportion of K P F pRq ordered by the size of their discriminant, for
which dimFppClpKqrpsq “ j and rImpδppKqqs is OpY q, the AutringpRq-orbit of Y , approaches

µCLpG P Gp : dimFppGrpsq “ jq
#EpiFp

pFj
p, Y q ¨ #OpY q

#HomFp

`

Fj
p, pR˚{R˚pq´

˘ .

We will prove the analogous statement of this Conjecture 2.8 for p “ 2 in Theorem 5.2. A
concrete special case is given by the following

Conjecture 2.9. The proportion of K P F pRq ordered by the size of their discriminant,
for which dimFppClpKqrpsq “ j and ClpK, cqrps splits as the direct sum of ClpKqrps and
pOK{cq˚rps, approaches

µCLpG P Gp : dimFppGrpsq “ jq
#HomFp

`

Fj
p, pR˚{R˚pq´

˘ .

More generally, as a cruder result, one derives a conjectural formula for the joint dis-
tribution of the p-rank of ClpKq and of ClpK, cq, as follows. Fix j1, j2 two non-negative
integers.

Conjecture 2.10. As K varies among imaginary quadratic number fields of type R, the
proportion of them for which dimFppClpKqrpsq “ j1 and dimFppClpK, cqrpsq “ j2 approaches

µCLpG P Gp : dimFppGrpsq “ j1q
#tϕ : Fj1

p Ñ pR˚{R˚pq´ : rkpϕq “ rkppR˚q ´ pj2 ´ j1qqu
#HomFppFj1

p , pR˚{R˚pq´q
.

The statements analogous to Conjectures 2.8 and 2.10 for p “ 2 will be proved in Theo-
rem 5.3, with a more explicit version provided by Theorem 5.4.

2.2. Agreement with Varma’s results. In this section we make a certain choice for f
in Heuristic assumption 2.4 with the aim of stating conjectures for the average of p-torsion
of ray class groups. These statements were previously proved for p “ 3 by Varma [18]. In
fact, the present paper partly began as an effort to fit her results into a general heuristic
framework.
For an element S P SppRq, denote by MpSq the isomorphism class of the middle term

of the sequence corresponding to S. Similarly, for θ P ExtZprC2s we denote by Mpθq the
isomorphism class of the middle term of the equivalence class of sequences corresponding to

θ. We will adopt the standard notation pA for the dual of a finite abelian group A.

Proposition 2.11. We have

ÿ

SPSppRq

#MpSqrpsµseqpSq “ #

ˆ

R˚

R˚p

˙`ˆ

1 ` #
´ R˚

R˚p

¯´
˙

.

Proof. By the definition of µseq we obtain equality of the sum in our proposition with

ÿ

GPGp

µCLpGq
#ExtZ�rC2spG,R˚rp8sq

ÿ

θPExtZprC2spG,R˚rp8sq

#Mpθqrps.
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Again by Proposition 2.7 we know that the map θ Ñ δppθq is a surjective homomorphism

ExtZprC2spG,R˚rp8sq Ñ HomZppGrps, pR˚{R˚pq´q

Thus we can rewrite the last sum as

ÿ

GPGp

µCLpGq
#HomZppGrps, pR˚{R˚pq´q

ÿ

*

δ

#R˚rps #Grps
#Impδq , (2.2)

where the sum
ř

* is taken over δ in HomZppGrps, pR˚{R˚pq´q. For each χ in the dual of
pR˚{R˚pq´ denote by 1χ the indicator function of those δ for which χ vanishes on the image
of δ. This allows us to recast (2.2) in the following manner,

ÿ

GPGp

µCLpGq
#HomZppGrps, pR˚{R˚pq´q

ÿ

*

δ

#pR˚{R˚pq`#Grps
ÿ

χP {pR˚{R˚pq´

1χpδq,

where δ varies over all elements in HomZppGrps, p R˚

R˚p q´q. Exchanging the order of summation
yields

ÿ

GPGp

#pR˚{R˚pq`#GrpsµCLpGq
ÿ

χP {p R˚
R˚p q´

ř

δPHomZp pGrps,p R˚
R˚p q´q 1χpδq

#HomZppGrps, p R˚

R˚p q´q
.

The χ-th summand in the last expression equals 1 if χ is the trivial character and equals
1

#Grps otherwise, thus obtaining

ÿ

GPGp

#pR˚{R˚pq`#Grps
´

1 ` #pR˚{R˚pq´ ´ 1

#Grps

¯

µCLpGq.

Recalling the classical equality
ř

GPGp
#GrpsµCLpGq “ 2 provides us with

#pR˚{pR˚pqq``

2 ` #pR˚{R˚pq´ ´ 1
˘

“ #pR˚{R˚pq`
´

1 ` #
´ R˚

R˚p

¯´¯

,

which concludes our proof. �

Combining Proposition 2.11 and Heuristic Assumption 2.4 offers the following.

Conjecture 2.12. The average value of #ClpK, cqrps, as K ranges among imaginary qua-
dratic number fields of type R ordered by their discriminant, is given by

#
´ R˚

R˚p

¯`´

1 ` #
´ R˚

R˚p

¯´¯

.

In particular we can now derive conjectural formulas for the average size of ClpK, cqrps
with K varying in larger families.
We next consider here two cases: in §2.2.1 the case when all the primes dividing c are

required to be unramified in K, and in §2.2.2 the case where K ranges through all discrimi-
nants. The letter l will refer to a prime until the end of §2.
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2.2.1. Collecting unramified discriminants. Observe that if R correspond to a splitting type
where all the primes dividing c are unramified in K, and if p2 does not divide c (so there is
no contribution to the p-part from p itself in case it divides c) then we have that

#
´ R˚

R˚p

¯`´

1 ` #
´ R˚

R˚p

¯´¯

“ p#tl prime: l|c, l”1pmod pqup1 ` pωRpcqq,

where ωRpcq is defined by

#tl prime : l|c, pl ” 1 pmod pq and l is split in Rq or pl ” ´1 pmod pq and l is inert in Rqu.
Therefore when we average over all 2ωpcq choices of R, using the binomial formula we get

p#tl prime: l|c,l”1pmod pqu
´

1 `
´p ` 1

2

¯#tl prime: l|c,l”1 or ´1pmod pqu¯

as average value of the size of ClpK, cqrps when K ranges over imaginary quadratic number
fields unramified at all primes dividing c, as long as p2 � c. Instead, if p2 | c there is an

additional contribution from the principal units modulo p2 to #p R˚

R˚p q`p1`#p R˚

R˚p q´q, which
gives

p#tl prime: l|c,l”1pmod pqu`1
´

1 ` p
´p ` 1

2

¯#tl prime: l|c,l”1 or ´1pmod pqu¯

.

This leads to the Conjecture 1.3 that we stated in the introduction. The special case p “ 3
of Conjecture 1.3 was recently proved by Varma [18, Th.2.(b)].

Theorem 2.13 (Varma). The average value of #ClpK, cqr3s as K ranges over imaginary
quadratic number fields with gcdpDpKq, cq “ 1 is:
(1)

3#tl prime: l|c,l”1pmod 3qup1 ` 2#tl prime: l|c, l‰3uq
if 9 does not divide c.
(2)

3#tl prime: l|c,l”1pmod 3qu`1p1 ` 3 ¨ 2#tl prime: l|c, l‰3uq
if 9 divides c.

2.2.2. Collecting all discriminants. We now consider the case where K is allowed to ramify
at the primes dividing c. Now we have to evaluate

ÿ

R

#
´ R˚

R˚p

¯`´

1 ` #
´ R˚

R˚p

¯´¯

wpRq,

where R varies between all the possible types of ring at c, and

wpRq :“ lim
XÑ`8

#tK P FcpRq : |DpKq| ď Xu
#tK P F : |DpKq| ď Xu .

First observe that if p2 � c then

#
´ R˚

R˚p

¯`
“ p#tl prime: l|c,l”1pmod pqu,

while if p2|c then
#

´ R˚

R˚p

¯`
“ p#tl prime: l|c,l”1pmod pqu`1.

Therefore we are left with computing the average of #
´

R˚

R˚p

¯´
, over all R. But this, as a

function of c, is multiplicative, thus we only have to deal with prime powers, i.e. c “ ln for
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some prime l and some positive integer n. Clearly, the value of this average is 1 if l is such
that gcdpp, l3 ´ lq “ 1. Instead, if p|l2 ´ 1 the value of the average is

1

l ` 1
`

pp`1
2

ql
l ` 1

“ 1 `
´p ´ 1

2

¯ l

l ` 1
,

where the first contribution comes from the R ramified at l, and the second from the R
unramified at l. 2 Meanwhile, the value of the average for p “ c is

p

p ` 1
` p

p ` 1
,

where the first contribution comes from R ramified at p and the second from R unramified
at p. Lastly, we consider the case p2|c. Remarkably enough, one observes that the case
p “ 3 acquires a special status in the computation of this average: indeed 1

8
of the imaginary

quadratics locally at 3 give the extension Q3pζ3q{Q3, and the result for them will be different
than for the 1

8
totally ramified that locally at 3 become Q3p

?
3q. Clearly for all p ą 3 there

is no p-th root of unity in a quadratic extension of Qp, so, as we will see, in that case the
contribution from the two R ramified at p will be the same.
Assume p “ 3. The contribution from powers of 3 starting from 9 is

9

8
` 3

8
` 9

4
“ 15

4
,

where the first contribution is from Q3pζ3q, the second from Q3p
?
3q and the third from

unramified R. This gives a prediction that was previously verified by Varma [18, Th.1.(b)].

Theorem 2.14 (Varma). The average value of #ClpK, cqr3s as K ranges through imaginary
quadratic number fields ordered by their discriminant is:
(1)

3#tl prime: l|c,l”1pmod 3qu
´

1 `
ź

l|c

´

1 ` l

l ` 1

¯¯

if 3 does not divide c,
(2)

3#tl prime: l|c,l”1pmod 3qu
´

1 ` 6

7

ź

l|c

´

1 ` l

l ` 1

¯¯

if 3 divides c but 9 does not divide c,
(3)

3#tl prime: l|c,l”1pmod 3qu`1
´

1 ` 15

7

ź

l|c

´

1 ` l

l ` 1

¯¯

if 9 divides c.

Now assume that p ą 3. Then we get

p

p ` 1
` p2

p ` 1
,

where the first contribution is from the R ramified at p and the second from R unramified
at p. Collecting everything together we get the following prediction.

2R is said unramified at l if R{lR does not contain non-zero nilpotents. Otherwise R is said ramified at l.
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2.2.1. Collecting unramified discriminants. Observe that if R correspond to a splitting type
where all the primes dividing c are unramified in K, and if p2 does not divide c (so there is
no contribution to the p-part from p itself in case it divides c) then we have that

#
´ R˚

R˚p

¯`´

1 ` #
´ R˚

R˚p

¯´¯

“ p#tl prime: l|c, l”1pmod pqup1 ` pωRpcqq,

where ωRpcq is defined by

#tl prime : l|c, pl ” 1 pmod pq and l is split in Rq or pl ” ´1 pmod pq and l is inert in Rqu.
Therefore when we average over all 2ωpcq choices of R, using the binomial formula we get

p#tl prime: l|c,l”1pmod pqu
´

1 `
´p ` 1

2

¯#tl prime: l|c,l”1 or ´1pmod pqu¯

as average value of the size of ClpK, cqrps when K ranges over imaginary quadratic number
fields unramified at all primes dividing c, as long as p2 � c. Instead, if p2 | c there is an

additional contribution from the principal units modulo p2 to #p R˚

R˚p q`p1`#p R˚

R˚p q´q, which
gives

p#tl prime: l|c,l”1pmod pqu`1
´

1 ` p
´p ` 1

2

¯#tl prime: l|c,l”1 or ´1pmod pqu¯

.

This leads to the Conjecture 1.3 that we stated in the introduction. The special case p “ 3
of Conjecture 1.3 was recently proved by Varma [18, Th.2.(b)].

Theorem 2.13 (Varma). The average value of #ClpK, cqr3s as K ranges over imaginary
quadratic number fields with gcdpDpKq, cq “ 1 is:
(1)

3#tl prime: l|c,l”1pmod 3qup1 ` 2#tl prime: l|c, l‰3uq
if 9 does not divide c.
(2)

3#tl prime: l|c,l”1pmod 3qu`1p1 ` 3 ¨ 2#tl prime: l|c, l‰3uq
if 9 divides c.

2.2.2. Collecting all discriminants. We now consider the case where K is allowed to ramify
at the primes dividing c. Now we have to evaluate

ÿ

R

#
´ R˚

R˚p

¯`´

1 ` #
´ R˚

R˚p

¯´¯

wpRq,

where R varies between all the possible types of ring at c, and

wpRq :“ lim
XÑ`8

#tK P FcpRq : |DpKq| ď Xu
#tK P F : |DpKq| ď Xu .

First observe that if p2 � c then

#
´ R˚

R˚p

¯`
“ p#tl prime: l|c,l”1pmod pqu,

while if p2|c then
#

´ R˚

R˚p

¯`
“ p#tl prime: l|c,l”1pmod pqu`1.

Therefore we are left with computing the average of #
´

R˚

R˚p

¯´
, over all R. But this, as a

function of c, is multiplicative, thus we only have to deal with prime powers, i.e. c “ ln for
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some prime l and some positive integer n. Clearly, the value of this average is 1 if l is such
that gcdpp, l3 ´ lq “ 1. Instead, if p|l2 ´ 1 the value of the average is

1

l ` 1
`

pp`1
2

ql
l ` 1

“ 1 `
´p ´ 1

2

¯ l

l ` 1
,

where the first contribution comes from the R ramified at l, and the second from the R
unramified at l. 2 Meanwhile, the value of the average for p “ c is

p

p ` 1
` p

p ` 1
,

where the first contribution comes from R ramified at p and the second from R unramified
at p. Lastly, we consider the case p2|c. Remarkably enough, one observes that the case
p “ 3 acquires a special status in the computation of this average: indeed 1

8
of the imaginary

quadratics locally at 3 give the extension Q3pζ3q{Q3, and the result for them will be different
than for the 1

8
totally ramified that locally at 3 become Q3p

?
3q. Clearly for all p ą 3 there

is no p-th root of unity in a quadratic extension of Qp, so, as we will see, in that case the
contribution from the two R ramified at p will be the same.
Assume p “ 3. The contribution from powers of 3 starting from 9 is

9

8
` 3

8
` 9

4
“ 15

4
,

where the first contribution is from Q3pζ3q, the second from Q3p
?
3q and the third from

unramified R. This gives a prediction that was previously verified by Varma [18, Th.1.(b)].

Theorem 2.14 (Varma). The average value of #ClpK, cqr3s as K ranges through imaginary
quadratic number fields ordered by their discriminant is:
(1)

3#tl prime: l|c,l”1pmod 3qu
´

1 `
ź

l|c

´

1 ` l

l ` 1

¯¯

if 3 does not divide c,
(2)

3#tl prime: l|c,l”1pmod 3qu
´

1 ` 6

7

ź

l|c

´

1 ` l

l ` 1

¯¯

if 3 divides c but 9 does not divide c,
(3)

3#tl prime: l|c,l”1pmod 3qu`1
´

1 ` 15

7

ź

l|c

´

1 ` l

l ` 1

¯¯

if 9 divides c.

Now assume that p ą 3. Then we get

p

p ` 1
` p2

p ` 1
,

where the first contribution is from the R ramified at p and the second from R unramified
at p. Collecting everything together we get the following prediction.

2R is said unramified at l if R{lR does not contain non-zero nilpotents. Otherwise R is said ramified at l.
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Conjecture 2.15. Suppose p ą 3. Then the average value of #ClpK, cqrps as K ranges
over imaginary quadratic number fields ordered by their discriminant is:
(1)

p#tl prime: l|c,l”1pmod pqu
´

1 `
ź

l|c,p|l2´1

´

1 ` p ´ 1

2

l

l ` 1

¯¯

if p does not divide c,
(2)

p#tl prime: l|c,l”1pmod pqu
´

1 `
´ 2p

p ` 1

¯

ź

l|c,p|l2´1

´

1 ` p ´ 1

2

l

l ` 1

¯¯

if p divides c but p2 does not divide c,
(3)

p#tl prime: l|c,l”1pmod pqu
´

1 `
´p ` p2

p ` 1

¯

ź

l|c,p|l2´1

´

1 ` p ´ 1

2

l

l ` 1

¯¯

if p2 divides c.

It would be desirable to extend Varma’s arguments to prove Conjecture 2.12 for p “ 3.
In particular, it would be informative to see how the proof distinguishes between the cases
R{3m “ OQ3pζ3q{3m and R{3m “ OQ3p

?
3q{3m, for m ě 2.

3. Heuristic and conjectures for p “ 2

Let c be an odd positive integer. In this section we explain a heuristic model for the
2-part of ray class sequences of conductor c, in the case that no primes dividing c ramify
in the fields. The additional difficulty with respect to the case of p odd, is that ClpKqr28s
does not behave like a random 2-group (in the sense of Cohen and Lenstra), but instead
(as conjectured by Gerth [9]), 2 ClpKqr28s is believed to behave like a random 2-group:
the behavior of ClpKqr2s is governed instead by genus theory which trivially excludes any
Cohen–Lenstra behavior for ClpKqr28s, when K varies among usual families of imaginary
quadratic number fields.
Our approach will be as follows: we will see that for ‘most’ discriminants of type R,

2 ClpK, cq is an extension of 2ClpKq with a certain subgroup of R˚

x´1y , which we will call WR.

Nevertheless, one cannot completely ignore the presence of the class group, since it leaves
an additional restriction on such extensions. Namely it forces them to belong to a certain

subgroup of the Ext, that we will call ĄExt. From there we will proceed in analogy with the

previous section replacing Ext with ĄExt. Using this heuristic we will offer several predictions
which are proved in the subsequent sections.
Since we will only consider the case that no primes dividing c ramify in the imaginary

number fieldsK, and since we assume that c is odd, we do not lose generality in assuming that
c is also square-free: indeed, in our setting, the 2-part of pOK{cq˚{x´1y is no different from the
one of pOK{c1q˚{x´1y, where c1 is the square-free part of c. Therefore the choice of a ring type
at c amounts to the choice of a partition of the set Sc :“ tl prime : l|cu in the disjoint union
of two sets Scpinertq and Scpsplitq. Then one takes R :“ p

ś

lPScpinertq Fl2qˆp
ś

l1PScpsplitqpFl1q2q.
For such an R, the C2-action is given by l-Frobenius on the non-split components, and by
swapping on the split components. We will call such R, unramified at c. By a small abuse
of notation, we denote by Z{cZ the natural image of Z{cZ in R.
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For R unramified at c, we define

WR :“ pZ{cZq˚

x´1y

ˆ

R˚

x´1y

˙2

Ď R˚

x´1y . (3.1)

Now fix some R unramified at c. For the remainder of this section we will assume, for
simplicity, the imaginary quadratic number field K to have an odd discriminant. We shall
prove that one has an exact sequence

2SpKq :“ p0 Ñ WR Ñ 2ClpK, cq Ñ 2ClpKq Ñ 0q,

for all imaginary quadratic number fields of type R with the exception of Opxplog xq´1{ϕpcqq
discriminants up to x. Indeed, by the theory of ambiguous ideals, one has that

pOK{cq˚

x´1y X 2ClpK, cq “ xtq prime and q|DpKquy
´pOK{cq˚

x´1y

¯2

.

Therefore it is enough to show that the set of positive square-free D ď x such that

tq pmod cq : q prime and q|Du ‰ pZ{cZq˚

is Opxplog xq´1{ϕpcqq. This cardinality is

ď
ÿ

aPpZ{cZq˚

ÿ

1ďDďX
p|Dñp‰apmod cq

µpDq2 ! x

plog xq1{ϕpcq ,

where the last bound is easily derived by using [12, Eq.(1.85)] with f being the characteristic
function of integers all of whose prime divisors are not a pmod cq. Identifying OK{c with R
via a ring isomorphism gives an identification between WR and

pZ{cZq˚

x´1y

´pOK{cq˚

x´1y

¯2

.

Definition 3.1. Among the imaginary quadratic number fields of type R, we call strongly
of type R, those satisfying

pOK{cq˚

x´1y X 2ClpK, cq “ pZ{cZq˚

x´1y

´pOK{cq˚

x´1y

¯2

.

Let Epxq denote the cardinality of negative discriminants 1 pmod 4q of absolute value at
most x and which are of type R but not strongly of type R. The analysis above can be
summarised by the bound

Epxq ! x

plog xq1{ϕpcq . (3.2)

One could be tempted to think of the sequence S2pKq :“ 2SpKqr28s as a ‘random’ sequence,
just as in the previous section. This would be incorrect, since the way the sequences S2pKq are
produced naturally puts on them an additional restriction. Namely one has a commutative
diagram of ZrC2s-modules:

0 Ñ pOK{cq˚

x´1y Ñ
Ò i1

0 Ñ pZ{cZq˚

x´1y p pOK{cq˚

x´1y q2 Ñ

ClpK, cq πÑ ClpKq Ñ 0
Ò i2 Ò i3

2ClpK, cq Ñ 2ClpKq Ñ 0
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Conjecture 2.15. Suppose p ą 3. Then the average value of #ClpK, cqrps as K ranges
over imaginary quadratic number fields ordered by their discriminant is:
(1)

p#tl prime: l|c,l”1pmod pqu
´

1 `
ź

l|c,p|l2´1

´

1 ` p ´ 1

2

l

l ` 1

¯¯

if p does not divide c,
(2)

p#tl prime: l|c,l”1pmod pqu
´

1 `
´ 2p

p ` 1

¯

ź

l|c,p|l2´1

´

1 ` p ´ 1

2

l

l ` 1

¯¯

if p divides c but p2 does not divide c,
(3)

p#tl prime: l|c,l”1pmod pqu
´

1 `
´p ` p2

p ` 1

¯

ź

l|c,p|l2´1

´

1 ` p ´ 1

2

l

l ` 1

¯¯

if p2 divides c.

It would be desirable to extend Varma’s arguments to prove Conjecture 2.12 for p “ 3.
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R{3m “ OQ3pζ3q{3m and R{3m “ OQ3p

?
3q{3m, for m ě 2.
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2 ClpK, cq is an extension of 2ClpKq with a certain subgroup of R˚

x´1y , which we will call WR.

Nevertheless, one cannot completely ignore the presence of the class group, since it leaves
an additional restriction on such extensions. Namely it forces them to belong to a certain

subgroup of the Ext, that we will call ĄExt. From there we will proceed in analogy with the

previous section replacing Ext with ĄExt. Using this heuristic we will offer several predictions
which are proved in the subsequent sections.
Since we will only consider the case that no primes dividing c ramify in the imaginary

number fieldsK, and since we assume that c is odd, we do not lose generality in assuming that
c is also square-free: indeed, in our setting, the 2-part of pOK{cq˚{x´1y is no different from the
one of pOK{c1q˚{x´1y, where c1 is the square-free part of c. Therefore the choice of a ring type
at c amounts to the choice of a partition of the set Sc :“ tl prime : l|cu in the disjoint union
of two sets Scpinertq and Scpsplitq. Then one takes R :“ p

ś

lPScpinertq Fl2qˆp
ś

l1PScpsplitqpFl1q2q.
For such an R, the C2-action is given by l-Frobenius on the non-split components, and by
swapping on the split components. We will call such R, unramified at c. By a small abuse
of notation, we denote by Z{cZ the natural image of Z{cZ in R.
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For R unramified at c, we define

WR :“ pZ{cZq˚

x´1y

ˆ

R˚

x´1y

˙2

Ď R˚

x´1y . (3.1)

Now fix some R unramified at c. For the remainder of this section we will assume, for
simplicity, the imaginary quadratic number field K to have an odd discriminant. We shall
prove that one has an exact sequence

2SpKq :“ p0 Ñ WR Ñ 2ClpK, cq Ñ 2ClpKq Ñ 0q,

for all imaginary quadratic number fields of type R with the exception of Opxplog xq´1{ϕpcqq
discriminants up to x. Indeed, by the theory of ambiguous ideals, one has that

pOK{cq˚

x´1y X 2ClpK, cq “ xtq prime and q|DpKquy
´pOK{cq˚

x´1y

¯2

.

Therefore it is enough to show that the set of positive square-free D ď x such that

tq pmod cq : q prime and q|Du ‰ pZ{cZq˚

is Opxplog xq´1{ϕpcqq. This cardinality is

ď
ÿ

aPpZ{cZq˚

ÿ

1ďDďX
p|Dñp‰apmod cq

µpDq2 ! x

plog xq1{ϕpcq ,

where the last bound is easily derived by using [12, Eq.(1.85)] with f being the characteristic
function of integers all of whose prime divisors are not a pmod cq. Identifying OK{c with R
via a ring isomorphism gives an identification between WR and

pZ{cZq˚

x´1y

´pOK{cq˚

x´1y

¯2

.

Definition 3.1. Among the imaginary quadratic number fields of type R, we call strongly
of type R, those satisfying

pOK{cq˚

x´1y X 2ClpK, cq “ pZ{cZq˚

x´1y

´pOK{cq˚

x´1y

¯2

.

Let Epxq denote the cardinality of negative discriminants 1 pmod 4q of absolute value at
most x and which are of type R but not strongly of type R. The analysis above can be
summarised by the bound

Epxq ! x

plog xq1{ϕpcq . (3.2)

One could be tempted to think of the sequence S2pKq :“ 2SpKqr28s as a ‘random’ sequence,
just as in the previous section. This would be incorrect, since the way the sequences S2pKq are
produced naturally puts on them an additional restriction. Namely one has a commutative
diagram of ZrC2s-modules:

0 Ñ pOK{cq˚

x´1y Ñ
Ò i1

0 Ñ pZ{cZq˚

x´1y p pOK{cq˚

x´1y q2 Ñ

ClpK, cq πÑ ClpKq Ñ 0
Ò i2 Ò i3

2ClpK, cq Ñ 2ClpKq Ñ 0
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where i1, i2, i3 are the natural inclusion maps, so i2 and i3 consist of isomorphisms between
the source groups and the double of the target groups. The top sequence has two obvious
properties that are automatically satisfied:

πpClpK, cqr28s´q “ ClpKqr28s and πpClpK, cqr28s`q “ ClpKqr2s.

The first property is equivalent to the sequence remaining exact after taking p1` τq-torsion,
where τ is the generator of C2. Indeed, this is equivalent to the natural map

ClpKqr28s Ñ
R˚

x´1y

pτ ` 1q R˚

x´1y

being the 0-map, which holds since the norm of an integral ideal is always an integer. The
second property follows from the fact that we are looking at families of discriminants coprime
to c. Therefore we are allowed to lift a prime ideal q lying above a prime q dividing DpKq,
using the class of the ideal q in ClpK, cq: this class will still be a fixed point, since it is the
class of a τ -invariant ideal. This motivates the following:

Definition 3.2. Let G be a finite abelian 2-group, viewed as a C2 module with the ´id-
action. We say that an element θ of ExtZ2rC2spG,WRr28sq:

θ : 1 Ñ WRr28s Ñ B Ñ G Ñ 1

is embeddable if there is an exact sequence of Z2rC2s-modules

1 Ñ R˚

x´1yr28s Ñ B̃ Ñ G̃ Ñ 1

and a commutative diagram of Z2rC2s-modules

0 Ñ pRq˚

x´1y r28s Ñ
Ò i1

0 Ñ WRr28s Ñ

B̃
πÑ G̃ Ñ 0

Ò i2 Ò i3
B Ñ G Ñ 0

where:
‚ The map π : B̃ Ñ G̃ Ñ 1 satisfies

πpB̃´q “ G̃ and πpB̃`q “ G̃r2s.

‚ The maps i2 and i3 are isomorphisms between the source groups and the double of the
target groups. The map i1 is the natural inclusion.

We denote the set of embeddable extensions by ĄExtZ2rC2spG,WRr28sq. It will be clear by
Proposition 3.5, that the two following sets do not always coincide:

ĄExtZ2rC2spG,WRr28sq,ExtZ2rC2spG,WRr28sq.

On the other hand, the set of embeddable extensions has the algebraic structure that allows
us to proceed in perfect parallel with the previous section.

Proposition 3.3. One has that ĄExtZ2rC2spG,WRr28sq is a subgroup of ExtZ2rC2spG,WRr28sq
stable under the action of AutringpRq ˆ Autab.gr.pGq.
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Proof. Let

0 Ñ pRq˚

x´1y r28s Ñ
Ò i1

0 Ñ WRr28s Ñ

B̃
πÑ G̃ Ñ 0

Ò i2 Ò i3
B Ñ

f
G Ñ 0

and

0 Ñ pRq˚

x´1y r28s Ñ
Ò i1

0 Ñ WRr28s Ñ

B̃1 π1
Ñ G̃1 Ñ 0

Ò i1
2 Ò i1

3

B1 Ñ
f 1

G Ñ 0

be two embeddable extensions equipped with their respective diagrams. We now consider
the following commutative diagram of Z2rC2s-modules,

0 Ñ pRq˚

x´1y r28s Ñ
Ò i1

0 Ñ WRr28s Ñ

pB̃ ˆG B̃1q{Y 1 πˆπ1
Ñ G̃ ˆG G̃1 Ñ 0

Ò i2 ˆ i1
2 Ò i3 ˆ i1

3

pB ˆG B1q{Y Ñ
fˆf 1

G Ñ 0

where B̃ ˆG B̃1 :“ tpb1, b2q P B̃ ˆ B̃1 : 2πpb1q “ 2π1pb2qu, while Y 1 denotes the antidiagonal

embedding of pRq˚

x´1y r28s in B̃ ˆG B̃1. Similarly B ˆGB1 :“ tpb1, b2q P B ˆB1 : fpg1q “ f 1pg2qu,
with Y denoting the anti-diagonal embedding of WRr28s, and

G̃ ˆG G̃1 :“ tpg1, g2q P G̃ ˆ G̃1 : 2g1 “ 2g2u.

There is an obviously induced compatible C2 action on each terms and one can deduce that

pπ ˆ π1qpppB̃ ˆG B̃1q{Y 1q´q “ G̃ ˆG G̃1 and pπ ˆ π1qpppB̃ ˆG B̃1q{Y 1q`q “ pG̃ ˆG G̃1qr2s

using the fact that individually π and π1 satisfy the respective property.
On the other hand, by construction one has that i2ˆi1

2 and i3ˆi1
3 are isomorphisms between

the source groups and the double of the targets. This shows that ĄExtZ2rC2spG,WRr28sq is
closed under addition because the sequence 0 Ñ WRr28s Ñ pBˆGB

1q{Y Ñ G Ñ 0 represents
the class of the Baer sum of the two embeddable sequences in ExtZ2rC2spG,WRr28sq. Since

ExtZ2rC2spG,WRr28sq is finite, in order to conclude that ĄExtZ2rC2spG,WRr28sq is a subgroup,

one is only left to show that ĄExtZ2rC2spG,WRr28sq is non-empty. To this end we refer the

reader to Proposition 3.5, which in particular implies that ĄExtZ2rC2spG,WRr28sq is non-empty
(alternatively one could also directly prove that the split sequence is embeddable, which one
can indeed show using the same steps of the proof of Proposition 3.5). Finally, given an
embeddable sequence

0 Ñ pRq˚

x´1y r28s gÑ
Ò i1

0 Ñ WRr28s hÑ

B̃
πÑ G̃ Ñ 0

Ò i2 Ò i3
B Ñ

f
G Ñ 0

and a pair pϕ1, ϕ2q P AutringpRq ˆ Autab.gr.pGq, we can consider

0 Ñ pRq˚

x´1y r28s gϕ1Ñ
Ò i1

0 Ñ WRr28s hϕ1Ñ

B̃
πÑ G̃ Ñ 0

Ò i2 Ò i3ϕ
´1
2

B Ñ
ϕ2f

G Ñ 0
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where i1, i2, i3 are the natural inclusion maps, so i2 and i3 consist of isomorphisms between
the source groups and the double of the target groups. The top sequence has two obvious
properties that are automatically satisfied:

πpClpK, cqr28s´q “ ClpKqr28s and πpClpK, cqr28s`q “ ClpKqr2s.

The first property is equivalent to the sequence remaining exact after taking p1` τq-torsion,
where τ is the generator of C2. Indeed, this is equivalent to the natural map

ClpKqr28s Ñ
R˚

x´1y

pτ ` 1q R˚

x´1y

being the 0-map, which holds since the norm of an integral ideal is always an integer. The
second property follows from the fact that we are looking at families of discriminants coprime
to c. Therefore we are allowed to lift a prime ideal q lying above a prime q dividing DpKq,
using the class of the ideal q in ClpK, cq: this class will still be a fixed point, since it is the
class of a τ -invariant ideal. This motivates the following:

Definition 3.2. Let G be a finite abelian 2-group, viewed as a C2 module with the ´id-
action. We say that an element θ of ExtZ2rC2spG,WRr28sq:

θ : 1 Ñ WRr28s Ñ B Ñ G Ñ 1

is embeddable if there is an exact sequence of Z2rC2s-modules

1 Ñ R˚

x´1yr28s Ñ B̃ Ñ G̃ Ñ 1

and a commutative diagram of Z2rC2s-modules

0 Ñ pRq˚

x´1y r28s Ñ
Ò i1

0 Ñ WRr28s Ñ

B̃
πÑ G̃ Ñ 0

Ò i2 Ò i3
B Ñ G Ñ 0

where:
‚ The map π : B̃ Ñ G̃ Ñ 1 satisfies

πpB̃´q “ G̃ and πpB̃`q “ G̃r2s.

‚ The maps i2 and i3 are isomorphisms between the source groups and the double of the
target groups. The map i1 is the natural inclusion.

We denote the set of embeddable extensions by ĄExtZ2rC2spG,WRr28sq. It will be clear by
Proposition 3.5, that the two following sets do not always coincide:

ĄExtZ2rC2spG,WRr28sq,ExtZ2rC2spG,WRr28sq.

On the other hand, the set of embeddable extensions has the algebraic structure that allows
us to proceed in perfect parallel with the previous section.

Proposition 3.3. One has that ĄExtZ2rC2spG,WRr28sq is a subgroup of ExtZ2rC2spG,WRr28sq
stable under the action of AutringpRq ˆ Autab.gr.pGq.
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Ò i2 Ò i3
B Ñ

f
G Ñ 0

and
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x´1y r28s Ñ
Ò i1

0 Ñ WRr28s Ñ

B̃1 π1
Ñ G̃1 Ñ 0

Ò i1
2 Ò i1

3

B1 Ñ
f 1

G Ñ 0

be two embeddable extensions equipped with their respective diagrams. We now consider
the following commutative diagram of Z2rC2s-modules,

0 Ñ pRq˚

x´1y r28s Ñ
Ò i1

0 Ñ WRr28s Ñ

pB̃ ˆG B̃1q{Y 1 πˆπ1
Ñ G̃ ˆG G̃1 Ñ 0

Ò i2 ˆ i1
2 Ò i3 ˆ i1

3

pB ˆG B1q{Y Ñ
fˆf 1

G Ñ 0

where B̃ ˆG B̃1 :“ tpb1, b2q P B̃ ˆ B̃1 : 2πpb1q “ 2π1pb2qu, while Y 1 denotes the antidiagonal

embedding of pRq˚

x´1y r28s in B̃ ˆG B̃1. Similarly B ˆGB1 :“ tpb1, b2q P B ˆB1 : fpg1q “ f 1pg2qu,
with Y denoting the anti-diagonal embedding of WRr28s, and

G̃ ˆG G̃1 :“ tpg1, g2q P G̃ ˆ G̃1 : 2g1 “ 2g2u.

There is an obviously induced compatible C2 action on each terms and one can deduce that

pπ ˆ π1qpppB̃ ˆG B̃1q{Y 1q´q “ G̃ ˆG G̃1 and pπ ˆ π1qpppB̃ ˆG B̃1q{Y 1q`q “ pG̃ ˆG G̃1qr2s

using the fact that individually π and π1 satisfy the respective property.
On the other hand, by construction one has that i2ˆi1

2 and i3ˆi1
3 are isomorphisms between

the source groups and the double of the targets. This shows that ĄExtZ2rC2spG,WRr28sq is
closed under addition because the sequence 0 Ñ WRr28s Ñ pBˆGB

1q{Y Ñ G Ñ 0 represents
the class of the Baer sum of the two embeddable sequences in ExtZ2rC2spG,WRr28sq. Since

ExtZ2rC2spG,WRr28sq is finite, in order to conclude that ĄExtZ2rC2spG,WRr28sq is a subgroup,

one is only left to show that ĄExtZ2rC2spG,WRr28sq is non-empty. To this end we refer the

reader to Proposition 3.5, which in particular implies that ĄExtZ2rC2spG,WRr28sq is non-empty
(alternatively one could also directly prove that the split sequence is embeddable, which one
can indeed show using the same steps of the proof of Proposition 3.5). Finally, given an
embeddable sequence

0 Ñ pRq˚

x´1y r28s gÑ
Ò i1

0 Ñ WRr28s hÑ

B̃
πÑ G̃ Ñ 0

Ò i2 Ò i3
B Ñ

f
G Ñ 0

and a pair pϕ1, ϕ2q P AutringpRq ˆ Autab.gr.pGq, we can consider

0 Ñ pRq˚

x´1y r28s gϕ1Ñ
Ò i1

0 Ñ WRr28s hϕ1Ñ

B̃
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Ò i2 Ò i3ϕ
´1
2

B Ñ
ϕ2f

G Ñ 0
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which gives an embeddability diagram for the sequence

pϕ1, ϕ2qp0 Ñ WRr28s Ñ B Ñ G Ñ 0q

showing that ĄExtZ2rC2spG,WRr28sq is stable under the action of AutringpRqˆAutab.gr.pGq. �

Denote by G2 a set of representatives of isomorphism classes of finite abelian 2-groups,
viewed as C2-modules under the action of ´ Id. For an imaginary quadratic number field
K, denote by G2pKq the unique representative of 2ClpKqr28s in G2. Suppose K is strongly
of type R. Then pOK{cq˚{x´1y can be identified with R˚{x´1y via any restriction of a ring
isomorphism, that is via any element of IsomringpOK{c, Rq. Furthemore, we can identify
2ClpKqr28s and G2pKq via any element of Isomab.gr.pClpKqr28s, Gq. Therefore applying
IsomringpOK{c, Rq ˆ Isomab.gr.p2ClpKqr28s, G2pKqq to S2pKq, we obtain a unique orbit

Oc,2pKq P ĄExtZ2rC2spG2pKq,WRr28sq{pAutringpRq ˆ Autab.gr.pGqq.
For K strongly of type R we use the notation

S 1
2pKq :“ pG2pKq, Oc,2pKqq.

If K is not strongly of type R, we set S 1
2pKq to be the symbol ‚. We now proceed by offering

a heuristic model for S 1
2pKq as K varies among imaginary quadratic number fields of type R.

Let R be an unramified ring at c and denote by G2 a set of representatives of isomorphism
classes of finite abelian 2-groups, viewed as C2-modules under the action of ´ Id. Denote
by S2pRq the union of the singleton t‚u and of the set of equivalence classes of pairs pG, θq,
where G P G2, θ P ĄExtZ2rC2spG,WRr28sq and the equivalence is defined as follows: two pairs
pG1, θ1q, pG2, θ2q are identified if G1 “ G2 and θ1, θ2 are in the same AutringpRqˆAutab.gr.pGq-
orbit. Denote by ĂS2pRq the union of the singleton t‚u and the set of pairs pG, θq, where
G P G2 and θ P ĄExtZ2rC2spG,WRr28sq, thus bringing into play the quotient map

π : ĂS2pRq Ñ S2pRq.

Consider the sigma algebra generated by all subsets on ĂS2pRq, as well as on S2pRq, and
equip ĂS2pRq with the measure

rµseqppG, θqq :“ µCLpGq
#ĄExtZ2rC2spG,WRr28sq

, rµseqpt‚uq “ 0,

where µCL denotes, as usual, the Cohen–Lenstra probability measure on G2 that gives to
each abelian 2-group G weight inversely proportional to the size of the automorphism group
of G. Push forward, via π, the measure rµseq to a measure µseq on S2pRq. It is clear by
construction that rµseq and µseq are probability measures.

The heuristic assumption that we propose for the 2-part of ray class sequences of conductor
c of imaginary quadratic fields of type R is as follows.

Heuristic assumption 3.4. For any ‘reasonable’ function f : S2pRq Ñ R one has that,
as K varies among imaginary quadratic number fields of type R, the following equality of
averages takes place

lim
XÑ8

ř

´DpKqďX fpS 1
2pKqq

#t´DpKq ď Xu “
ÿ

SPS2pRq

fpSqµseqpSq.
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As a consistency check, observe that the above identity of average takes place if one chooses
as f the indicator function of t‚u: indeed, since the number of K with DpKq ď X that are
not strongly of type R is at most !c XplogXq´1{ϕpcq, we see that we obtain 0 in the left
side, while in the right side we obtain 0 by definition. Clearly one can readily formulate the
analogues of Conjectures 2.5 and 2.6. We shall instead opt to devote the rest of the section
to the analogues of Conjectures 2.8-2.10.
If α P R˚{x´1y then α2Npαq P WR, where Np¨q is the norm-function with respect to the

C2-action prescribed to R˚{x´1y: indeed both α2 and Npαq are in WR. We define the map
gR : R˚{x´1y Ñ WR given by α ÞÑ α2Npαq. With a small abuse of notation, we use the

same notation for the induced map gR : R˚{x´1y
pR˚{x´1yq2 Ñ WR{2WR and we denote by ImpgRq the

image of gR in WR{2WR.

Proposition 3.5. The image of the natural map

ĄExtZ2rC2spG,WRq Ñ HomF2rC2spGr2s,WR{2WRq
is

HomF2rC2spGr2s, ImpgRqq p“ HomF2pGr2s, ImpgRqqq.

Proof. Consider θ an embeddable sequence

0 Ñ pRq˚

x´1y r28s Ñ
Ò i1

0 Ñ WRr28s Ñ

B̃
πÑ G̃ Ñ 0

Ò i2 Ò i3
B Ñ

f
G Ñ 0

and pick b P Gr2s. By definition of embeddability there exist b in B̃` such that πpbq “ i3pbq.
On the other hand we can find x P B̃ such that πp2xq “ i3pbq. Therefore there exists

an element α P pRq˚

x´1y r28s such that bα´1 “ x2, which implies that b2Npαq´1 “ Npxq2.
Furthermore, 2x is in B, hence we have that δ2pθqpbq “ b2α´2 as an element of WR{2WR.
However note that Npxq2 P 2WR: indeed, by definition of embeddability, we can always write
x “ x´β with x´ an anti-fixed point and β P R˚

x´1y , so that Npxq2 “ Npβq2 P WR. Therefore

we find that δ2pθqpbq “ Npαqα2, i.e. δ2pθqpbq P ImpgRq.
Conversely, we prove that given a C2-map δ0 : Gr2s Ñ ImpgRq, there exists a θ P ĄExtZ2rC2s

such that δ2pθq “ δ0. Firstly observe that HomF2rC2spGr2s, ImpgRqq “ HomF2pGr2s, ImpgRqqq,
since τ clearly fixes Npαq for any α in R and α2τpα2q “ Npαq2 P 2WR, therefore τ acts triv-
ially on ImpgRq (see Lemma 3.6 for a more general fact). Thus pick δ0 P HomF2pGr2s, ImpgRqqq.
We divide the construction of θ and its embedding in four steps:
Step 1: Observe that α2Npαq “ α2

NpαqNpαq2 “ α
τpαqNpαq2. Since Npαq2 P 2WRr28s, we con-

clude that any element of ImpgRq can be represented as α
τpαq for some α P R˚

x´1yr28s.
Step 2: Write G “ xe1y ‘ . . . ‘ xejy, with the order of ei being 2mi for a positive integer mi,
for each i P t1, . . . , ju. Therefore Gr2s “ x2m1´1e1y ‘ . . .‘ x2mj´1ejy and now, use Step 1 for

each i P t1, . . . , ju to construct αi P R˚

x´1yr28s such that δ0p2mi´1eiq “ αi

τpαiq .

Step 3: Embed G in a group G̃ “ xẽ1y‘. . .‘xẽjy‘xd1y‘. . .‘xdhy, with the rules 2ẽi “ ei for
every i in t1, . . . , ju, 2ds “ 0 for every s P t1, . . . , hu and h ě rk2ppZ{cZ˚qq´1. Take an exten-
sion θ P ExtZ2pG̃, R˚

x´1yq such that for every i P t1, . . . , ju one has that δ2mi`1pθqpẽiq “ αi

τpαiq and

such that xtδ2pθqpd1q, . . . , δ2pθqpdhquy “ ImppZ{cZq˚ Ñ WR{2WRq. Call B̃ the middle term
of this extension. Pick ẽ1

1, . . . , ẽ
1
j liftings of e1, . . . , ej with the property that 2mi`1ẽ1

i “ αi

τpαiq
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which gives an embeddability diagram for the sequence

pϕ1, ϕ2qp0 Ñ WRr28s Ñ B Ñ G Ñ 0q

showing that ĄExtZ2rC2spG,WRr28sq is stable under the action of AutringpRqˆAutab.gr.pGq. �

Denote by G2 a set of representatives of isomorphism classes of finite abelian 2-groups,
viewed as C2-modules under the action of ´ Id. For an imaginary quadratic number field
K, denote by G2pKq the unique representative of 2ClpKqr28s in G2. Suppose K is strongly
of type R. Then pOK{cq˚{x´1y can be identified with R˚{x´1y via any restriction of a ring
isomorphism, that is via any element of IsomringpOK{c, Rq. Furthemore, we can identify
2ClpKqr28s and G2pKq via any element of Isomab.gr.pClpKqr28s, Gq. Therefore applying
IsomringpOK{c, Rq ˆ Isomab.gr.p2ClpKqr28s, G2pKqq to S2pKq, we obtain a unique orbit

Oc,2pKq P ĄExtZ2rC2spG2pKq,WRr28sq{pAutringpRq ˆ Autab.gr.pGqq.
For K strongly of type R we use the notation

S 1
2pKq :“ pG2pKq, Oc,2pKqq.

If K is not strongly of type R, we set S 1
2pKq to be the symbol ‚. We now proceed by offering

a heuristic model for S 1
2pKq as K varies among imaginary quadratic number fields of type R.

Let R be an unramified ring at c and denote by G2 a set of representatives of isomorphism
classes of finite abelian 2-groups, viewed as C2-modules under the action of ´ Id. Denote
by S2pRq the union of the singleton t‚u and of the set of equivalence classes of pairs pG, θq,
where G P G2, θ P ĄExtZ2rC2spG,WRr28sq and the equivalence is defined as follows: two pairs
pG1, θ1q, pG2, θ2q are identified if G1 “ G2 and θ1, θ2 are in the same AutringpRqˆAutab.gr.pGq-
orbit. Denote by ĂS2pRq the union of the singleton t‚u and the set of pairs pG, θq, where
G P G2 and θ P ĄExtZ2rC2spG,WRr28sq, thus bringing into play the quotient map

π : ĂS2pRq Ñ S2pRq.

Consider the sigma algebra generated by all subsets on ĂS2pRq, as well as on S2pRq, and
equip ĂS2pRq with the measure

rµseqppG, θqq :“ µCLpGq
#ĄExtZ2rC2spG,WRr28sq

, rµseqpt‚uq “ 0,

where µCL denotes, as usual, the Cohen–Lenstra probability measure on G2 that gives to
each abelian 2-group G weight inversely proportional to the size of the automorphism group
of G. Push forward, via π, the measure rµseq to a measure µseq on S2pRq. It is clear by
construction that rµseq and µseq are probability measures.

The heuristic assumption that we propose for the 2-part of ray class sequences of conductor
c of imaginary quadratic fields of type R is as follows.

Heuristic assumption 3.4. For any ‘reasonable’ function f : S2pRq Ñ R one has that,
as K varies among imaginary quadratic number fields of type R, the following equality of
averages takes place

lim
XÑ8

ř

´DpKqďX fpS 1
2pKqq

#t´DpKq ď Xu “
ÿ

SPS2pRq

fpSqµseqpSq.
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As a consistency check, observe that the above identity of average takes place if one chooses
as f the indicator function of t‚u: indeed, since the number of K with DpKq ď X that are
not strongly of type R is at most !c XplogXq´1{ϕpcq, we see that we obtain 0 in the left
side, while in the right side we obtain 0 by definition. Clearly one can readily formulate the
analogues of Conjectures 2.5 and 2.6. We shall instead opt to devote the rest of the section
to the analogues of Conjectures 2.8-2.10.
If α P R˚{x´1y then α2Npαq P WR, where Np¨q is the norm-function with respect to the

C2-action prescribed to R˚{x´1y: indeed both α2 and Npαq are in WR. We define the map
gR : R˚{x´1y Ñ WR given by α ÞÑ α2Npαq. With a small abuse of notation, we use the

same notation for the induced map gR : R˚{x´1y
pR˚{x´1yq2 Ñ WR{2WR and we denote by ImpgRq the

image of gR in WR{2WR.

Proposition 3.5. The image of the natural map

ĄExtZ2rC2spG,WRq Ñ HomF2rC2spGr2s,WR{2WRq
is

HomF2rC2spGr2s, ImpgRqq p“ HomF2pGr2s, ImpgRqqq.

Proof. Consider θ an embeddable sequence

0 Ñ pRq˚

x´1y r28s Ñ
Ò i1

0 Ñ WRr28s Ñ

B̃
πÑ G̃ Ñ 0

Ò i2 Ò i3
B Ñ

f
G Ñ 0

and pick b P Gr2s. By definition of embeddability there exist b in B̃` such that πpbq “ i3pbq.
On the other hand we can find x P B̃ such that πp2xq “ i3pbq. Therefore there exists

an element α P pRq˚

x´1y r28s such that bα´1 “ x2, which implies that b2Npαq´1 “ Npxq2.
Furthermore, 2x is in B, hence we have that δ2pθqpbq “ b2α´2 as an element of WR{2WR.
However note that Npxq2 P 2WR: indeed, by definition of embeddability, we can always write
x “ x´β with x´ an anti-fixed point and β P R˚

x´1y , so that Npxq2 “ Npβq2 P WR. Therefore

we find that δ2pθqpbq “ Npαqα2, i.e. δ2pθqpbq P ImpgRq.
Conversely, we prove that given a C2-map δ0 : Gr2s Ñ ImpgRq, there exists a θ P ĄExtZ2rC2s

such that δ2pθq “ δ0. Firstly observe that HomF2rC2spGr2s, ImpgRqq “ HomF2pGr2s, ImpgRqqq,
since τ clearly fixes Npαq for any α in R and α2τpα2q “ Npαq2 P 2WR, therefore τ acts triv-
ially on ImpgRq (see Lemma 3.6 for a more general fact). Thus pick δ0 P HomF2pGr2s, ImpgRqqq.
We divide the construction of θ and its embedding in four steps:
Step 1: Observe that α2Npαq “ α2

NpαqNpαq2 “ α
τpαqNpαq2. Since Npαq2 P 2WRr28s, we con-

clude that any element of ImpgRq can be represented as α
τpαq for some α P R˚

x´1yr28s.
Step 2: Write G “ xe1y ‘ . . . ‘ xejy, with the order of ei being 2mi for a positive integer mi,
for each i P t1, . . . , ju. Therefore Gr2s “ x2m1´1e1y ‘ . . .‘ x2mj´1ejy and now, use Step 1 for

each i P t1, . . . , ju to construct αi P R˚

x´1yr28s such that δ0p2mi´1eiq “ αi

τpαiq .

Step 3: Embed G in a group G̃ “ xẽ1y‘. . .‘xẽjy‘xd1y‘. . .‘xdhy, with the rules 2ẽi “ ei for
every i in t1, . . . , ju, 2ds “ 0 for every s P t1, . . . , hu and h ě rk2ppZ{cZ˚qq´1. Take an exten-
sion θ P ExtZ2pG̃, R˚

x´1yq such that for every i P t1, . . . , ju one has that δ2mi`1pθqpẽiq “ αi

τpαiq and

such that xtδ2pθqpd1q, . . . , δ2pθqpdhquy “ ImppZ{cZq˚ Ñ WR{2WRq. Call B̃ the middle term
of this extension. Pick ẽ1

1, . . . , ẽ
1
j liftings of e1, . . . , ej with the property that 2mi`1ẽ1

i “ αi

τpαiq
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for all i in t1, . . . , ju. Choose also d1
1, . . . , d

1
h liftings of d1, . . . , dh in B̃ and put 2B̃ “ B.

Observe that by construction the kernel of B Ñ G is WRr28s. This gives a commutative
diagram of Z2-modules,

0 Ñ pRq˚

x´1y r28s Ñ
Ò i1

0 Ñ WRr28s Ñ

B̃
πÑ G̃ Ñ 0

Ò i2 Ò i3
B Ñ

f
G Ñ 0.

By construction i2 and i3 are isomorphisms between the source groups and the double of the
target groups.
Step 4: Define A1 :“ xtẽ1

1, . . . , ẽ
1
jy, A2 :“ xtd1

1, . . . , d
1
huy and A :“ xA1, A2y. Consider A1 as a

C2-module with the ´Id-action and A2 with the Id-action. Observe that, by construction, the
C2-action on A1 and A2 restrict to the same C2-action on A1 X A2. Therefore the C2-action
extend to an action on A. Observe that, by construction, the C2-action on A and R˚

x´1yr28s
restricts to the same C2-action on A X R˚

x´1yr28s. It is also clear that xA, R˚

x´1yr28sy “ B̃.

Therefore one can put on B̃ a C2-action which restricted to A is ´Id and restricted to R˚

x´1y
is the usual action. This turns the above diagram into a diagram of C2-modules, and we
want to prove that the top sequence remains exact when we take p1 ` τq-torsion and when
we take p1 ´ τq-torsion. But by construction

p1 ` τqpB̃q “ p1 ` τq
´

xA1, A2, R
˚{x´1yy

¯

“ p1 ` τq
´

xA2, R
˚{x´1yy

¯

“ x2A2, p1 ` τqpR˚{x´1yqy Ď xp1 ` τqpR˚{x´1yqy
and

p1 ´ τqpπ´1pG̃r2sq “ p1 ´ τqpxA1 X kerp2πq, R˚{x´1yyq
“ x2pA1 X kerp2πqq, p1 ´ τqpR˚{x´1yqy
Ď p1 ´ τqpR˚{x´1yq,

where the last two inclusions follow from Step 3. This shows that δ0 can be realized as δ2pθq
for some θ in ĄExtZ2rC2spG,WRr28sq (i.e. 0 Ñ WRr28s Ñ B

fÑ G Ñ 0). �

If K is strongly of type R, we denote by δ2pKq the map δ2pS2pKqq. By choosing any
ring identification in IsomringpOK{c, Rq and any identification in Isomab.gr.p2ClpKq, G2pKqq
we obtain an AutringpRq-orbit of subspaces of WR{2WR. On the other hand this orbit is
composed of a single element due to the following fact:

Lemma 3.6. The action of AutringpRq on ImpgRq is trivial.

Proof. Consider the ring decomposition R “
ś

l|c R{lR. It is clear that the following holds,

AutringpRq “
ś

l|c AutringpR{lRq. On the other hand, this decomposition is compatible with

gR, i.e. gR “
ś

l|c gR{lR, where
ś

of maps is to be thought of as the map obtained by
applying the maps coordinatewise. This reduces the claim to c “ l a prime number. In that
case one has that α2τpαq2 “ Npαq2, but Npαq2 is in 2WR, therefore, modulo 2WR, one has
that α2Npαq is fixed by τ . �

Hence we see that Impδ2pKqq can be identified with a well-defined subgroup of ImpgRq. We
will keep denoting this subgroup as Impδ2pKqq. Moreover, thanks to Proposition 3.5 and the
fact that the pushforward, via an epimorphism, of the counting probability measure induces
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the counting probability measure on the target group, we readily obtain the prediction of
the distribution of the pair p#p2ClpKqqr2s, Impδ2pKqqq.

Fix a subspace Y Ď ImpgRq and a non-negative integer j.

Prediction 3.7. As K varies among imaginary quadratic number fields of type R, we have
the following equality

lim
XÑ8

#tK : ´DpKq ď X,#p2ClpKqqr2s “ 2j and Impδ2pKqq “ Y u
#tK : ´DpKq ď Xu

“ µCLpG P G2 : #Gr2s “ 2jq
#EpiF2

pFj
2, Y q

#HomF2pFj
2, ImpgRqq

.

This will be proved in Theorem 5.2, but see also Theorem 5.4 for a more explicit statement.
A crucial step is to deduce it from a statement about mixed moments. Indeed, observe that
to know the pair

p#Gr2s, Impδ : Gr2s Ñ ImpgRqqq

is equivalent to knowing for each χ in the dual group {ImpgRq, the value of

mχpδq :“ #kerpχpδqq.

For each χ P {ImpgRq, fix a non-negative integer kχ.

Notation. For any function {ImpgRq Ñ Zě0, χ ÞÑ kχ, we will use the notation

|k|1 :“
ÿ

χP {ImpgRq

kχ.

Pick a random subset of {ImpgRq by choosing each character χ independently at random
with the rule that χ is not in the set with probability 1

2kχ
and that χ is in the set with

probability 2kχ´1
2kχ

. For a subspace Y Ď {ImpgRq denote by PpkχqpY q the probability that such
a random subset generates Y . Observe that if dimpY q ą |k|1 then PpkχqpY q “ 0: indeed, in
that case we select with probability 1 less characters than dimF2pY q, so they they generate
Y with zero probability. Denote by N2pjq the number of vector subspaces of Fj

2. If j ă 0,
we shall make sense of the expression 0 ¨ N2pjq by setting it equal to 0.

The following proposition reveals the value predicted by the heuristic model for the
pkχq

χP {ImpgRq-mixed moment. In what follows we use the convention mχpδSq “ 0 if we have

S “ ‚ P S2pRq.

Proposition 3.8. One has that
ÿ

SPS2pRq

µseqpSq
ź

χP {ImpgRq

mχpδSqkχ “
ÿ

Y Ď {ImpgRq

PpkχqpY qN2p|k|1 ´ dimpY qq.

We do not spell out the proof of Proposition 3.8 because it is identical to the proof of
Proposition 4.8 which we will provide in §4.
Proposition 3.8 leads to the following prediction.
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for all i in t1, . . . , ju. Choose also d1
1, . . . , d

1
h liftings of d1, . . . , dh in B̃ and put 2B̃ “ B.

Observe that by construction the kernel of B Ñ G is WRr28s. This gives a commutative
diagram of Z2-modules,

0 Ñ pRq˚

x´1y r28s Ñ
Ò i1

0 Ñ WRr28s Ñ

B̃
πÑ G̃ Ñ 0

Ò i2 Ò i3
B Ñ

f
G Ñ 0.

By construction i2 and i3 are isomorphisms between the source groups and the double of the
target groups.
Step 4: Define A1 :“ xtẽ1

1, . . . , ẽ
1
jy, A2 :“ xtd1

1, . . . , d
1
huy and A :“ xA1, A2y. Consider A1 as a

C2-module with the ´Id-action and A2 with the Id-action. Observe that, by construction, the
C2-action on A1 and A2 restrict to the same C2-action on A1 X A2. Therefore the C2-action
extend to an action on A. Observe that, by construction, the C2-action on A and R˚

x´1yr28s
restricts to the same C2-action on A X R˚

x´1yr28s. It is also clear that xA, R˚

x´1yr28sy “ B̃.

Therefore one can put on B̃ a C2-action which restricted to A is ´Id and restricted to R˚

x´1y
is the usual action. This turns the above diagram into a diagram of C2-modules, and we
want to prove that the top sequence remains exact when we take p1 ` τq-torsion and when
we take p1 ´ τq-torsion. But by construction

p1 ` τqpB̃q “ p1 ` τq
´

xA1, A2, R
˚{x´1yy

¯

“ p1 ` τq
´

xA2, R
˚{x´1yy

¯

“ x2A2, p1 ` τqpR˚{x´1yqy Ď xp1 ` τqpR˚{x´1yqy
and

p1 ´ τqpπ´1pG̃r2sq “ p1 ´ τqpxA1 X kerp2πq, R˚{x´1yyq
“ x2pA1 X kerp2πqq, p1 ´ τqpR˚{x´1yqy
Ď p1 ´ τqpR˚{x´1yq,

where the last two inclusions follow from Step 3. This shows that δ0 can be realized as δ2pθq
for some θ in ĄExtZ2rC2spG,WRr28sq (i.e. 0 Ñ WRr28s Ñ B

fÑ G Ñ 0). �

If K is strongly of type R, we denote by δ2pKq the map δ2pS2pKqq. By choosing any
ring identification in IsomringpOK{c, Rq and any identification in Isomab.gr.p2ClpKq, G2pKqq
we obtain an AutringpRq-orbit of subspaces of WR{2WR. On the other hand this orbit is
composed of a single element due to the following fact:

Lemma 3.6. The action of AutringpRq on ImpgRq is trivial.

Proof. Consider the ring decomposition R “
ś

l|c R{lR. It is clear that the following holds,

AutringpRq “
ś

l|c AutringpR{lRq. On the other hand, this decomposition is compatible with

gR, i.e. gR “
ś

l|c gR{lR, where
ś

of maps is to be thought of as the map obtained by
applying the maps coordinatewise. This reduces the claim to c “ l a prime number. In that
case one has that α2τpαq2 “ Npαq2, but Npαq2 is in 2WR, therefore, modulo 2WR, one has
that α2Npαq is fixed by τ . �

Hence we see that Impδ2pKqq can be identified with a well-defined subgroup of ImpgRq. We
will keep denoting this subgroup as Impδ2pKqq. Moreover, thanks to Proposition 3.5 and the
fact that the pushforward, via an epimorphism, of the counting probability measure induces
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the counting probability measure on the target group, we readily obtain the prediction of
the distribution of the pair p#p2ClpKqqr2s, Impδ2pKqqq.

Fix a subspace Y Ď ImpgRq and a non-negative integer j.

Prediction 3.7. As K varies among imaginary quadratic number fields of type R, we have
the following equality

lim
XÑ8

#tK : ´DpKq ď X,#p2ClpKqqr2s “ 2j and Impδ2pKqq “ Y u
#tK : ´DpKq ď Xu

“ µCLpG P G2 : #Gr2s “ 2jq
#EpiF2

pFj
2, Y q

#HomF2pFj
2, ImpgRqq

.

This will be proved in Theorem 5.2, but see also Theorem 5.4 for a more explicit statement.
A crucial step is to deduce it from a statement about mixed moments. Indeed, observe that
to know the pair

p#Gr2s, Impδ : Gr2s Ñ ImpgRqqq

is equivalent to knowing for each χ in the dual group {ImpgRq, the value of

mχpδq :“ #kerpχpδqq.

For each χ P {ImpgRq, fix a non-negative integer kχ.

Notation. For any function {ImpgRq Ñ Zě0, χ ÞÑ kχ, we will use the notation

|k|1 :“
ÿ

χP {ImpgRq

kχ.

Pick a random subset of {ImpgRq by choosing each character χ independently at random
with the rule that χ is not in the set with probability 1

2kχ
and that χ is in the set with

probability 2kχ´1
2kχ

. For a subspace Y Ď {ImpgRq denote by PpkχqpY q the probability that such
a random subset generates Y . Observe that if dimpY q ą |k|1 then PpkχqpY q “ 0: indeed, in
that case we select with probability 1 less characters than dimF2pY q, so they they generate
Y with zero probability. Denote by N2pjq the number of vector subspaces of Fj

2. If j ă 0,
we shall make sense of the expression 0 ¨ N2pjq by setting it equal to 0.

The following proposition reveals the value predicted by the heuristic model for the
pkχq

χP {ImpgRq-mixed moment. In what follows we use the convention mχpδSq “ 0 if we have

S “ ‚ P S2pRq.

Proposition 3.8. One has that
ÿ

SPS2pRq

µseqpSq
ź

χP {ImpgRq

mχpδSqkχ “
ÿ

Y Ď {ImpgRq

PpkχqpY qN2p|k|1 ´ dimpY qq.

We do not spell out the proof of Proposition 3.8 because it is identical to the proof of
Proposition 4.8 which we will provide in §4.
Proposition 3.8 leads to the following prediction.
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Prediction 3.9. As K varies among imaginary quadratic number fields of type R, the fol-
lowing equality of averages takes place

lim
XÑ8

ř

´DpKqďX

ś

mχpδ2pKqqkχ

#tK : ´DpKq ď Xu “
ÿ

V Ď {ImpgRq

PpkχqpV qN2p|k|1 ´ dimpV qq.

A stronger statement will be proved in Theorem 5.1.
As a cruder result, one derives a prediction for the joint-distribution of the 4-ranks of the

class group and the ray class group. Let j1, j2 be two non-negative integers. Then we have
the following prediction.

Prediction 3.10. As K varies among imaginary quadratic number fields of type R, we have
the following equality

lim
XÑ8

#tK : ´DpKq ď X, rk4pClpKqq “ j1, rk4pClpK, cqq “ j2u
#tK : ´DpKq ď Xu

“ µCLpG P G2 : dimF2pGr2sq “ j1q
#tϕ P HomF2pFj1

2 , ImpgRqq : rkpϕq “ rk2pWRq ´ pj2 ´ j1qu
#HomF2pFj1

2 , ImpgRqq
.

This will be proved in Theorem 5.3, but see also Theorem 5.4 for a more explicit law.
Similarly, the heuristic of the present section can be used to conjecturally predict the distri-
bution of the pair prk2mpClpKqq, rk2mpClpK, cqqq among imaginary quadratic number fields
K with gcdpDpKq, cq “ 1. For reasons of space we do not explicitly state such a conjecture
but it is implicitly given in the present section; such a conjecture might be within reach
given the recent work of Smith [16].

4. Special divisors and 4-rank

Let D be a square-free odd positive integer. In this section we introduce the notion of
special divisors of D, which will be instrumental in our proof of Theorems 5.1, 5.2, 5.3,
and 5.4. We call a positive divisor d of D special if d is a square modulo D{d and D{d is
a square modulo d. We denote by SpDq the set of special divisors of D, and by T pDq the
set of all divisors of D. The set T pDq has naturally the structure of a vector space over F2

under the operation

d1 d d2 :“
d1d2

gcdpd1, d2q2
.

Lemma 4.1. The set SpDq is a subspace of T pDq over F2.

Proof. We need to show that if d1, d2 are special then d1 d d2 is special as well. This amount
to showing firstly that if a prime q divides D but q � d1 d d2 then d1 d d2 is a square pmod qq
and secondly that if a prime q divides d1 d d2 then D{d1 d d2 is a square pmod qq.
For the proof of the first claim, suppose that q|D but q � d1dd2. Then either gcdpd1d2, qq “

1 or q| gcdpd1, d2q. In the first case we know that, since both d1 and d2 are special, d1 and d2
are both squares pmod qq, thus showing that d1 d d2 is a square pmod qq. In the second case
we know that, since both d1 and d2 are special, D{d1 and D{d2 are both squares pmod qq.
This shows that

D

d1

D

d2
“ pd1 d d2q

˜

D
d1d2

gcdpd1,d2q

¸2
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is a square pmod qq, hence d1 d d2 is a square pmod qq.
Next, suppose that q | d1 d d2. Then, either q | d1 and q � d2, or q | d2 and q � d1: by

symmetry we are allowed to focus on the former case. Then, since both d1 and d2 are special,
we have that both D{d1 and d2 are squares pmod qq. Therefore

D

d1

1

d2
gcdpd1, d2q2 “ D

pd1 d d2q
is a square pmod qq, thus concluding our proof. �

Let n be another square-free odd positive integer with gcdpn,Dq “ 1 and consider the
group Gn :“ pZ{nZq˚{pZ{nZq˚2. One has a natural map ϕn,D : SpDq Ñ Gn by reducing
pmod nq and then modulo squares.

Lemma 4.2. The map ϕn,D is a homomorphism of F2-vector spaces.

Proof. By definition we have d1 d d2 “ d1d2
gcdpd1,d2q2 and reducing this equality pmod nq and

then modulo squares, the right side yields d1d2. Thus ϕn,Dpd1 d d2q “ ϕn,Dpd1qϕn,Dpd2q. �

Observe that SpDq always contains the subgroup t1, Du. It is then a consequence of
the work of Fouvry and Klüners [8] that SpDq{t1, Du behaves like the 2-torsion of a random
abelian 2-group, in the sense of Cohen and Lenstra. In other words, for every positive integer
j we have

lim
XÑ8

#t1 ď D ď X,D square-free : SpDq{t1, Du – Fj
2u

#t1 ď D ď X,D square-freeu “ µCLpA P G2 : Ar2s – Fj
2q,

where G2 is a set of representatives of isomorphism classes of finite abelian 2-groups. The
present section in addition to Theorems 5.6-5.7, §6 and §7 are devoted to the determination
of the distribution of the pair

p#SpDq, Impϕn,Dqq.
The general heuristic constructed in §3 specializes to a heuristic model for this pair,

thanks to the commutative diagram after Lemma 5.5. However, we choose to give here a
direct presentation of this heuristic avoiding ray class groups. Therefore the present section,
Theorems 5.6-5.7, §6 and §7 are completely self-contained.
Before proceeding we introduce a modification of ϕn,D which will be required in the ray

class group applications in §5. Denote by Ln the subgroup of Gn generated by an integer

which is a quadratic non-residue modulo every prime dividing n and write rGn :“ Gn{Ln.
Now let n1, n2 be two integers such that 2Dn1n2 is square-free and assume that D is a square
modulo n1 and generates Ln2 pmod n2q. Denote by ϕn1,n2,D the natural map

ϕn1,n2,D : SpDq{t1, Du Ñ Gn1 ˆ rGn2 .

Our goal is to understand the statistical behavior of the pair

p#SpDq, Impϕn1,n2,Dqq,
asD varies through positive square-free integers coprime to n1n2, which are squares pmod n1q
and non-squares modulo every prime dividing n2. There is an obvious guess: namely that,
once dimF2pSpDq{t1, Duq “ j is fixed, then Impϕn1,n2,Dq should distribute as the image of

a random map ϕ : Fj
2 Ñ Gn1 ˆ rGn2 . We formalize this guess in a more general heuristic

principle.
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Prediction 3.9. As K varies among imaginary quadratic number fields of type R, the fol-
lowing equality of averages takes place

lim
XÑ8

ř

´DpKqďX

ś

mχpδ2pKqqkχ

#tK : ´DpKq ď Xu “
ÿ

V Ď {ImpgRq

PpkχqpV qN2p|k|1 ´ dimpV qq.

A stronger statement will be proved in Theorem 5.1.
As a cruder result, one derives a prediction for the joint-distribution of the 4-ranks of the

class group and the ray class group. Let j1, j2 be two non-negative integers. Then we have
the following prediction.

Prediction 3.10. As K varies among imaginary quadratic number fields of type R, we have
the following equality

lim
XÑ8

#tK : ´DpKq ď X, rk4pClpKqq “ j1, rk4pClpK, cqq “ j2u
#tK : ´DpKq ď Xu

“ µCLpG P G2 : dimF2pGr2sq “ j1q
#tϕ P HomF2pFj1

2 , ImpgRqq : rkpϕq “ rk2pWRq ´ pj2 ´ j1qu
#HomF2pFj1

2 , ImpgRqq
.

This will be proved in Theorem 5.3, but see also Theorem 5.4 for a more explicit law.
Similarly, the heuristic of the present section can be used to conjecturally predict the distri-
bution of the pair prk2mpClpKqq, rk2mpClpK, cqqq among imaginary quadratic number fields
K with gcdpDpKq, cq “ 1. For reasons of space we do not explicitly state such a conjecture
but it is implicitly given in the present section; such a conjecture might be within reach
given the recent work of Smith [16].

4. Special divisors and 4-rank

Let D be a square-free odd positive integer. In this section we introduce the notion of
special divisors of D, which will be instrumental in our proof of Theorems 5.1, 5.2, 5.3,
and 5.4. We call a positive divisor d of D special if d is a square modulo D{d and D{d is
a square modulo d. We denote by SpDq the set of special divisors of D, and by T pDq the
set of all divisors of D. The set T pDq has naturally the structure of a vector space over F2

under the operation

d1 d d2 :“
d1d2

gcdpd1, d2q2
.

Lemma 4.1. The set SpDq is a subspace of T pDq over F2.

Proof. We need to show that if d1, d2 are special then d1 d d2 is special as well. This amount
to showing firstly that if a prime q divides D but q � d1 d d2 then d1 d d2 is a square pmod qq
and secondly that if a prime q divides d1 d d2 then D{d1 d d2 is a square pmod qq.
For the proof of the first claim, suppose that q|D but q � d1dd2. Then either gcdpd1d2, qq “

1 or q| gcdpd1, d2q. In the first case we know that, since both d1 and d2 are special, d1 and d2
are both squares pmod qq, thus showing that d1 d d2 is a square pmod qq. In the second case
we know that, since both d1 and d2 are special, D{d1 and D{d2 are both squares pmod qq.
This shows that

D

d1

D

d2
“ pd1 d d2q

˜

D
d1d2

gcdpd1,d2q

¸2
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is a square pmod qq, hence d1 d d2 is a square pmod qq.
Next, suppose that q | d1 d d2. Then, either q | d1 and q � d2, or q | d2 and q � d1: by

symmetry we are allowed to focus on the former case. Then, since both d1 and d2 are special,
we have that both D{d1 and d2 are squares pmod qq. Therefore

D

d1

1

d2
gcdpd1, d2q2 “ D

pd1 d d2q
is a square pmod qq, thus concluding our proof. �

Let n be another square-free odd positive integer with gcdpn,Dq “ 1 and consider the
group Gn :“ pZ{nZq˚{pZ{nZq˚2. One has a natural map ϕn,D : SpDq Ñ Gn by reducing
pmod nq and then modulo squares.

Lemma 4.2. The map ϕn,D is a homomorphism of F2-vector spaces.

Proof. By definition we have d1 d d2 “ d1d2
gcdpd1,d2q2 and reducing this equality pmod nq and

then modulo squares, the right side yields d1d2. Thus ϕn,Dpd1 d d2q “ ϕn,Dpd1qϕn,Dpd2q. �

Observe that SpDq always contains the subgroup t1, Du. It is then a consequence of
the work of Fouvry and Klüners [8] that SpDq{t1, Du behaves like the 2-torsion of a random
abelian 2-group, in the sense of Cohen and Lenstra. In other words, for every positive integer
j we have

lim
XÑ8

#t1 ď D ď X,D square-free : SpDq{t1, Du – Fj
2u

#t1 ď D ď X,D square-freeu “ µCLpA P G2 : Ar2s – Fj
2q,

where G2 is a set of representatives of isomorphism classes of finite abelian 2-groups. The
present section in addition to Theorems 5.6-5.7, §6 and §7 are devoted to the determination
of the distribution of the pair

p#SpDq, Impϕn,Dqq.
The general heuristic constructed in §3 specializes to a heuristic model for this pair,

thanks to the commutative diagram after Lemma 5.5. However, we choose to give here a
direct presentation of this heuristic avoiding ray class groups. Therefore the present section,
Theorems 5.6-5.7, §6 and §7 are completely self-contained.
Before proceeding we introduce a modification of ϕn,D which will be required in the ray

class group applications in §5. Denote by Ln the subgroup of Gn generated by an integer

which is a quadratic non-residue modulo every prime dividing n and write rGn :“ Gn{Ln.
Now let n1, n2 be two integers such that 2Dn1n2 is square-free and assume that D is a square
modulo n1 and generates Ln2 pmod n2q. Denote by ϕn1,n2,D the natural map

ϕn1,n2,D : SpDq{t1, Du Ñ Gn1 ˆ rGn2 .

Our goal is to understand the statistical behavior of the pair

p#SpDq, Impϕn1,n2,Dqq,
asD varies through positive square-free integers coprime to n1n2, which are squares pmod n1q
and non-squares modulo every prime dividing n2. There is an obvious guess: namely that,
once dimF2pSpDq{t1, Duq “ j is fixed, then Impϕn1,n2,Dq should distribute as the image of

a random map ϕ : Fj
2 Ñ Gn1 ˆ rGn2 . We formalize this guess in a more general heuristic

principle.
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Definition 4.3. Consider the set Mn1,n2 consisting of equivalence classes of pairs pA, V q,
where A is a vector space over F2 and V is a vector subspace of Gn1 ˆ rGn2 : declare
pA1, V1q, pA2, V2q identified, if A1 and A2 have the same F2-dimension and V1 “ V2. De-
note this equivalence relation by „. Each representative pair pFj

2, V q is equipped with the
following mass,

µppFj
2, V qq :“ µCLpA P G2 : Ar2s – Fj

2q
#EpiF2

pFj
2, V q

#HomF2pFj
2, Gn1 ˆ rGn2q

.

By construction, this is a probability measure on Mn1,n2 .

Now we formulate the following.

Heuristic assumption 4.4. For any ‘reasonable’ function f : Mn1,n2 Ñ R one has

lim
XÑ8

ř

DďX fppSpDq{t1, Du, Impϕn1,n2,Dqqq
ř

DďX 1
“

ÿ

TPMn1,n2

fpT qµpT q,

where in both sums D varies among square-free positive integers which are squares pmod n1q
and non-squares modulo any prime divisor of n2. Furthermore, for any positive integers a, r
with gcdpr, an1n2q “ 1 the same holds if we have the additional restriction D ” a pmod rq.

The simple case where f is the indicator function of an element pFj
2, V q P Mn1,n2 yields

the following prediction.

Prediction 4.5. We have

lim
XÑ8

#tD ď X, pSpDq{t1, Du, ϕn1,n2,Dq „ T u
#tD ď Xu “ µpT q,

where D varies among square-free positive integers which are squares pmod n1q and non-
squares modulo every prime divisor of n2.

This prediction will be confirmed in Theorem 5.7.
Despite the fact that the ‘random variable’ pSpDq, Impϕn1,n2,Dqq does not consist of two

numbers, we achieve its distribution by means of the moment-method. For this we shall
replace the pair pSpDq, Impϕn1,n2,Dqq by a higher-dimensional numerical ‘random variable’,

which we proceed to define. For each character χ in the dual of Gn1 ˆ rGn2 define

mχpDq :“ #td P SpDq : χpϕn1,n2,Dpdqq “ 1u (4.1)

and recall that Impϕn1,n2,DqK is the set of all character χ with χ ˝ ϕn1,n2,D being trivial.
Clearly for each χ P Impϕn1,n2,DqK we have mχpDq “ m1pDq “ #SpDq, while for the
remaining characters we have mχpDq “ #SpDq{2. Therefore the knowledge of the pair

p#SpDq, Impϕn1,n2,Dqq
is equivalent to the knowledge of

pmχpDqq
χP pGn1ˆx

ĂGn2

.

It will transpire that this shift in focus will be advantageous since it will allow us to study
the asymptotic behaviour of the latter vector by the method of moments.
We conclude this section by providing a prediction regarding the mixed moments of

pmχpDqq. This will be later used in the proof of Theorem 5.6.
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Notation 4.6. For any function pGn1 ˆ p

rGn2 Ñ Zě0, χ ÞÑ kχ, we will use the notation

k :“ pkχq
χP pGn1ˆx

ĂGn2

and |k|1 :“
ÿ

χP pGn1ˆx

ĂGn2

kχ.

Definition 4.7. For any subspace Y Ď pGn1 ˆ p

rGn2 , denote by PpkχqpY q the probability that

a random subset of pGn1 ˆ p

rGn2 generates Y , where the characters χ are chosen independently
and with probability 1 ´ 2´kχ .

For any pair pFj
2, Y q in Mn1,n2 , definemχppFj

2, Y qq to be 2j if χpY q “ 1, and 2j´1 otherwise.
Observe that if dimpY q ą |k|1 then PpkχqpY q “ 0. Denote by N2pjq the number of vector

subspaces of Fj
2. If j ă 0 we define N2pjq :“ 1. It is important to note that every time

N2pjq appears for some negative j then it will always appear multiplied by zero.

Proposition 4.8. One has that
ÿ

TPMn1,n2

´

ź

χP pGn1ˆx

ĂGn2

mχpT qkχ
¯

µpT q “
ÿ

WĎ pGn1ˆx

ĂGn2

PpkχqpW qN2p|k|1 ´ dimpW qq.

Proof. We want to compute
ÿ

pFj
2,δq

´

ź

χP pGn1ˆx

ĂGn2

mχppFj
2, δqqkχq

¯

µppFj
2, δqq,

where j ranges over non-negative integers, δ ranges over HompFj
2, Gn1 ˆ rGn2q and

µppFj
2, δqq “ µCLpA P G2 : #Ar2s “ 2jq

#HompFj
2, Gn1 ˆ rGn2q

.

Therefore the sum becomes

ÿ

V Ď pGn1ˆx

ĂGn2

ÿ

jě0

2j|k|1

2
ř

χRV kχ

#EpipFj
2, V

Kq
#HompFj

2, Gn1 ˆ rGn2q
µCLpA P G2 : #Ar2s “ 2jq.

We assume familiarity of the reader with Möbius inversion in posets, see [17, Chapter 3],
for example. Writing EpipFj

2, V
Kq via inclusion-exclusion on the poset of vector subspaces of

Gn1 ˆ rGn2 and exchanging the order of summation we obtain

ÿ

WĂ pGn1ˆx

ĂGn2

´

ÿ

V ĂW

µpV,W q
2

ř

χRV kχ

¯´

ÿ

GPG2

#Gr2s|k|1´dimpW qµCLpGq
¯

.

By applying Möbius inversion with respect to the poset of vector subspaces, to the obvious
relation

2´
ř

χRW kχ “ PpkχqpV Ď W q “
ÿ

V ĂW

PpkχqpV q

we obtain

PpkχqpW q “
ÿ

V ĂW

µpV,W q
2

ř

χRV kχ
.
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Definition 4.3. Consider the set Mn1,n2 consisting of equivalence classes of pairs pA, V q,
where A is a vector space over F2 and V is a vector subspace of Gn1 ˆ rGn2 : declare
pA1, V1q, pA2, V2q identified, if A1 and A2 have the same F2-dimension and V1 “ V2. De-
note this equivalence relation by „. Each representative pair pFj

2, V q is equipped with the
following mass,

µppFj
2, V qq :“ µCLpA P G2 : Ar2s – Fj

2q
#EpiF2

pFj
2, V q

#HomF2pFj
2, Gn1 ˆ rGn2q

.

By construction, this is a probability measure on Mn1,n2 .

Now we formulate the following.

Heuristic assumption 4.4. For any ‘reasonable’ function f : Mn1,n2 Ñ R one has

lim
XÑ8

ř

DďX fppSpDq{t1, Du, Impϕn1,n2,Dqqq
ř

DďX 1
“

ÿ

TPMn1,n2

fpT qµpT q,

where in both sums D varies among square-free positive integers which are squares pmod n1q
and non-squares modulo any prime divisor of n2. Furthermore, for any positive integers a, r
with gcdpr, an1n2q “ 1 the same holds if we have the additional restriction D ” a pmod rq.

The simple case where f is the indicator function of an element pFj
2, V q P Mn1,n2 yields

the following prediction.

Prediction 4.5. We have

lim
XÑ8

#tD ď X, pSpDq{t1, Du, ϕn1,n2,Dq „ T u
#tD ď Xu “ µpT q,

where D varies among square-free positive integers which are squares pmod n1q and non-
squares modulo every prime divisor of n2.

This prediction will be confirmed in Theorem 5.7.
Despite the fact that the ‘random variable’ pSpDq, Impϕn1,n2,Dqq does not consist of two

numbers, we achieve its distribution by means of the moment-method. For this we shall
replace the pair pSpDq, Impϕn1,n2,Dqq by a higher-dimensional numerical ‘random variable’,

which we proceed to define. For each character χ in the dual of Gn1 ˆ rGn2 define

mχpDq :“ #td P SpDq : χpϕn1,n2,Dpdqq “ 1u (4.1)

and recall that Impϕn1,n2,DqK is the set of all character χ with χ ˝ ϕn1,n2,D being trivial.
Clearly for each χ P Impϕn1,n2,DqK we have mχpDq “ m1pDq “ #SpDq, while for the
remaining characters we have mχpDq “ #SpDq{2. Therefore the knowledge of the pair

p#SpDq, Impϕn1,n2,Dqq
is equivalent to the knowledge of

pmχpDqq
χP pGn1ˆx

ĂGn2

.

It will transpire that this shift in focus will be advantageous since it will allow us to study
the asymptotic behaviour of the latter vector by the method of moments.
We conclude this section by providing a prediction regarding the mixed moments of

pmχpDqq. This will be later used in the proof of Theorem 5.6.
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Notation 4.6. For any function pGn1 ˆ p

rGn2 Ñ Zě0, χ ÞÑ kχ, we will use the notation

k :“ pkχq
χP pGn1ˆx

ĂGn2

and |k|1 :“
ÿ

χP pGn1ˆx

ĂGn2

kχ.

Definition 4.7. For any subspace Y Ď pGn1 ˆ p

rGn2 , denote by PpkχqpY q the probability that

a random subset of pGn1 ˆ p

rGn2 generates Y , where the characters χ are chosen independently
and with probability 1 ´ 2´kχ .

For any pair pFj
2, Y q in Mn1,n2 , definemχppFj

2, Y qq to be 2j if χpY q “ 1, and 2j´1 otherwise.
Observe that if dimpY q ą |k|1 then PpkχqpY q “ 0. Denote by N2pjq the number of vector

subspaces of Fj
2. If j ă 0 we define N2pjq :“ 1. It is important to note that every time

N2pjq appears for some negative j then it will always appear multiplied by zero.

Proposition 4.8. One has that
ÿ

TPMn1,n2

´

ź

χP pGn1ˆx

ĂGn2

mχpT qkχ
¯

µpT q “
ÿ

WĎ pGn1ˆx

ĂGn2

PpkχqpW qN2p|k|1 ´ dimpW qq.

Proof. We want to compute
ÿ

pFj
2,δq

´

ź

χP pGn1ˆx

ĂGn2

mχppFj
2, δqqkχq

¯

µppFj
2, δqq,

where j ranges over non-negative integers, δ ranges over HompFj
2, Gn1 ˆ rGn2q and

µppFj
2, δqq “ µCLpA P G2 : #Ar2s “ 2jq

#HompFj
2, Gn1 ˆ rGn2q

.

Therefore the sum becomes

ÿ

V Ď pGn1ˆx

ĂGn2

ÿ

jě0

2j|k|1

2
ř

χRV kχ

#EpipFj
2, V

Kq
#HompFj

2, Gn1 ˆ rGn2q
µCLpA P G2 : #Ar2s “ 2jq.

We assume familiarity of the reader with Möbius inversion in posets, see [17, Chapter 3],
for example. Writing EpipFj

2, V
Kq via inclusion-exclusion on the poset of vector subspaces of

Gn1 ˆ rGn2 and exchanging the order of summation we obtain

ÿ

WĂ pGn1ˆx

ĂGn2

´

ÿ

V ĂW

µpV,W q
2

ř

χRV kχ

¯´

ÿ

GPG2

#Gr2s|k|1´dimpW qµCLpGq
¯

.

By applying Möbius inversion with respect to the poset of vector subspaces, to the obvious
relation

2´
ř

χRW kχ “ PpkχqpV Ď W q “
ÿ

V ĂW

PpkχqpV q

we obtain

PpkχqpW q “
ÿ

V ĂW

µpV,W q
2

ř

χRV kχ
.
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On the other hand, one has that whenever |k|1 ´ dimpW q ě 0, then
ÿ

GPG2

#Gr2s|k|1´dimpW qµCLpGq “ N2p|k|1 ´ dimpW qq.

Instead, when |k|1 ´ dimpW q ă 0, we have that PpkχqpW q “ 0. In conclusion we get that the
total sum equals

ÿ

WĎ pGn1ˆx

ĂGn2

PpkχqpW qN2p|k|1 ´ dimpW qq. �

Choosing fpT q “
ś

χP pGn1ˆx

ĂGn2

mχpT qkχ in Heuristic assumption 4.4 suggests the following

prediction by means of Proposition 4.8.

Prediction 4.9. We have

lim
XÑ8

ř

DďX

ś

χP pGn1ˆx

ĂGn2

mχpDqkχ
ř

DďX 1
“ 2|k|1

ÿ

WĎ pGn1ˆx

ĂGn2

PpkχqpW qN2p|k|1 ´ dimpW qq,

where in both sums D varies among square-free positive integers which are squares pmod n1q
and non-squares modulo every prime divisors of n2.

A version of Prediction 4.9 with an explicit error term is proved in Theorem 5.6. This
prediction has a noteworthy feature: it realizes the pkχq-mixed moments of pmχpDqq as an

average over all subspaces of pGn1 ˆ p

rGn2 of ordinary moments of #SpDq and in doing so, it
suggests the first step of the proof of Theorem 5.6, see (6.2).

5. Main theorems on the 2-part of ray class sequences

Throughout the section we keep the notation used in §3. We begin by stating Theo-
rems 5.1,5.2 and 5.3 that corroborate Predictions 3.7,3.9 and 3.10 when DpKq ” 1 pmod 4q.
We restrict our attention to the cases with DpKq ” 1 pmod 4q only for the sake of brevity, the
remaining case being amenable to a similar analysis. Our main task in this section will then
be to reduce Theorems 5.1, 5.2, 5.3 and 5.4 that are about ray class groups to Theorems 5.6
and 5.7 which regard only special divisors.

Theorem 5.1. For any β P R satisfying 0 ă β ă mint2´|k|1 , ϕpcq´1u we have
ř

´DpKqďX

ś

χP pGn1ˆx

ĂGn2

mχpδ2pKqqkχ
ř

´DpKqďX 1
“

ÿ

V Ď {ImpgRq

PpkχqpV qN2p|k|1 ´ dimpV qq ` OpplogXq´βq,

where in both sums K varies among imaginary quadratic number fields of type R, having
DpKq ” 1 pmod 4q and the implied constant depends at most on c and pkχqχ.
Theorem 5.2. We have

lim
XÑ8

#tK : ´DpKq ď X,#p2ClpKqqr2s “ 2j and Impδ2pKqq “ Y u
#tK : ´DpKq ď Xu

“µCLpG P G2 : #Gr2s “ 2jq
#EpiF2

pFj
2, Y q

#HomF2pFj
2, ImpgRqq

,

where K varies among imaginary quadratic number fields with DpKq ” 1 pmod 4q and of
type R.
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Recall the definition of WR in (3.1) and the definition of the map gR before the statement
of Proposition 3.5.

Theorem 5.3. We have

lim
XÑ8

#tK : ´DpKq ď X, rk4pClpKqq “ j1, rk4pClpK, cqq “ j2u
#tK : ´DpKq ď Xu

“µCLpG P G2 : dimF2pGr2sq “ j1q
#tϕ P HomF2pFj1

2 , ImpgRqq : rkpϕq “ rk2pWRq ´ pj2 ´ j1qu
#HomF2pFj1

2 , ImpgRqq
,

where K varies among imaginary quadratic number fields with DpKq ” 1 pmod 4q and of
type R.

We will prove a stronger version of Theorems 5.1, 5.2 and 5.3. Namely, the fact that we
deal with progressions a pmod qq in Theorems 5.6 and 5.7 yields results analogous to the ones
in Theorems 5.1, 5.2 and 5.3 when one imposes finitely many unramified local conditions
at primes independent of c on the discriminants DpKq. This supports the point of view
in Wood’s recent work [20] that local conditions on the quadratic field do not affect the
distribution of class groups, with the obvious modification that for ray class groups such
conditions must be taken independently of the primes dividing c.
We proceed to restate Theorem 5.3 in a more explicit way. Recalling that c is square-free

we let n1pRq be the product of the prime divisors of c which are either 3 pmod 4q and inert
in R, or 1 pmod 4q and split. Furthermore, let n2pRq be the product of the prime divisors of
c that are 3 pmod 4q and split in R. Recall that

η8p2q
ηj1p2q22j21

“ µCLpG P G2 : dimF2pGr2sq “ j1q.

Theorem 5.4. We have

lim
XÑ8

#tK : ´DpKq ď X, rk4pClpKqq “ j1, rk4pClpK, cqq “ j2u
#tK : ´DpKq ď Xu

“ η8p2q
ηj1p2q22j21

#tϕ P HomF2pFj1
2 , Gn1pRq ˆ rGn2pRqq : rkpϕq “ rk2pWRq ´ pj2 ´ j1qu
#HomF2pFj1

2 , Gn1pRq ˆ Gn2pRqq
,

where K varies among imaginary quadratic number fields with DpKq ” 1 pmod 4q and of
type R.

The congruence conditions pmod 4q related to the definition of n1pRq and n2pRq in The-
orem 5.4 are analogous to the congruences pmod 3q for the primes l appearing in the first
part of Varma’s Theorem 2.13.
Our next goal is to realise the δ2-map

δ2pQp
?

´Dqq : p2ClpQp
?

´Dqqqr2s Ñ ImpgRq

with the map on special divisors introduced in §4,

ϕn1pRq,n2pRq,D :
SpDq
t1, Du Ñ Gn1pRq ˆ rGn2pRq.
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On the other hand, one has that whenever |k|1 ´ dimpW q ě 0, then
ÿ

GPG2

#Gr2s|k|1´dimpW qµCLpGq “ N2p|k|1 ´ dimpW qq.

Instead, when |k|1 ´ dimpW q ă 0, we have that PpkχqpW q “ 0. In conclusion we get that the
total sum equals

ÿ

WĎ pGn1ˆx

ĂGn2

PpkχqpW qN2p|k|1 ´ dimpW qq. �

Choosing fpT q “
ś

χP pGn1ˆx

ĂGn2

mχpT qkχ in Heuristic assumption 4.4 suggests the following

prediction by means of Proposition 4.8.

Prediction 4.9. We have

lim
XÑ8

ř

DďX

ś

χP pGn1ˆx

ĂGn2

mχpDqkχ
ř

DďX 1
“ 2|k|1

ÿ

WĎ pGn1ˆx

ĂGn2

PpkχqpW qN2p|k|1 ´ dimpW qq,

where in both sums D varies among square-free positive integers which are squares pmod n1q
and non-squares modulo every prime divisors of n2.

A version of Prediction 4.9 with an explicit error term is proved in Theorem 5.6. This
prediction has a noteworthy feature: it realizes the pkχq-mixed moments of pmχpDqq as an

average over all subspaces of pGn1 ˆ p

rGn2 of ordinary moments of #SpDq and in doing so, it
suggests the first step of the proof of Theorem 5.6, see (6.2).

5. Main theorems on the 2-part of ray class sequences

Throughout the section we keep the notation used in §3. We begin by stating Theo-
rems 5.1,5.2 and 5.3 that corroborate Predictions 3.7,3.9 and 3.10 when DpKq ” 1 pmod 4q.
We restrict our attention to the cases with DpKq ” 1 pmod 4q only for the sake of brevity, the
remaining case being amenable to a similar analysis. Our main task in this section will then
be to reduce Theorems 5.1, 5.2, 5.3 and 5.4 that are about ray class groups to Theorems 5.6
and 5.7 which regard only special divisors.

Theorem 5.1. For any β P R satisfying 0 ă β ă mint2´|k|1 , ϕpcq´1u we have
ř

´DpKqďX

ś

χP pGn1ˆx

ĂGn2

mχpδ2pKqqkχ
ř

´DpKqďX 1
“

ÿ

V Ď {ImpgRq

PpkχqpV qN2p|k|1 ´ dimpV qq ` OpplogXq´βq,

where in both sums K varies among imaginary quadratic number fields of type R, having
DpKq ” 1 pmod 4q and the implied constant depends at most on c and pkχqχ.
Theorem 5.2. We have

lim
XÑ8

#tK : ´DpKq ď X,#p2ClpKqqr2s “ 2j and Impδ2pKqq “ Y u
#tK : ´DpKq ď Xu

“µCLpG P G2 : #Gr2s “ 2jq
#EpiF2

pFj
2, Y q

#HomF2pFj
2, ImpgRqq

,

where K varies among imaginary quadratic number fields with DpKq ” 1 pmod 4q and of
type R.
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Recall the definition of WR in (3.1) and the definition of the map gR before the statement
of Proposition 3.5.

Theorem 5.3. We have

lim
XÑ8

#tK : ´DpKq ď X, rk4pClpKqq “ j1, rk4pClpK, cqq “ j2u
#tK : ´DpKq ď Xu

“µCLpG P G2 : dimF2pGr2sq “ j1q
#tϕ P HomF2pFj1

2 , ImpgRqq : rkpϕq “ rk2pWRq ´ pj2 ´ j1qu
#HomF2pFj1

2 , ImpgRqq
,

where K varies among imaginary quadratic number fields with DpKq ” 1 pmod 4q and of
type R.

We will prove a stronger version of Theorems 5.1, 5.2 and 5.3. Namely, the fact that we
deal with progressions a pmod qq in Theorems 5.6 and 5.7 yields results analogous to the ones
in Theorems 5.1, 5.2 and 5.3 when one imposes finitely many unramified local conditions
at primes independent of c on the discriminants DpKq. This supports the point of view
in Wood’s recent work [20] that local conditions on the quadratic field do not affect the
distribution of class groups, with the obvious modification that for ray class groups such
conditions must be taken independently of the primes dividing c.
We proceed to restate Theorem 5.3 in a more explicit way. Recalling that c is square-free

we let n1pRq be the product of the prime divisors of c which are either 3 pmod 4q and inert
in R, or 1 pmod 4q and split. Furthermore, let n2pRq be the product of the prime divisors of
c that are 3 pmod 4q and split in R. Recall that

η8p2q
ηj1p2q22j21

“ µCLpG P G2 : dimF2pGr2sq “ j1q.

Theorem 5.4. We have

lim
XÑ8

#tK : ´DpKq ď X, rk4pClpKqq “ j1, rk4pClpK, cqq “ j2u
#tK : ´DpKq ď Xu

“ η8p2q
ηj1p2q22j21

#tϕ P HomF2pFj1
2 , Gn1pRq ˆ rGn2pRqq : rkpϕq “ rk2pWRq ´ pj2 ´ j1qu
#HomF2pFj1

2 , Gn1pRq ˆ Gn2pRqq
,

where K varies among imaginary quadratic number fields with DpKq ” 1 pmod 4q and of
type R.

The congruence conditions pmod 4q related to the definition of n1pRq and n2pRq in The-
orem 5.4 are analogous to the congruences pmod 3q for the primes l appearing in the first
part of Varma’s Theorem 2.13.
Our next goal is to realise the δ2-map

δ2pQp
?

´Dqq : p2ClpQp
?

´Dqqqr2s Ñ ImpgRq

with the map on special divisors introduced in §4,

ϕn1pRq,n2pRq,D :
SpDq
t1, Du Ñ Gn1pRq ˆ rGn2pRq.
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5.1. Realizing δ2pQp
?

´Dqq as ϕn1pRq,n2pRq,D. Let D be a square-free positive integer with
D ” 3 pmod 4q. and denote its its prime factorization by D “ p1 ¨ ¨ ¨ pj. Let p1, . . . , pj be
the corresponding prime ideals in Qp

?
´Dq, i.e. p2i “ ppiq). Recall that ClpQp

?
´Dqqr2s is

generated by p1, . . . , pj subject only to the relation p1 ¨ ¨ ¨ pj “ p
?

´Dq. For any b positive
divisor of D, denote by b the ideal of Qp

?
´Dq with b2 “ pbq. Let us now recall from [8,

Lem.16] that given a positive divisor b of D, we have b P 2ClpQp
?

´Dq if and only if
b P SpDq. The assignment b ÞÑ b gives an isomorphism

p2ClpQp
?

´Dqqqr2s – SpDq{t1, Du.
Indeed, from the proof of [8, Lem.16], we know that b P SpDq if and only if there exists a
primitive element (i.e. not divisible by any m P Zě2) α P OQp

?
´Dq and w P Z‰0 such that

bw2 “ NQp
?

´Dq{Qpαq. (5.1)

In that case the factorization of pαq gives an integral ideal hpbq such that pαq “ hpbq2b.
We rewrite this as bpα{bq “ hpbq2 and observe that this shows in particular that b P
2ClpQp

?
´Dqq.

By weak approximation for conics, one has that such an α can be found with pα, cq “ 1, i.e.
a primitive point on (5.1) such that gcdpw, cq “ 1. Therefore both pαq, hpbq are coprime to
pcq. Therefore the fractional ideal bpα

b
q can be employed as a lifting of b to 2ClpQp

?
´Dq, cq.

Therefore the definition of the δ2-map gives us that

δ2pQp
?

´Dqqpbq “ b
α2

b2
.

However squares of integers in WR{2WR give rise to the trivial element, therefore by (5.1)
we obtain that δpbq “ gRpαq Recalling that Np¨q is the norm-function with respect to the
C2-action prescribed to R˚{x´1y we see that gRpαq “ α2Npαq. Next, we provide a more
concrete description of ImpgRq. The proof of the following result is straightforward and
therefore omitted.

Lemma 5.5. There is an isomorphism ϕR : ImpgRq Ñ Gn1pRq ˆ Gn2pRq such that

ϕRpgRpxqq “ Npxq
for every x P R˚

x´1yr28s.

Since Npαq “ bw2 and w2 is trivial in WR{2WR, we get a commutative diagram

p2ClpQp
?

´Dqqr2s δÑ ImpgRq
Ó Ó ϕR

SpDq
t1,Du Ñ

ϕn1,n2,D

Gn1pRq ˆ rGn2pRq

where the vertical rows are isomorphisms. This gives us precisely the realization of the
δ2-map in terms of special divisors that we were looking for.

5.2. Reduction to special divisors. Our next result holds for integers a, q, n1, n2 satisfy-
ing

4n1n2 divides q, a ” 3 pmod 4q , gcdpa, qq “ 1, (5.2)

a is a square pmod n1q (5.3)

and
p prime, p | n2 ñ a is a non-square pmod pq . (5.4)
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Theorem 5.6. Let a, q, n1, n2 be positive integers satisfying (5.2), (5.3) and (5.4). Then for
every δ P p0, 2´|k|1q we have

ř

DďX

ś

χP pGn1ˆx

ĂGn2

mχpDqkχ
ř

DďX 1
´ 2|k|1

´

ÿ

WĎ pGn1ˆx

ĂGn2

PpkχqpW qN2p|k|1 ´ dimpW qq
¯

! plogXq´δ,

where in both sums D varies among square-free positive integers which are congruent to
a pmod qq and the implied constant depends at most on a, q, n1, n2, δ and pkχqχ.

This proves Prediction 4.9 with an explicit error term.
Recall Definition 4.3. We shall use Theorem 5.6 in §7 to deduce the following.

Theorem 5.7. Let a, q, n1, n2 be positive integers satisfying (5.2), (5.3) and (5.4). Then

lim
XÑ8

#tD ď X, pSpDq{t1, Du, ϕn1,n2,Dq „ T u
#tD ď Xu “ µpT q,

where D varies among positive square-free integers satisfying D ” a pmod qq.

This confirms the Prediction 4.5.
We are finally in place to explain why Theorems 5.6 and 5.7 imply Theorems 5.1, 5.2,

5.3 and 5.4. Owing to the final diagram of the previous subsection, we have the following
implications. Theorems 5.2, 5.3 and 5.4 follow immediately from Theorem 5.7 because the
family of fields K that are strongly of type R has zero proportion.
To deduce Theorem 5.1 from Theorem 5.6 recall the definition of EpXq given prior to (3.2)

and that mχpδ2pKqq coincides with mχp´DpKqq if DpKq R EpXq and that it vanishes oth-
erwise. We thus obtain

ÿ

´DpKqďX

ź

χP pGn1ˆx

ĂGn2

mχpδ2pKqqkχ ´
ÿ

DďX

ź

χP pGn1ˆx

ĂGn2

mχpDqkχ “ ´
ÿ

DPEpXq

ź

χP pGn1ˆx

ĂGn2

mχpDqkχ .

(5.5)
Fixing any γ P p0, 1{ϕpcqq we can pick a positive integer p1 which satisfies γϕpcq ă 1´1{p1 ă 1
and define q1 via 1{p1 ` 1{q1 “ 1. Using Hölder’s inequality we see that the quantity in (5.5)
has modulus

ÿ

DPEpXq

ź

χP pGn1ˆx

ĂGn2

mχpDqkχ “
ÿ

DďX

1EpXqpDq
´

ź

χP pGn1ˆx

ĂGn2

mχpDqkχ
¯

ď
´

ÿ

DďX

1EpXqpDqq1
¯1{q1´

ÿ

DďX

ź

χP pGn1ˆx

ĂGn2

mχpDqp1kχ
¯1{p1

“ EpXq1{q1
´

ÿ

DďX

ź

χP pGn1ˆx

ĂGn2

mχpDqp1kχ
¯1{p1

.

Observe that the obvious bound mχpDq ď #SpDq shows that the second sum is

ď
ÿ

DďX

#SpDqp1|k|1
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5.1. Realizing δ2pQp
?

´Dqq as ϕn1pRq,n2pRq,D. Let D be a square-free positive integer with
D ” 3 pmod 4q. and denote its its prime factorization by D “ p1 ¨ ¨ ¨ pj. Let p1, . . . , pj be
the corresponding prime ideals in Qp

?
´Dq, i.e. p2i “ ppiq). Recall that ClpQp

?
´Dqqr2s is

generated by p1, . . . , pj subject only to the relation p1 ¨ ¨ ¨ pj “ p
?

´Dq. For any b positive
divisor of D, denote by b the ideal of Qp

?
´Dq with b2 “ pbq. Let us now recall from [8,

Lem.16] that given a positive divisor b of D, we have b P 2ClpQp
?

´Dq if and only if
b P SpDq. The assignment b ÞÑ b gives an isomorphism

p2ClpQp
?

´Dqqqr2s – SpDq{t1, Du.
Indeed, from the proof of [8, Lem.16], we know that b P SpDq if and only if there exists a
primitive element (i.e. not divisible by any m P Zě2) α P OQp

?
´Dq and w P Z‰0 such that

bw2 “ NQp
?

´Dq{Qpαq. (5.1)

In that case the factorization of pαq gives an integral ideal hpbq such that pαq “ hpbq2b.
We rewrite this as bpα{bq “ hpbq2 and observe that this shows in particular that b P
2ClpQp

?
´Dqq.

By weak approximation for conics, one has that such an α can be found with pα, cq “ 1, i.e.
a primitive point on (5.1) such that gcdpw, cq “ 1. Therefore both pαq, hpbq are coprime to
pcq. Therefore the fractional ideal bpα

b
q can be employed as a lifting of b to 2ClpQp

?
´Dq, cq.

Therefore the definition of the δ2-map gives us that

δ2pQp
?

´Dqqpbq “ b
α2

b2
.

However squares of integers in WR{2WR give rise to the trivial element, therefore by (5.1)
we obtain that δpbq “ gRpαq Recalling that Np¨q is the norm-function with respect to the
C2-action prescribed to R˚{x´1y we see that gRpαq “ α2Npαq. Next, we provide a more
concrete description of ImpgRq. The proof of the following result is straightforward and
therefore omitted.

Lemma 5.5. There is an isomorphism ϕR : ImpgRq Ñ Gn1pRq ˆ Gn2pRq such that

ϕRpgRpxqq “ Npxq
for every x P R˚

x´1yr28s.

Since Npαq “ bw2 and w2 is trivial in WR{2WR, we get a commutative diagram

p2ClpQp
?

´Dqqr2s δÑ ImpgRq
Ó Ó ϕR

SpDq
t1,Du Ñ

ϕn1,n2,D

Gn1pRq ˆ rGn2pRq

where the vertical rows are isomorphisms. This gives us precisely the realization of the
δ2-map in terms of special divisors that we were looking for.

5.2. Reduction to special divisors. Our next result holds for integers a, q, n1, n2 satisfy-
ing

4n1n2 divides q, a ” 3 pmod 4q , gcdpa, qq “ 1, (5.2)

a is a square pmod n1q (5.3)

and
p prime, p | n2 ñ a is a non-square pmod pq . (5.4)
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Theorem 5.6. Let a, q, n1, n2 be positive integers satisfying (5.2), (5.3) and (5.4). Then for
every δ P p0, 2´|k|1q we have

ř

DďX

ś

χP pGn1ˆx

ĂGn2

mχpDqkχ
ř

DďX 1
´ 2|k|1

´

ÿ

WĎ pGn1ˆx

ĂGn2

PpkχqpW qN2p|k|1 ´ dimpW qq
¯

! plogXq´δ,

where in both sums D varies among square-free positive integers which are congruent to
a pmod qq and the implied constant depends at most on a, q, n1, n2, δ and pkχqχ.

This proves Prediction 4.9 with an explicit error term.
Recall Definition 4.3. We shall use Theorem 5.6 in §7 to deduce the following.

Theorem 5.7. Let a, q, n1, n2 be positive integers satisfying (5.2), (5.3) and (5.4). Then

lim
XÑ8

#tD ď X, pSpDq{t1, Du, ϕn1,n2,Dq „ T u
#tD ď Xu “ µpT q,

where D varies among positive square-free integers satisfying D ” a pmod qq.

This confirms the Prediction 4.5.
We are finally in place to explain why Theorems 5.6 and 5.7 imply Theorems 5.1, 5.2,

5.3 and 5.4. Owing to the final diagram of the previous subsection, we have the following
implications. Theorems 5.2, 5.3 and 5.4 follow immediately from Theorem 5.7 because the
family of fields K that are strongly of type R has zero proportion.
To deduce Theorem 5.1 from Theorem 5.6 recall the definition of EpXq given prior to (3.2)

and that mχpδ2pKqq coincides with mχp´DpKqq if DpKq R EpXq and that it vanishes oth-
erwise. We thus obtain

ÿ

´DpKqďX

ź

χP pGn1ˆx

ĂGn2

mχpδ2pKqqkχ ´
ÿ

DďX

ź

χP pGn1ˆx

ĂGn2

mχpDqkχ “ ´
ÿ

DPEpXq

ź

χP pGn1ˆx

ĂGn2

mχpDqkχ .

(5.5)
Fixing any γ P p0, 1{ϕpcqq we can pick a positive integer p1 which satisfies γϕpcq ă 1´1{p1 ă 1
and define q1 via 1{p1 ` 1{q1 “ 1. Using Hölder’s inequality we see that the quantity in (5.5)
has modulus

ÿ

DPEpXq

ź

χP pGn1ˆx

ĂGn2

mχpDqkχ “
ÿ

DďX

1EpXqpDq
´

ź

χP pGn1ˆx

ĂGn2

mχpDqkχ
¯

ď
´

ÿ

DďX

1EpXqpDqq1
¯1{q1´

ÿ

DďX

ź

χP pGn1ˆx

ĂGn2

mχpDqp1kχ
¯1{p1

“ EpXq1{q1
´

ÿ

DďX

ź

χP pGn1ˆx

ĂGn2

mχpDqp1kχ
¯1{p1

.

Observe that the obvious bound mχpDq ď #SpDq shows that the second sum is

ď
ÿ

DďX

#SpDqp1|k|1
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hence by [8, Th.9] it is Op1,kpXq. Using (3.2) we conclude that the quantity in (5.5) is

!
´ X

plogXq1{ϕpcq

¯1{q1

X1{p1 “ X

plogXq1{pq1ϕpcqq ! X

plogXqγ ,

This concludes our argument that shows that Theorem 5.6 implies Theorem 5.1.

6. Main theorems on special divisors

This section is devoted to the proof of Theorem 5.6.

6.1. Pre-indexing trick. In the present subsection we reduce Theorem 5.6 into a statement
that can be proved with the method of Fouvry and Klüners. Recall the definition of the set

of special divisors SpDq given in the beginning of §4. For a character χ P pGn1 ˆ p

rGn2 we bring
into play the sum

AχpDq :“
ÿ

a1b1“D

χpa1q
´

ÿ

c1|b1

´a1

c1

¯¯´

ÿ

d1|a1

´ b1

d1

¯¯

(6.1)

and let ApDq :“ A1pDq. By definition (4.1) we see that mχpDq is the cardinality of elements
a1 P SpDq such that χpa1q “ 1. Detecting the latter condition via p1 ` χpa1qq{2 we obtain

mχpDq “ 2´ωpDq pApDq ` AχpDqq
2

.

Recalling Notation 4.6 we obtain

ź

χP pGn1ˆx

ĂGn2

mχpDqkχ “ 2´|k|1ωpDq

ś

χP pGn1ˆx

ĂGn2

pApDq ` AχpDqqkχ

2|k|1
. (6.2)

Letting |piχq|1 be the �1-norm of the vector piχqχ we see that the right side equals

2´|k|1ωpDq
ÿ

piχqχ
0ďiχďkχ

λpiχq

2|k|1
ApDq|k|1´|piχq|1

ź

χP pGn1ˆx

ĂGn2

AχpDqiχ

for some integers λpiχq. To each vector piχq we attach the space

Ypiχq :“ xtχ : iχ ‰ 0uy Ď pGn1 ˆ p

rGn2

and recalling Definition 4.7 we see that for a fixed subspace Y Ď pGn1 ˆ p

rGn2 we have
ÿ

piχq:Ypiχq“Y

0ďiχďkχ

λpiχq

2|k|1
“ PpkχqpY q.

Hence Theorem 5.6 would follow from proving that for any ε ą 0, any integers a, q, n1, n2

satisfying (5.2), (5.3) and (5.4), any B Ď pGn1 ˆ p

rGn2 ´ t1u and any choice of a function
i : B Ñ Zą0 with iχ ď kχ, one has that

ÿ

DďX

2´|k|1ωpDqApDq|k|1´
ř

χPB iχ
ź

χPB
AχpDqiχ

“2|k|1N2p|k|1 ´ dimpYpiχqqq
´

ÿ

DďX

1
¯

` OpXplogXqε´2´|k|1 q,
(6.3)
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where in both sums D varies among positive square-free integers which are congruent to
a pmod qq. Here N2phq denotes as usual the number of vector subspaces of Fh

2 . To prove (6.3)
we will use the approach in the proof of [8, Th.6]. In the present notation their result
corresponds to the case B “ ∅ in (6.3).

6.2. Indexing trick. We begin by performing the following change of variables in (6.1),

a1 “ D10D11, b
1 “ D00D01, c

1 “ D00, d
1 “ D11.

Letting Φ1pu,vq :“ pu1 ` v1qpu1 ` v2q and Ψpuq :“ u1 we can thus conclude that

AχpDq “
ÿ

D“D10D11D00D01

ź

pu,vqPpF2
2q2

´Du

Dv

¯Φ1pu,vq ź

uPF2
2

χpDuqΨpuq.

Next, if xBy is not the zero subspace we choose a basis T Ă B of xBy. Now suppose we
choose in each factor of

ApDq|k|1´
ř

χPB iχ
ź

χPB
AχpDqiχ

a decomposition of D as follows,

D “
ź

up1qPF2
2

D
p1q
up1q “ . . . “

ź

up|k|1qPF2
2

D
p|k|1q
u|k|1 .

We change variables and write Dup1q,...,up|k|1q :“ gcdpDp1q
up1q , . . . , D

p|k|1q
up|k|1qq, where one can recon-

struct the old variables with the help of

D
p�q
up�q “

ź

1ďnď|k|1
n‰�

ź

upnqPF2
2

Dup1q,...,up�q,...,up|k|1q

as in [8, Eq.(23)]. Thus we can write

ApDq|k|1´
ř

χPB iχ
ź

χPB
AχpDqiχ “

ÿ

ś

uPF2|k|1
2

Du“D

´

ź

u,vPF2|k|1
2

´Du

Dv

¯Φ|k|1 pu,vq¯´

ź

uPF2|k|1
2

ź

χPT
χpDuqΨχpuq

¯

,

where

Φ|k|1pu,vq :“
|k|1
ÿ

j“1

Φ1pupjq,vpjqq

and Ψχ are linear maps from F2|k|1
2 to F2, which we next describe. Decompose

F2|k|1
2 “ F2|k|1´2

ř

χPB iχ
2 ˆ

ź

χPB
F2iχ
2

and we denote a vector in this space as u :“ pu0, pupχqqχPBq, where upχq :“ pupχq
1 , . . . ,u

pχq
iχ

q
and for every j we have u

pχq
j P F2

2. Next, write

Ψ
1

χpuq “
iχ
ÿ

j“1

Ψpupχq
j q

and note that we have
Ψχpuq “

ÿ

χ1PBχ

Ψ1
χ1puq, (6.4)
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hence by [8, Th.9] it is Op1,kpXq. Using (3.2) we conclude that the quantity in (5.5) is

!
´ X

plogXq1{ϕpcq

¯1{q1

X1{p1 “ X

plogXq1{pq1ϕpcqq ! X

plogXqγ ,

This concludes our argument that shows that Theorem 5.6 implies Theorem 5.1.

6. Main theorems on special divisors

This section is devoted to the proof of Theorem 5.6.

6.1. Pre-indexing trick. In the present subsection we reduce Theorem 5.6 into a statement
that can be proved with the method of Fouvry and Klüners. Recall the definition of the set

of special divisors SpDq given in the beginning of §4. For a character χ P pGn1 ˆ p

rGn2 we bring
into play the sum

AχpDq :“
ÿ

a1b1“D

χpa1q
´

ÿ

c1|b1

´a1

c1

¯¯´

ÿ

d1|a1

´ b1

d1

¯¯

(6.1)

and let ApDq :“ A1pDq. By definition (4.1) we see that mχpDq is the cardinality of elements
a1 P SpDq such that χpa1q “ 1. Detecting the latter condition via p1 ` χpa1qq{2 we obtain

mχpDq “ 2´ωpDq pApDq ` AχpDqq
2

.

Recalling Notation 4.6 we obtain

ź

χP pGn1ˆx

ĂGn2

mχpDqkχ “ 2´|k|1ωpDq

ś

χP pGn1ˆx

ĂGn2

pApDq ` AχpDqqkχ

2|k|1
. (6.2)

Letting |piχq|1 be the �1-norm of the vector piχqχ we see that the right side equals

2´|k|1ωpDq
ÿ

piχqχ
0ďiχďkχ

λpiχq

2|k|1
ApDq|k|1´|piχq|1

ź

χP pGn1ˆx

ĂGn2

AχpDqiχ

for some integers λpiχq. To each vector piχq we attach the space

Ypiχq :“ xtχ : iχ ‰ 0uy Ď pGn1 ˆ p

rGn2

and recalling Definition 4.7 we see that for a fixed subspace Y Ď pGn1 ˆ p

rGn2 we have
ÿ

piχq:Ypiχq“Y

0ďiχďkχ

λpiχq

2|k|1
“ PpkχqpY q.

Hence Theorem 5.6 would follow from proving that for any ε ą 0, any integers a, q, n1, n2

satisfying (5.2), (5.3) and (5.4), any B Ď pGn1 ˆ p

rGn2 ´ t1u and any choice of a function
i : B Ñ Zą0 with iχ ď kχ, one has that

ÿ

DďX

2´|k|1ωpDqApDq|k|1´
ř

χPB iχ
ź

χPB
AχpDqiχ

“2|k|1N2p|k|1 ´ dimpYpiχqqq
´

ÿ

DďX

1
¯

` OpXplogXqε´2´|k|1 q,
(6.3)
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where in both sums D varies among positive square-free integers which are congruent to
a pmod qq. Here N2phq denotes as usual the number of vector subspaces of Fh

2 . To prove (6.3)
we will use the approach in the proof of [8, Th.6]. In the present notation their result
corresponds to the case B “ ∅ in (6.3).

6.2. Indexing trick. We begin by performing the following change of variables in (6.1),

a1 “ D10D11, b
1 “ D00D01, c

1 “ D00, d
1 “ D11.

Letting Φ1pu,vq :“ pu1 ` v1qpu1 ` v2q and Ψpuq :“ u1 we can thus conclude that

AχpDq “
ÿ

D“D10D11D00D01

ź

pu,vqPpF2
2q2

´Du

Dv

¯Φ1pu,vq ź

uPF2
2

χpDuqΨpuq.

Next, if xBy is not the zero subspace we choose a basis T Ă B of xBy. Now suppose we
choose in each factor of

ApDq|k|1´
ř

χPB iχ
ź

χPB
AχpDqiχ

a decomposition of D as follows,

D “
ź

up1qPF2
2

D
p1q
up1q “ . . . “

ź

up|k|1qPF2
2

D
p|k|1q
u|k|1 .

We change variables and write Dup1q,...,up|k|1q :“ gcdpDp1q
up1q , . . . , D

p|k|1q
up|k|1qq, where one can recon-

struct the old variables with the help of

D
p�q
up�q “

ź

1ďnď|k|1
n‰�

ź

upnqPF2
2

Dup1q,...,up�q,...,up|k|1q

as in [8, Eq.(23)]. Thus we can write

ApDq|k|1´
ř

χPB iχ
ź

χPB
AχpDqiχ “

ÿ

ś

uPF2|k|1
2

Du“D

´

ź

u,vPF2|k|1
2

´Du

Dv

¯Φ|k|1 pu,vq¯´

ź

uPF2|k|1
2

ź

χPT
χpDuqΨχpuq

¯

,

where

Φ|k|1pu,vq :“
|k|1
ÿ

j“1

Φ1pupjq,vpjqq

and Ψχ are linear maps from F2|k|1
2 to F2, which we next describe. Decompose

F2|k|1
2 “ F2|k|1´2

ř

χPB iχ
2 ˆ

ź

χPB
F2iχ
2

and we denote a vector in this space as u :“ pu0, pupχqqχPBq, where upχq :“ pupχq
1 , . . . ,u

pχq
iχ

q
and for every j we have u

pχq
j P F2

2. Next, write

Ψ
1

χpuq “
iχ
ÿ

j“1

Ψpupχq
j q

and note that we have
Ψχpuq “

ÿ

χ1PBχ

Ψ1
χ1puq, (6.4)
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where Bχ denotes the set of characters χ1 P B, such that χ is used in writing χ1 in the basis
T . In particular, this implies that χ P Bχ. The construction of Ψχ depends on T and piχq,
but we suppress this dependency to simplify the notation.
Let us observe that there are #T “ dimpxByq many linear maps Ψχ and that they are

independent. Indeed, given χ P T , all maps Ψχ1 with χ1 P T ´ tχu vanish on the vectors u
with uprχq “ 0 for each rχ ‰ χ, while Ψχ evaluated in such u equals Ψ1

χpupχqq, which does not
vanish identically.
We can therefore rewrite the first sum over D in (6.3) as

ÿ

DďX

2´|k|1ωpDqApDq|k|1´
ř

χPB iχ
ź

χPB
AχpDqiχ

“
ÿ

pDuq

´

ź

uPF2|k|1
2

2´|k|1ωpDuq
¯´

ź

u,vPF2|k|1
2

´Du

Dv

¯Φ|k|1 pu,vq¯´

ź

uPF2|k|1
2

ź

χPT
χpDuqΨχpuq

¯

,
(6.5)

where the second sum is over positive integers Du such that
ś

uPF2|k|1
2

Du varies among

positive square-free integers which are congruent to a pmod qq and at most X.
Our goal in §§6.3-6.5 is to prove an asymptotic for the sum over Du in (6.5) under the

assumptions on the integers a, q, n1, n2 in Theorem 5.6. For a real number X ą 1 we bring
into play the following subset of N4|k|1 ,

DpX, |k|1; q, aq:“

$

&

%

pDuqu P N4|k|1,u“pup1q, . . . ,up|k|1qq P pF2
2q|k|1 :

ś

u Du is square-free,
bounded by X and
congruent to a pmod qq

,

.

-

.

We are interested in asymptotically evaluating the succeeding average,

SχpX, |k|1; q, aq:“
ÿ

pDuqPDpX,|k|1;q,aq

2´|k|1ωpDq

˜

ź

u,vPpF2
2q|k|1

´Du

Dv

¯Φ|k|1 pu,vq
¸̃

ź

uPpF2
2q|k|1

ź

χPT
χpDuqΨχpuq

¸

and in doing so we shall not keep track of the dependence of the implied constants on
T, piχq,k,χ, a, q, n1, n2. The sum Sχ also depends on piχq and the choice of T but we suppress
this in the notation. The function Sχ should be compared with [8, Eq.(26)]; we will verify in
§6.3 that the presence of the characters χ does not affect the analysis of Fouvry–Klüners [8]
in the error term and we shall see in §§6.4-6.5 how their presence influences the main term.

6.3. The four families of sums of Fouvry and Klüners. We begin by restricting the
summation in SχpX, |k|1; q, aq to variables having a suitably small number of prime factors

as in [8,§5.3]. Letting Ω :“ 2|k|1`1|k|1´1 log logX we shall study the contribution, say Σ1,
towards SχpX, |k|1; q, aq of elements not fulfilling

ωpDuq ď Ω, for all u P F2|k|1
2 .

Writing m “
ś

u Du and bounding each character by 1 provides us with

Σ1 !
ÿ

mďX

µpmq2

τpmq|k|1

ÿ

m1¨¨¨m
4|k|1 “m

ωpm1qąΩ

1 ď 4´|k|1Ω
ÿ

mďX

µpmq2

τpmq|k|1

ÿ

m1¨¨¨m
4|k|1 “m

4|k|1ωpm1q.
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Invoking [12, Eq.(1.82)] to bound the sum over m makes the following estimate available,

Σ1 ! XplogXq´1´2|k|1`1 logp4{eq´2|k|1 . (6.6)

We continue in the footsteps laid out in [8, §5.4], where four families of elements in N4|k|1 are
shown to make a negligible contribution towards a quantity that resembles SχpX, |k|1; q, aq.
Using the trivial bound

ˇ

ˇ

ˇ

ˇ

ˇ

ź

uPpF2
2q|k|1

ź

χPT
χpDuqΨχpuq

ˇ

ˇ

ˇ

ˇ

ˇ

ď 1 (6.7)

allows us to adopt in a straightforward manner the arguments leading to [8, Eq.(34),(39)]
and we proceed to briefly explain how. Let

∆ :“ 1 ` plogXq´2|k|1

and let Au denote numbers of the form ∆m where m P Zě0. For A “ pAuquPpF2
2q|k|1 we let

SχpX, |k|1; q, a;Aq :“
ÿ

pDuqPDpX,|k|1;q,aq
@upAuďDuă∆Auq

@upωpDuqďΩq

2´|k|1ωpDq

¨

˝

ź

u,vPpF2
2q|k|1

ˆ

Du

Dv

˙Φ|k|1 pu,vq
˛

‚

ź

uPpF2
2q|k|1

ź

χPT
χpDuqΨχpuq

and note that, in light of (6.6), we can deduce as in [8, Eq.(32)] that

SχpX, |k|1; q, aq “
ÿ

A:
ś

u AuďX

SχpX, |k|1; q, a;Aq ` OpXplogXq´1q. (6.8)

The contribution towards (6.8) of the first family, defined through
ź

u

Au ě ∆´4|k|1X,

can be proved to be ! XplogXq´1 with a similar argument as the one leading to [8, Eq.(34)].
We now let

X; :“ min
�

∆� ě exp
`

plogXqε2´|k|1˘(

.

The contribution towards (6.8) of those A fulfilling that

at most 2|k|1 ´ 1 of the Au are larger than X; (6.9)

can be shown to be ! XplogXqε´2´|k|1 as in [8, Eq.(39)].
We next pass to arguments related to cancellation due to oscillation of characters, in this

case (6.7) is not enough. The exponents Φkpu,vq will now play a rôle. Following Fouvry
and Klüners we call two indices u,v linked if Φ|k|1pu,vq ` Φ|k|1pv,uq “ 1. We next define

X: :“ plogXq3r1`4|k|1 p1`2|k|1 qs

and consider the contribution of A with
ź

u

Au ă ∆´4|k|1X and for two linked u and v we have mintAu, Avu ě X:. (6.10)
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where Bχ denotes the set of characters χ1 P B, such that χ is used in writing χ1 in the basis
T . In particular, this implies that χ P Bχ. The construction of Ψχ depends on T and piχq,
but we suppress this dependency to simplify the notation.
Let us observe that there are #T “ dimpxByq many linear maps Ψχ and that they are

independent. Indeed, given χ P T , all maps Ψχ1 with χ1 P T ´ tχu vanish on the vectors u
with uprχq “ 0 for each rχ ‰ χ, while Ψχ evaluated in such u equals Ψ1

χpupχqq, which does not
vanish identically.
We can therefore rewrite the first sum over D in (6.3) as

ÿ

DďX

2´|k|1ωpDqApDq|k|1´
ř

χPB iχ
ź

χPB
AχpDqiχ

“
ÿ

pDuq

´

ź

uPF2|k|1
2

2´|k|1ωpDuq
¯´

ź

u,vPF2|k|1
2

´Du

Dv

¯Φ|k|1 pu,vq¯´

ź

uPF2|k|1
2

ź

χPT
χpDuqΨχpuq

¯

,
(6.5)

where the second sum is over positive integers Du such that
ś

uPF2|k|1
2

Du varies among

positive square-free integers which are congruent to a pmod qq and at most X.
Our goal in §§6.3-6.5 is to prove an asymptotic for the sum over Du in (6.5) under the

assumptions on the integers a, q, n1, n2 in Theorem 5.6. For a real number X ą 1 we bring
into play the following subset of N4|k|1 ,

DpX, |k|1; q, aq:“

$

&

%

pDuqu P N4|k|1,u“pup1q, . . . ,up|k|1qq P pF2
2q|k|1 :

ś

u Du is square-free,
bounded by X and
congruent to a pmod qq

,

.

-

.

We are interested in asymptotically evaluating the succeeding average,

SχpX, |k|1; q, aq:“
ÿ

pDuqPDpX,|k|1;q,aq

2´|k|1ωpDq

˜

ź

u,vPpF2
2q|k|1

´Du

Dv

¯Φ|k|1 pu,vq
¸̃

ź

uPpF2
2q|k|1

ź

χPT
χpDuqΨχpuq

¸

and in doing so we shall not keep track of the dependence of the implied constants on
T, piχq,k,χ, a, q, n1, n2. The sum Sχ also depends on piχq and the choice of T but we suppress
this in the notation. The function Sχ should be compared with [8, Eq.(26)]; we will verify in
§6.3 that the presence of the characters χ does not affect the analysis of Fouvry–Klüners [8]
in the error term and we shall see in §§6.4-6.5 how their presence influences the main term.

6.3. The four families of sums of Fouvry and Klüners. We begin by restricting the
summation in SχpX, |k|1; q, aq to variables having a suitably small number of prime factors

as in [8,§5.3]. Letting Ω :“ 2|k|1`1|k|1´1 log logX we shall study the contribution, say Σ1,
towards SχpX, |k|1; q, aq of elements not fulfilling

ωpDuq ď Ω, for all u P F2|k|1
2 .

Writing m “
ś

u Du and bounding each character by 1 provides us with

Σ1 !
ÿ

mďX

µpmq2

τpmq|k|1

ÿ

m1¨¨¨m
4|k|1 “m

ωpm1qąΩ

1 ď 4´|k|1Ω
ÿ

mďX

µpmq2

τpmq|k|1

ÿ

m1¨¨¨m
4|k|1 “m

4|k|1ωpm1q.
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Invoking [12, Eq.(1.82)] to bound the sum over m makes the following estimate available,

Σ1 ! XplogXq´1´2|k|1`1 logp4{eq´2|k|1 . (6.6)

We continue in the footsteps laid out in [8, §5.4], where four families of elements in N4|k|1 are
shown to make a negligible contribution towards a quantity that resembles SχpX, |k|1; q, aq.
Using the trivial bound

ˇ

ˇ

ˇ

ˇ

ˇ

ź

uPpF2
2q|k|1

ź

χPT
χpDuqΨχpuq

ˇ

ˇ

ˇ

ˇ

ˇ

ď 1 (6.7)

allows us to adopt in a straightforward manner the arguments leading to [8, Eq.(34),(39)]
and we proceed to briefly explain how. Let

∆ :“ 1 ` plogXq´2|k|1

and let Au denote numbers of the form ∆m where m P Zě0. For A “ pAuquPpF2
2q|k|1 we let

SχpX, |k|1; q, a;Aq :“
ÿ

pDuqPDpX,|k|1;q,aq
@upAuďDuă∆Auq

@upωpDuqďΩq

2´|k|1ωpDq

¨

˝

ź

u,vPpF2
2q|k|1

ˆ

Du

Dv

˙Φ|k|1 pu,vq
˛

‚

ź

uPpF2
2q|k|1

ź

χPT
χpDuqΨχpuq

and note that, in light of (6.6), we can deduce as in [8, Eq.(32)] that

SχpX, |k|1; q, aq “
ÿ

A:
ś

u AuďX

SχpX, |k|1; q, a;Aq ` OpXplogXq´1q. (6.8)

The contribution towards (6.8) of the first family, defined through
ź

u

Au ě ∆´4|k|1X,

can be proved to be ! XplogXq´1 with a similar argument as the one leading to [8, Eq.(34)].
We now let

X; :“ min
�

∆� ě exp
`

plogXqε2´|k|1˘(

.

The contribution towards (6.8) of those A fulfilling that

at most 2|k|1 ´ 1 of the Au are larger than X; (6.9)

can be shown to be ! XplogXqε´2´|k|1 as in [8, Eq.(39)].
We next pass to arguments related to cancellation due to oscillation of characters, in this

case (6.7) is not enough. The exponents Φkpu,vq will now play a rôle. Following Fouvry
and Klüners we call two indices u,v linked if Φ|k|1pu,vq ` Φ|k|1pv,uq “ 1. We next define

X: :“ plogXq3r1`4|k|1 p1`2|k|1 qs

and consider the contribution of A with
ź

u

Au ă ∆´4|k|1X and for two linked u and v we have mintAu, Avu ě X:. (6.10)
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Fouvry and Klüners treat this case by drawing upon the important work of Heath-Brown [11]
in the form stated in [8, Lem.12]. Specifically for A as in (6.10) we have

|SχpX, |k|1; q, a;Aq| ď
ÿ

pDwqwRtu,vu

´

ź

wRtu,vu

2´|k|1ωpDwq
¯

ÿ

a1,a2PpZXp0,qsq2

a1a2
ś

wRtu,vu Dw”apmod qq

ˇ

ˇ

ˇ
MppDwqq

ˇ

ˇ

ˇ
,

where

MppDwqq :“
ÿ

Du,Dv

ˆ

Du

Dv

˙

gpDu, pDwqwRtu,vuqgpDv, pDwqwRtu,vuq,

gpDu, pDwqwRtu,vuq :“ 1a1,qpDuq
2|k|1ωpDuq

ź

wRtu,vu

ˆ

Du

Dw

˙Φ|k|1 pu,wq
ź

wRtu,vu

ˆ

Dw

Du

˙Φ|k|1 pw,uq
ź

χPT
χpDuqΨχpuq,

1α,β denotes the indicator function of the set tm P Z : m ” α pmod βqu and similarly for
gpDv, pDwqwRtu,vuq. Since |gpDu, pDwqwRtu,vuq|, |gpDv, pDwqwRtu,vuq| ď 1 the argument in [8,
p.476] that validates [8, Eq.(42)] can be adopted in the obvious way to yield

ÿ

A fulfils (6.10)

|SχpX, |k|1; q, a;Aq| ! XplogXq´1.

Note that we have used [8, Lem.15] for sequences satisfying |am|, |bn| ď 1 rather than
|am|, |bn| ă 1, however using [8, Lem.15] for am{2, bn{2 in place of am, bn proves a ver-
sion of [8, Lem.15] under the more general assumption |am|, |bn| ă 2 and with the same
conclusion.
The fourth family consists of A fulfilling

ś

u Au ă ∆´4|k|1X, any linked u,v satisfy the
inequality mintAu, Avu ă X: and there exist linked u,v with 2 ď Av and Au ě X;. Their
contribution towards SχpX, |k|1; q, a;Aq is

! max
σpmod qq
gcdpσ,qq“1

ÿ

pDwqwRtu,vu
AwďDwă∆Aw

ÿ

Dv
AvďDvă∆Av

|Mσ|, (6.11)

where Mσ is defined through

ÿ

Du”σpmod qq
AuďDuă∆Au

2´|k|1ωpDuq
ˆ

Du

Dv

˙

ź

χPT
χpDuqΨχpuq“

˜

ź

χPT
χpσqΨχpuq

¸

ÿ

Du”σpmod qq
AuďDuă∆Au

2´|k|1ωpDuq
ˆ

Du

Dv

˙

.

Letting P`pmq denote the largest prime factor of a positive integer m ą 1 and setting
P`p1q :“ 1,m :“ Du{P`pDuq we obtain

Mσ !
ÿ

mP`pmqă∆Au

pm,qq“1

µpmq2

2|k|1ωpmq

ˇ

ˇ

ˇ

ÿ

mp”σpmod qq

µ
`

pm
ź

w‰u

Dw

˘2

ˆ

p

Dv

˙

ˇ

ˇ

ˇ
,

where the inner sum is over primes p with maxtAu{m,P`pmqu ď p ă ∆Au{m. We may
now use Dirichlet characters to modulus q to detect the congruence condition on p. We will
subsequently be faced with ϕpqq new sums over p, each one of which can be bounded via [8,
Lem.13]. This furnishes

ÿ

mp”σpmod qq

µ
`

pm
ź

w‰u

Dw

˘2

ˆ

p

Dv

˙

! A
1{2
v Au

m
plogXq´Nε2´|k|1`1 ` Ω,
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valid for each large enough positive N that is independent of A and m. The term Ω accounts
for the presence of the µ2-terms. Indeed, by (6.6) the number of distinct prime divisors of
m and each Dw is at most Ω. A moment’s thought now reveals that once the last bound is
injected into (6.11) and N is suitably increased in comparison to |k|1, the contribution of A
in the fourth case is ! XplogXq´1, as in [8, Eq.(47)].
Let us now introduce the conditions

$

’

’

’

’

&

’

’

’

’

%

ś

uPpF2
2qk Au ă ∆´4|k|1X,

at least 2|k|1 indices satisfy Au ą X;,
two indices u and v with Au, Av ą X: are always linked,
if Au and Av with Av ď Au are linked, then either
Av “ 1 or p2 ď Av ă X: and Av ď Au ă X;q.

(6.12)

Increasing the value of A in comparison to |k|1 and assorting all estimates so far yields

SχpX, |k|1; q, aq “
ÿ

A satisfies (6.12)

SχpX, |k|1; q, a;Aq ` OpXplogXqε´2´|k|1 q, (6.13)

which is in analogy with [8, Prop.2].

6.4. The main term. We can now obtain the following as in [8, Prop.3],

SχpX, |k|1; q, aq “
ÿ

A satisfies (6.15)

SχpX, |k|1; q, a;Aq ` OpXplogXqε´2´|k|1 q, (6.14)

where
"

U :“ tu : Au ą X;u is a maximal subset of unlinked indices,
ś

uPpF2
2q|k|1 Au ď ∆´4|k|1X and Au “ 1 for u R U .

(6.15)

Similarly to [8, Eq.(50)] we will say that A is admissible for U if Au ą X; ô u P U ,

Au “ 1 ô u R U and
ś

uPpF2
2q|k|1 Au ď ∆´4|k|1X. Assume that A is admissible for U and

note that #U “ 2|k|1 . By quadratic reciprocity we obtain that SχpX, |k|1; q, a;Aq equals

ÿ

phuqPpZ{4Zq2|k|1 ,
ś

uPU hu”3pmod 4q

˜

ź

u,vPU

p´1qΦ|k|1 pu,vqhu´1
2

hv´1
2

¸

ˆ

ÿ

pguqPpZ{qZq2|k|1 ,
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

˜

ź

uPU

ź

χPT
χpguqΨχpuq

¸

ˆ

ÿ

pDuqPN2|k|1 ,@u pωpDuqďΩq
@u pDu”gupmod qq,AuďDuă∆Auq

˜

ź

uPU

2´|k|1ωpDuq

¸

µ2

˜

ź

uPU

Du

¸

.

We can evaluate the sum over Du via the estimate,
ÿ

mPNXry,Y s
ωpmq“�

m”gpmod qq

µpn0mq2 “ 1

ϕpqq
ÿ

mPNXry,Y s
ωpmq“�

gcdpm,qq“1

µpn0mq2 ` OA

ˆ

p� ` 1qA

Y ´1plog 2Y qA ` ωpn0q
Y ´1` 1

�

˙

, (6.16)

valid for each square-free integer n0 that is coprime to q, A ą 0, Y ě y ě 1, � P Zě0, where
the implied constant depends at most on A. This can be proved in a similar way as [8,
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Fouvry and Klüners treat this case by drawing upon the important work of Heath-Brown [11]
in the form stated in [8, Lem.12]. Specifically for A as in (6.10) we have

|SχpX, |k|1; q, a;Aq| ď
ÿ

pDwqwRtu,vu

´

ź

wRtu,vu

2´|k|1ωpDwq
¯

ÿ

a1,a2PpZXp0,qsq2

a1a2
ś

wRtu,vu Dw”apmod qq

ˇ

ˇ

ˇ
MppDwqq

ˇ

ˇ

ˇ
,

where

MppDwqq :“
ÿ

Du,Dv

ˆ

Du

Dv

˙

gpDu, pDwqwRtu,vuqgpDv, pDwqwRtu,vuq,

gpDu, pDwqwRtu,vuq :“ 1a1,qpDuq
2|k|1ωpDuq

ź

wRtu,vu

ˆ

Du

Dw

˙Φ|k|1 pu,wq
ź

wRtu,vu

ˆ

Dw

Du

˙Φ|k|1 pw,uq
ź

χPT
χpDuqΨχpuq,

1α,β denotes the indicator function of the set tm P Z : m ” α pmod βqu and similarly for
gpDv, pDwqwRtu,vuq. Since |gpDu, pDwqwRtu,vuq|, |gpDv, pDwqwRtu,vuq| ď 1 the argument in [8,
p.476] that validates [8, Eq.(42)] can be adopted in the obvious way to yield

ÿ

A fulfils (6.10)

|SχpX, |k|1; q, a;Aq| ! XplogXq´1.

Note that we have used [8, Lem.15] for sequences satisfying |am|, |bn| ď 1 rather than
|am|, |bn| ă 1, however using [8, Lem.15] for am{2, bn{2 in place of am, bn proves a ver-
sion of [8, Lem.15] under the more general assumption |am|, |bn| ă 2 and with the same
conclusion.
The fourth family consists of A fulfilling

ś

u Au ă ∆´4|k|1X, any linked u,v satisfy the
inequality mintAu, Avu ă X: and there exist linked u,v with 2 ď Av and Au ě X;. Their
contribution towards SχpX, |k|1; q, a;Aq is

! max
σpmod qq
gcdpσ,qq“1

ÿ

pDwqwRtu,vu
AwďDwă∆Aw

ÿ

Dv
AvďDvă∆Av

|Mσ|, (6.11)

where Mσ is defined through

ÿ

Du”σpmod qq
AuďDuă∆Au

2´|k|1ωpDuq
ˆ

Du

Dv

˙

ź

χPT
χpDuqΨχpuq“

˜

ź

χPT
χpσqΨχpuq

¸

ÿ

Du”σpmod qq
AuďDuă∆Au

2´|k|1ωpDuq
ˆ

Du

Dv

˙

.

Letting P`pmq denote the largest prime factor of a positive integer m ą 1 and setting
P`p1q :“ 1,m :“ Du{P`pDuq we obtain

Mσ !
ÿ

mP`pmqă∆Au

pm,qq“1

µpmq2

2|k|1ωpmq

ˇ

ˇ

ˇ

ÿ

mp”σpmod qq

µ
`

pm
ź

w‰u

Dw

˘2

ˆ

p

Dv

˙

ˇ

ˇ

ˇ
,

where the inner sum is over primes p with maxtAu{m,P`pmqu ď p ă ∆Au{m. We may
now use Dirichlet characters to modulus q to detect the congruence condition on p. We will
subsequently be faced with ϕpqq new sums over p, each one of which can be bounded via [8,
Lem.13]. This furnishes

ÿ

mp”σpmod qq

µ
`

pm
ź

w‰u

Dw

˘2

ˆ

p

Dv

˙

! A
1{2
v Au

m
plogXq´Nε2´|k|1`1 ` Ω,
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valid for each large enough positive N that is independent of A and m. The term Ω accounts
for the presence of the µ2-terms. Indeed, by (6.6) the number of distinct prime divisors of
m and each Dw is at most Ω. A moment’s thought now reveals that once the last bound is
injected into (6.11) and N is suitably increased in comparison to |k|1, the contribution of A
in the fourth case is ! XplogXq´1, as in [8, Eq.(47)].
Let us now introduce the conditions

$

’

’

’

’

&

’

’

’

’

%

ś

uPpF2
2qk Au ă ∆´4|k|1X,

at least 2|k|1 indices satisfy Au ą X;,
two indices u and v with Au, Av ą X: are always linked,
if Au and Av with Av ď Au are linked, then either
Av “ 1 or p2 ď Av ă X: and Av ď Au ă X;q.

(6.12)

Increasing the value of A in comparison to |k|1 and assorting all estimates so far yields

SχpX, |k|1; q, aq “
ÿ

A satisfies (6.12)

SχpX, |k|1; q, a;Aq ` OpXplogXqε´2´|k|1 q, (6.13)

which is in analogy with [8, Prop.2].

6.4. The main term. We can now obtain the following as in [8, Prop.3],

SχpX, |k|1; q, aq “
ÿ

A satisfies (6.15)

SχpX, |k|1; q, a;Aq ` OpXplogXqε´2´|k|1 q, (6.14)

where
"

U :“ tu : Au ą X;u is a maximal subset of unlinked indices,
ś

uPpF2
2q|k|1 Au ď ∆´4|k|1X and Au “ 1 for u R U .

(6.15)

Similarly to [8, Eq.(50)] we will say that A is admissible for U if Au ą X; ô u P U ,

Au “ 1 ô u R U and
ś

uPpF2
2q|k|1 Au ď ∆´4|k|1X. Assume that A is admissible for U and

note that #U “ 2|k|1 . By quadratic reciprocity we obtain that SχpX, |k|1; q, a;Aq equals

ÿ

phuqPpZ{4Zq2|k|1 ,
ś

uPU hu”3pmod 4q

˜

ź

u,vPU

p´1qΦ|k|1 pu,vqhu´1
2

hv´1
2

¸

ˆ

ÿ

pguqPpZ{qZq2|k|1 ,
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

˜

ź

uPU

ź

χPT
χpguqΨχpuq

¸

ˆ

ÿ

pDuqPN2|k|1 ,@u pωpDuqďΩq
@u pDu”gupmod qq,AuďDuă∆Auq

˜

ź

uPU

2´|k|1ωpDuq

¸

µ2

˜

ź

uPU

Du

¸

.

We can evaluate the sum over Du via the estimate,
ÿ

mPNXry,Y s
ωpmq“�

m”gpmod qq

µpn0mq2 “ 1

ϕpqq
ÿ

mPNXry,Y s
ωpmq“�

gcdpm,qq“1

µpn0mq2 ` OA

ˆ

p� ` 1qA

Y ´1plog 2Y qA ` ωpn0q
Y ´1` 1

�

˙

, (6.16)

valid for each square-free integer n0 that is coprime to q, A ą 0, Y ě y ě 1, � P Zě0, where
the implied constant depends at most on A. This can be proved in a similar way as [8,
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Lem.19] by replacing the congruence condition to modulus 4 on p� in [8, Eq.(53)] by one to
modulus q. Applying (6.16) repeatedly as in [8, p.g.481-482] to estimate the sums over Du

leads us to

ÿ

pDuqPN2|k|1 ,@upωpDuqďΩq
@upDu”gupmod qq,AuďDuă∆Auq

˜

ź

uPU

2´|k|1ωpDuq

¸

µ2

˜

ź

uPU

Du

¸

“ ϕpqq´2|k|1
ÿ

pDuqPN2|k|1 ,@upωpDuqďΩq
@upAuďDuă∆Auq

˜

ź

uPU

2´|k|1ωpDuq

¸

µ2

˜

q
ź

uPU

Du

¸

` OpXplogXq´1´4|k|1 p1`2|k|1 qq.

Using this we obtain as in [8, Eq.(55)] that for any fixed admissible U we have

ÿ

A admissible for U

SχpX, |k|1; q, a;Aq “ 2´|k|1ϕpqq´2|k|1
ÿ

phuqPpZ{4Zq2|k|1
ś

uPU hu”3pmod 4q

˜

ź

u,vPU

p´1qΦ|k|1 pu,vqhu´1
2

hv´1
2

¸

ˆ

ÿ

pguqPpZ{qZq2|k|1 ,
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

˜

ź

uPU

ź

χPT
χpguqΨχpuq

¸

ˆ

ÿ

pDuqPN2|k|1 ,@u pωpDuqďΩq
@u pAuďDuă∆Auq

˜

ź

uPU

2´|k|1ωpDuq

¸

µ2

˜

radpqq
ź

uPU

Du

¸

` O

ˆ

X

logX

˙

,

where the radical radpmq stands for the product of the distinct prime divisors of an integer
m ą 1. We can now see that the condition ωpDuq ď Ω can be ignored at the cost of an error
term of size ! XplogXq´1 as in the beginning of §6.3. We can furthermore show as in [8,
p.g.482] that

ÿ

pDuqPN2|k|1

@upAuďDuă∆Auq

˜

ź

uPU

2´|k|1ωpDuq

¸

µ2

˜

radpqq
ź

uPU

Du

¸

“
ÿ

mďX

µpradpqqmq2`O
´

XplogXqε´2´|k|1
¯

.

It is easily proved via Möbius inversion that for fixed a, q ą 0 with gcdpa, qq “ 1 we have

ÿ

mďX

µpradpqqmq2 “ ϕpqq
q

´

ź

p�q

p1 ´ p´2q
¯

X ` O
´?

X
¯

and
ÿ

mďX
m”apmod qq

µpmq2 “ 1

q

´

ź

p�q

p1 ´ p´2q
¯

X ` O
´?

X
¯

.

Combining these yields
ÿ

mďX

µpradpqqmq2 “ ϕpqq
ÿ

mďX
m”apmod qq

µpmq2 ` O
´?

X
¯

.
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We thus obtain the following for every maximal unlinked subset U ,

ÿ

A admissible for U

SχpX, |k|1; q, a;Aq “ γψpU q
2|k|1ϕpqq2|k|1´1

˜

ÿ

mďX
m”apmod qq

µpmq2
¸

`O
´

XplogXqε´2´|k|1
¯

,

where

γψpU q :“
ÿ

phuqPpZ{4Zq2|k|1
ś

uPU hu”3pmod 4q

˜

ź

u,vPU

p´1qΦ|k|1 pu,vqhu´1
2

hv´1
2

¸

ÿ

pguqPpZ{qZq2|k|1
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

˜

ź

uPU

ź

χPT
χpguqΨχpuq

¸

.

We can now infer via (6.14) that the last equation proves

SχpX, |k|1; q, aq
#

�

m P r1, Xs : q | m ´ a, µpmq2 “ 1
( “

˜

ÿ

U

γψpU q
¸

ϕpqq1´2|k|1

2|k|1
` OpplogXqε´2´|k|1 q,

where U ranges over maximal unlinked subsets of F2|k|1
2 .

6.5. Simplifying γψpU q. Introduce the following Dirichlet character pmod n1n2q,

ρu :“
ź

χPT
χΨχpuq.

We will call a maximal set of unlinked indices U stable if

@χ P T, @u P U pΨχpuq “ 0q or @χ P T, @u P U pΨχpuq “ 1q.

Let us now prove that

ÿ

pguqPpZ{qZq2|k|1
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

ź

uPU

ρupguq “ 1U stablepU q
ˆ

ϕpqq
2

˙2|k|1´1

.

Write q “ 2bn0m, where b :“ ν2pqq, gcdpn0, n1n2q “ 1 and n0 has radical equal to n1n2.
Define

U1pn0q :“ tu P Z{n0Z : u ” 1 pmod n1n2qu and U1p2bq :“ tu P Z{2bZ : u ” 1 pmod 4qu.

Recalling the identification of groups pZ{qZq˚ “ U1p2bq ˆ pZ{4Zq˚ ˆ U1pn0q ˆ pZ{n1n2Zq˚,
we see that

ÿ

pguqPpZ{qZq2|k|1
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

ź

uPU

ρupguq “ p#U1p2bq#U1pn0qϕpmqq2|k|1´1
ÿ

pmuqPpZ{n1n2Zq2|k|1
ś

uPU mu”apmod n1n2q

ź

uPU

ρupmuq.

Note that we have
ś

uPU ρu0pmuq “ ρu0paq “ 1 owing to (5.2)-(5.4). Therefore, fixing
u0 P U , we have the following equality for any choice of mu in the above sum

ź

uPU

ρupmuq “ ρu0pu0q
ź

uPU ´tu0u

ρupuq “
ź

uPU ´tu0u

´ ρupmuq
ρu0pmuq

¯

.
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Lem.19] by replacing the congruence condition to modulus 4 on p� in [8, Eq.(53)] by one to
modulus q. Applying (6.16) repeatedly as in [8, p.g.481-482] to estimate the sums over Du

leads us to

ÿ

pDuqPN2|k|1 ,@upωpDuqďΩq
@upDu”gupmod qq,AuďDuă∆Auq

˜

ź

uPU

2´|k|1ωpDuq

¸

µ2

˜

ź

uPU

Du

¸

“ ϕpqq´2|k|1
ÿ

pDuqPN2|k|1 ,@upωpDuqďΩq
@upAuďDuă∆Auq

˜

ź

uPU

2´|k|1ωpDuq

¸

µ2

˜

q
ź

uPU

Du

¸

` OpXplogXq´1´4|k|1 p1`2|k|1 qq.

Using this we obtain as in [8, Eq.(55)] that for any fixed admissible U we have

ÿ

A admissible for U

SχpX, |k|1; q, a;Aq “ 2´|k|1ϕpqq´2|k|1
ÿ

phuqPpZ{4Zq2|k|1
ś

uPU hu”3pmod 4q

˜

ź

u,vPU

p´1qΦ|k|1 pu,vqhu´1
2

hv´1
2

¸

ˆ

ÿ

pguqPpZ{qZq2|k|1 ,
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

˜

ź

uPU

ź

χPT
χpguqΨχpuq

¸

ˆ

ÿ

pDuqPN2|k|1 ,@u pωpDuqďΩq
@u pAuďDuă∆Auq

˜

ź

uPU

2´|k|1ωpDuq

¸

µ2

˜

radpqq
ź

uPU

Du

¸

` O

ˆ

X

logX

˙

,

where the radical radpmq stands for the product of the distinct prime divisors of an integer
m ą 1. We can now see that the condition ωpDuq ď Ω can be ignored at the cost of an error
term of size ! XplogXq´1 as in the beginning of §6.3. We can furthermore show as in [8,
p.g.482] that

ÿ

pDuqPN2|k|1

@upAuďDuă∆Auq

˜

ź

uPU

2´|k|1ωpDuq

¸

µ2

˜

radpqq
ź

uPU

Du

¸

“
ÿ

mďX

µpradpqqmq2`O
´

XplogXqε´2´|k|1
¯

.

It is easily proved via Möbius inversion that for fixed a, q ą 0 with gcdpa, qq “ 1 we have

ÿ

mďX

µpradpqqmq2 “ ϕpqq
q

´

ź

p�q

p1 ´ p´2q
¯

X ` O
´?

X
¯

and
ÿ

mďX
m”apmod qq

µpmq2 “ 1

q

´

ź

p�q

p1 ´ p´2q
¯

X ` O
´?

X
¯

.

Combining these yields
ÿ

mďX

µpradpqqmq2 “ ϕpqq
ÿ

mďX
m”apmod qq

µpmq2 ` O
´?

X
¯

.
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We thus obtain the following for every maximal unlinked subset U ,

ÿ

A admissible for U

SχpX, |k|1; q, a;Aq “ γψpU q
2|k|1ϕpqq2|k|1´1

˜

ÿ

mďX
m”apmod qq

µpmq2
¸

`O
´

XplogXqε´2´|k|1
¯

,

where

γψpU q :“
ÿ

phuqPpZ{4Zq2|k|1
ś

uPU hu”3pmod 4q

˜

ź

u,vPU

p´1qΦ|k|1 pu,vqhu´1
2

hv´1
2

¸

ÿ

pguqPpZ{qZq2|k|1
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

˜

ź

uPU

ź

χPT
χpguqΨχpuq

¸

.

We can now infer via (6.14) that the last equation proves

SχpX, |k|1; q, aq
#

�

m P r1, Xs : q | m ´ a, µpmq2 “ 1
( “

˜

ÿ

U

γψpU q
¸

ϕpqq1´2|k|1

2|k|1
` OpplogXqε´2´|k|1 q,

where U ranges over maximal unlinked subsets of F2|k|1
2 .

6.5. Simplifying γψpU q. Introduce the following Dirichlet character pmod n1n2q,

ρu :“
ź

χPT
χΨχpuq.

We will call a maximal set of unlinked indices U stable if

@χ P T, @u P U pΨχpuq “ 0q or @χ P T, @u P U pΨχpuq “ 1q.

Let us now prove that

ÿ

pguqPpZ{qZq2|k|1
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

ź

uPU

ρupguq “ 1U stablepU q
ˆ

ϕpqq
2

˙2|k|1´1

.

Write q “ 2bn0m, where b :“ ν2pqq, gcdpn0, n1n2q “ 1 and n0 has radical equal to n1n2.
Define

U1pn0q :“ tu P Z{n0Z : u ” 1 pmod n1n2qu and U1p2bq :“ tu P Z{2bZ : u ” 1 pmod 4qu.

Recalling the identification of groups pZ{qZq˚ “ U1p2bq ˆ pZ{4Zq˚ ˆ U1pn0q ˆ pZ{n1n2Zq˚,
we see that

ÿ

pguqPpZ{qZq2|k|1
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

ź

uPU

ρupguq “ p#U1p2bq#U1pn0qϕpmqq2|k|1´1
ÿ

pmuqPpZ{n1n2Zq2|k|1
ś

uPU mu”apmod n1n2q

ź

uPU

ρupmuq.

Note that we have
ś

uPU ρu0pmuq “ ρu0paq “ 1 owing to (5.2)-(5.4). Therefore, fixing
u0 P U , we have the following equality for any choice of mu in the above sum

ź

uPU

ρupmuq “ ρu0pu0q
ź

uPU ´tu0u

ρupuq “
ź

uPU ´tu0u

´ ρupmuq
ρu0pmuq

¯

.
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Therefore
ÿ

pmuqPpZ{n1n2Zq2|k|1
ś

uPU mu”apmod n1n2q

ź

uPU

ρupmuq “
ÿ

pmuqPppZ{n1n2Zq˚q2|k|1´1

ź

uPU ´tu0u

ρupmuq
ρu0pmuq .

But the last clearly splits as

ź

uPU ´tu0u

´

ÿ

pmuqPpZ{n1n2Zq˚

ρupmuq
ρu0pmuq

¯

“
ź

uPU ´tu0u

´

ÿ

pmuqPpZ{n1n2Zq˚

ź

χPT
χψχpuq´ψχpu0qpmuq

¯

.

Using that the set of χ in T consists of a set of linearly independent characters, we obtain
that each factor of the last product vanishes if and only if ψχ is not constant on U , i.e. if

and only if U is not stable. In the stable case its value is ϕpn1n2q2
|k|1´1

. Therefore we have
proved that

ÿ

pguqPpZ{qZq2|k|1
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

ź

uPU

ρupguq “ p#U1p2bq#U1pn0qϕpmqϕpn1n2qq2|k|1´11U stablepU q

“
´ϕpqq

2

¯2|k|1´1

1U stablepU q,

from which we deduce that

ÿ

U

γψpU q “
ˆ

ϕpqq
2

˙2|k|1´1
ÿ

U stable

ÿ

phuquPU PpZ{4Zq2|k|1
ś

uPU hu”3pmod 4q

˜

ź

u,vPU

p´1qΦ|k|1 pu,vqhu´1
2

hv´1
2

¸

,

where the pairs u,v are unordered. The inner sum is identical to the one appearing in the
work of Fouvry and Klüners, however the outer sum does not appear in their work. Define

γpU q :“
ÿ

phuquPU PpZ{4Zq2|k|1
ś

uPU hu”3pmod 4q

˜

ź

u,vPU

p´1qΦ|k|1 pu,vqhu´1
2

hv´1
2

¸

.

We are left with proving
ÿ

U stable

γpU q “ 22
|k|1`|k|1´1N2p|k|1 ´ #T q (6.17)

and this will be our aim in §6.6.

6.6. Combinatorics. From [8, Lem.18] we know that the maximal unlinked sets of indices

U consist precisely of cosets of |k|1-dimensional subspaces of F2|k|1
2 . Therefore stable U are

cosets of |k|1-dimensional subspace of F2|k|1
2 , where all the Ψχ vanish.

Next, introduce the bilinear form on F2|k|1
2 via

Lpu,vq :“
|k|1
ÿ

j“0

u2j`1pv2j`1 ` v2j`2q.
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Using the the terminology from [8], we say that a |k|1-dimensional subspace, U0, of F2|k|1
2 is

good if

L|U0ˆU0
” 0.

Recall that the upshot of [8, Lem.22-25] is that γ vanishes on all cosets of non-good subspaces,

meanwhile the total contribution from the set of cosets of a fixed good subspace is 22
|k|1`|k|1´1.

This provides us with
ÿ

U stable

γpU q “ 22
|k|1`|k|1´1#tU0 good : ΨχpU0q “ 0 for each χ P T u.

Now, following the proof of [8, Lem.26], if te1, ¨ ¨ ¨ , e2|k|1u denotes the standard basis of F2|k|1
2 ,

choose a new basis via

tb1, ¨ ¨ ¨ , b2|k|1u “ te1 ` e2, e2, ¨ ¨ ¨ , e2j´1 ` e2j, e2j, ¨ ¨ ¨ , e2|k|1´1 ` e2|k|1 , e2|k|1u.

Then, with respect to the new basis, L assumes the form

Lpx,yq “
j´1
ÿ

j“0

x2j`1y2j`2.

In the proof of part (i) of [8, Lem.25] it is verified that, ifX consists of the subspace generated
by tbi : i oddu and Y consists of the subspace generated by tbi : i evenu, the map sending

U0 ÞÑ πXpU0q where πX is the projection map F2|k|1
2 “ X ‘Y Ñ X gives a bijection between

good subspaces of F2|k|1
2 and vector subspaces of F|k|1

2 . On the other hand, we are counting
only good subspaces where Ψχ vanishes for each χ P T . Observe that owing to (6.4) we
have that Ψχ are all constantly 0 on Y , hence they define #T linearly independent linear
functions from X to F2 which we will denote by the same letters. Therefore U0 Ñ πXpU0q
provides a bijection between good subspaces where all Ψχ vanish and subspaces of X where
all Ψχ vanish. Given that Ψχ : X Ñ F2 are independent we find that the cardinality of such
subspaces is precisely N2p|k|1 ´ #T q. This substantiates (6.17), which concludes the proof
of Theorem 5.6.

7. From the mixed moments to the distribution

This section is devoted to deduce Theorem 5.7 from Theorem 5.6. We will follow an
adaptation of a method used by Heath-Brown in [10].
As explained in §4, Theorem 5.7 can be equivalently rephrased as a theorem about the
distribution of the vector

D ÞÑ pmχpDqq
pGn1ˆĂ

xGn2

.

Namely consider for any positive integer j and subspace Y Ď pGn1 ˆ r

pGn2 , the vector

vpj,Y q P Z
pGn1ˆĂ

xGn2
ě0 ,

defined as v
pj,Y q
χ “ j if χ P Y and v

pj,Y q
χ “ j ´ 1 if χ R Y . Assign to vpj,Y q mass

µpvpj,Y qq “ µCLpA P G2 : #Ar2s “ 2j´1q #EpipFj´1
2 , Y q

#HompFj´1
2 , pGn1 ˆ r

pGn2q
.
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Therefore
ÿ

pmuqPpZ{n1n2Zq2|k|1
ś

uPU mu”apmod n1n2q

ź

uPU

ρupmuq “
ÿ

pmuqPppZ{n1n2Zq˚q2|k|1´1

ź

uPU ´tu0u

ρupmuq
ρu0pmuq .

But the last clearly splits as

ź

uPU ´tu0u

´

ÿ

pmuqPpZ{n1n2Zq˚

ρupmuq
ρu0pmuq

¯

“
ź

uPU ´tu0u

´

ÿ

pmuqPpZ{n1n2Zq˚

ź

χPT
χψχpuq´ψχpu0qpmuq

¯

.

Using that the set of χ in T consists of a set of linearly independent characters, we obtain
that each factor of the last product vanishes if and only if ψχ is not constant on U , i.e. if

and only if U is not stable. In the stable case its value is ϕpn1n2q2
|k|1´1

. Therefore we have
proved that

ÿ

pguqPpZ{qZq2|k|1
ś

uPU gu”apmod qq
@uPU phu”gupmod 4qq

ź

uPU

ρupguq “ p#U1p2bq#U1pn0qϕpmqϕpn1n2qq2|k|1´11U stablepU q

“
´ϕpqq

2

¯2|k|1´1

1U stablepU q,

from which we deduce that

ÿ

U

γψpU q “
ˆ

ϕpqq
2

˙2|k|1´1
ÿ

U stable

ÿ

phuquPU PpZ{4Zq2|k|1
ś

uPU hu”3pmod 4q

˜

ź

u,vPU

p´1qΦ|k|1 pu,vqhu´1
2

hv´1
2

¸

,

where the pairs u,v are unordered. The inner sum is identical to the one appearing in the
work of Fouvry and Klüners, however the outer sum does not appear in their work. Define

γpU q :“
ÿ

phuquPU PpZ{4Zq2|k|1
ś

uPU hu”3pmod 4q

˜

ź

u,vPU

p´1qΦ|k|1 pu,vqhu´1
2

hv´1
2

¸

.

We are left with proving
ÿ

U stable

γpU q “ 22
|k|1`|k|1´1N2p|k|1 ´ #T q (6.17)

and this will be our aim in §6.6.

6.6. Combinatorics. From [8, Lem.18] we know that the maximal unlinked sets of indices

U consist precisely of cosets of |k|1-dimensional subspaces of F2|k|1
2 . Therefore stable U are

cosets of |k|1-dimensional subspace of F2|k|1
2 , where all the Ψχ vanish.

Next, introduce the bilinear form on F2|k|1
2 via

Lpu,vq :“
|k|1
ÿ

j“0

u2j`1pv2j`1 ` v2j`2q.
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Using the the terminology from [8], we say that a |k|1-dimensional subspace, U0, of F2|k|1
2 is

good if

L|U0ˆU0
” 0.

Recall that the upshot of [8, Lem.22-25] is that γ vanishes on all cosets of non-good subspaces,

meanwhile the total contribution from the set of cosets of a fixed good subspace is 22
|k|1`|k|1´1.

This provides us with
ÿ

U stable

γpU q “ 22
|k|1`|k|1´1#tU0 good : ΨχpU0q “ 0 for each χ P T u.

Now, following the proof of [8, Lem.26], if te1, ¨ ¨ ¨ , e2|k|1u denotes the standard basis of F2|k|1
2 ,

choose a new basis via

tb1, ¨ ¨ ¨ , b2|k|1u “ te1 ` e2, e2, ¨ ¨ ¨ , e2j´1 ` e2j, e2j, ¨ ¨ ¨ , e2|k|1´1 ` e2|k|1 , e2|k|1u.

Then, with respect to the new basis, L assumes the form

Lpx,yq “
j´1
ÿ

j“0

x2j`1y2j`2.

In the proof of part (i) of [8, Lem.25] it is verified that, ifX consists of the subspace generated
by tbi : i oddu and Y consists of the subspace generated by tbi : i evenu, the map sending

U0 ÞÑ πXpU0q where πX is the projection map F2|k|1
2 “ X ‘Y Ñ X gives a bijection between

good subspaces of F2|k|1
2 and vector subspaces of F|k|1

2 . On the other hand, we are counting
only good subspaces where Ψχ vanishes for each χ P T . Observe that owing to (6.4) we
have that Ψχ are all constantly 0 on Y , hence they define #T linearly independent linear
functions from X to F2 which we will denote by the same letters. Therefore U0 Ñ πXpU0q
provides a bijection between good subspaces where all Ψχ vanish and subspaces of X where
all Ψχ vanish. Given that Ψχ : X Ñ F2 are independent we find that the cardinality of such
subspaces is precisely N2p|k|1 ´ #T q. This substantiates (6.17), which concludes the proof
of Theorem 5.6.

7. From the mixed moments to the distribution

This section is devoted to deduce Theorem 5.7 from Theorem 5.6. We will follow an
adaptation of a method used by Heath-Brown in [10].
As explained in §4, Theorem 5.7 can be equivalently rephrased as a theorem about the
distribution of the vector

D ÞÑ pmχpDqq
pGn1ˆĂ

xGn2

.

Namely consider for any positive integer j and subspace Y Ď pGn1 ˆ r

pGn2 , the vector

vpj,Y q P Z
pGn1ˆĂ

xGn2
ě0 ,

defined as v
pj,Y q
χ “ j if χ P Y and v

pj,Y q
χ “ j ´ 1 if χ R Y . Assign to vpj,Y q mass

µpvpj,Y qq “ µCLpA P G2 : #Ar2s “ 2j´1q #EpipFj´1
2 , Y q

#HompFj´1
2 , pGn1 ˆ r

pGn2q
.
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On the other hand, assign to all other vectors v P Z
pGn1ˆĂ

xGn2
ě0 mass equal to 0. In Propo-

sition 4.8 it is shown that this equips Z
pGn1ˆĂ

xGn2
ě0 with a probability measure satisfying the

following moment equations :
ÿ

vPZ
pGn1ˆĂ

xGn2
ě0

2v¨kµpvq “ Ck,

where for any k P Z
pGn1ˆĂ

xGn2
ě0 we define

Ck :“ 2|k|1
ÿ

Y Ď pGn1ˆĂ

xGn2

PpkqpY qN2p|k|1 ´ dimpY qq

and where v ¨ k denotes the inner product.
We begin the proof of Theorem 5.7 by showing that the distribution µ is characterized

by the moment equations given above. Indeed we show more, namely assume x is a map

Z
pGn1ˆĂ

xGn2
ě0 Ñ r0, 1s satisfying for any k P Z

pGn1ˆĂ

xGn2
ě0 the moment relations

ÿ

vPZ
pGn1ˆĂ

xGn2
ě0

2v¨kxpvq “ Ck. (7.1)

Observe that one has the trivial bound Ck ! 2|k|1N2p|k|1q, which leads to Ck ! 2
|k|21`4|k|1

4 .

Letting F ptq :“
ś8

n“0p1 ´ t2´nq, we therefore see that for any k P Z
pGn1ˆĂ

xGn2
ě0 , the following

series is absolutely convergent,
ÿ

nPZ
pGn1ˆĂ

xGn2
ě0

anCn2
´n¨k, (7.2)

where an is the n-coefficient of the Taylor expansion of

rF pzq :“
ź

χP pGn1ˆĂ

xGn2

F pzχq.

Injecting (7.1) into (7.2), expanding in terms of x and exchanging the order of summation,
we obtain

ÿ

nPZ
pGn1ˆĂ

xGn2
ě0

anCn2
´n¨k “

ÿ

mPZ
pGn1ˆĂ

xGn2
ě0

rF pp2mχ´kχqqxpmq.

If for all χ we have mχ ă kχ then rF pp2mχ´kχqq ‰ 0, otherwise we have rF pp2mχ´kχqq “ 0.
Therefore, the right side is a finite sum supported in the region mχ ă kχ for every χ. Hence,
using the triangular system of relations above one can successively reconstruct the function
xpmq from the moments Ck. Therefore, we necessarily have xpmq “ µpmq described above.

Let a, q be integers as in Theorem 5.7 and for any j P Z
pGn1ˆĂ

xGn2
ě0 and X P Rě1, define

the quantity djpXq as the proportion of all positive square-free integers D ď X satisfying
D ” a pmod qq and mχpDq “ 2jχ for all χ. Therefore, Theorem 5.6 shows that for any

k P Z
pGn1ˆĂ

xGn2
ě0 we have

ř

r drpXq2r¨k “ Ck ` op1q, as X Ñ `8, where the sum is taken
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over r P Z
pGn1ˆĂ

xGn2
ě0 . The argument concludes as follows: fix any vector v P Z

pGn1ˆĂ

xGn2
ě0 ; by

compactness of the interval r0, 1s and a standard diagonal argument, one can choose a
sequence tYnunPN tending to infinity, such that dvpYnq converges to any of the limit points of
tdvpXq : X P Rě1u, call it d1

v, while for every other w the sequence dwpYnq is also converging

to some limit point d1
w. Next, we fix h P Z

pGn1ˆĂ

xGn2
ě0 , and we use the previous moment relation

for k “ 2h, trivially bounding each terms with the total sum, providing drpYnq !h 2´r¨h.
This enables us to apply the dominated convergence theorem to exchange the sum and the
limit in the expression of the h-th moment, from which we deduce that d1

w satisfies the
following moment equations as well:

ÿ

wPZ
pGn1ˆĂ

xGn2
ě0

2w¨hd1
w “ Ch.

We must therefore have d1
w “ µpwq for all w P Z

pGn1ˆĂ

xGn2
ě0 . Note that d1

v was an arbitrary
limit point of dvpXq, hence we deduce that

lim
XÑ8

dvpXq “ µpvq.

Since v was chosen arbitrarily in Z
pGn1ˆĂ

xGn2
ě0 we have thus shown that Theorem 5.7 holds,

thereby concluding the proof of Theorem 5.7.
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On the other hand, assign to all other vectors v P Z
pGn1ˆĂ

xGn2
ě0 mass equal to 0. In Propo-

sition 4.8 it is shown that this equips Z
pGn1ˆĂ

xGn2
ě0 with a probability measure satisfying the

following moment equations :
ÿ

vPZ
pGn1ˆĂ

xGn2
ě0

2v¨kµpvq “ Ck,

where for any k P Z
pGn1ˆĂ

xGn2
ě0 we define

Ck :“ 2|k|1
ÿ

Y Ď pGn1ˆĂ

xGn2

PpkqpY qN2p|k|1 ´ dimpY qq

and where v ¨ k denotes the inner product.
We begin the proof of Theorem 5.7 by showing that the distribution µ is characterized

by the moment equations given above. Indeed we show more, namely assume x is a map

Z
pGn1ˆĂ

xGn2
ě0 Ñ r0, 1s satisfying for any k P Z

pGn1ˆĂ

xGn2
ě0 the moment relations

ÿ

vPZ
pGn1ˆĂ

xGn2
ě0

2v¨kxpvq “ Ck. (7.1)

Observe that one has the trivial bound Ck ! 2|k|1N2p|k|1q, which leads to Ck ! 2
|k|21`4|k|1

4 .

Letting F ptq :“
ś8

n“0p1 ´ t2´nq, we therefore see that for any k P Z
pGn1ˆĂ

xGn2
ě0 , the following

series is absolutely convergent,
ÿ

nPZ
pGn1ˆĂ

xGn2
ě0

anCn2
´n¨k, (7.2)

where an is the n-coefficient of the Taylor expansion of

rF pzq :“
ź

χP pGn1ˆĂ

xGn2

F pzχq.

Injecting (7.1) into (7.2), expanding in terms of x and exchanging the order of summation,
we obtain

ÿ

nPZ
pGn1ˆĂ

xGn2
ě0

anCn2
´n¨k “

ÿ

mPZ
pGn1ˆĂ

xGn2
ě0

rF pp2mχ´kχqqxpmq.

If for all χ we have mχ ă kχ then rF pp2mχ´kχqq ‰ 0, otherwise we have rF pp2mχ´kχqq “ 0.
Therefore, the right side is a finite sum supported in the region mχ ă kχ for every χ. Hence,
using the triangular system of relations above one can successively reconstruct the function
xpmq from the moments Ck. Therefore, we necessarily have xpmq “ µpmq described above.

Let a, q be integers as in Theorem 5.7 and for any j P Z
pGn1ˆĂ

xGn2
ě0 and X P Rě1, define

the quantity djpXq as the proportion of all positive square-free integers D ď X satisfying
D ” a pmod qq and mχpDq “ 2jχ for all χ. Therefore, Theorem 5.6 shows that for any

k P Z
pGn1ˆĂ

xGn2
ě0 we have

ř

r drpXq2r¨k “ Ck ` op1q, as X Ñ `8, where the sum is taken
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over r P Z
pGn1ˆĂ

xGn2
ě0 . The argument concludes as follows: fix any vector v P Z

pGn1ˆĂ

xGn2
ě0 ; by

compactness of the interval r0, 1s and a standard diagonal argument, one can choose a
sequence tYnunPN tending to infinity, such that dvpYnq converges to any of the limit points of
tdvpXq : X P Rě1u, call it d1

v, while for every other w the sequence dwpYnq is also converging

to some limit point d1
w. Next, we fix h P Z

pGn1ˆĂ

xGn2
ě0 , and we use the previous moment relation

for k “ 2h, trivially bounding each terms with the total sum, providing drpYnq !h 2´r¨h.
This enables us to apply the dominated convergence theorem to exchange the sum and the
limit in the expression of the h-th moment, from which we deduce that d1

w satisfies the
following moment equations as well:

ÿ

wPZ
pGn1ˆĂ

xGn2
ě0

2w¨hd1
w “ Ch.

We must therefore have d1
w “ µpwq for all w P Z

pGn1ˆĂ

xGn2
ě0 . Note that d1

v was an arbitrary
limit point of dvpXq, hence we deduce that

lim
XÑ8

dvpXq “ µpvq.

Since v was chosen arbitrarily in Z
pGn1ˆĂ

xGn2
ě0 we have thus shown that Theorem 5.7 holds,

thereby concluding the proof of Theorem 5.7.
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JUMP SETS IN LOCAL FIELDS

C. PAGANO

Abstract. We show how to use the combinatorial notion of jump sets to parametrize the
possible structures of the group of principal units of local fields, viewed as filtered modules.
We establish a natural bijection between the set of jump sets and the orbit space of a
p-adic group of filtered automorphisms acting on a free filtered module. This, together
with a Markov process on Eisenstein polynomials, culminates into a mass-formula for unit
filtrations. As a bonus the proof leads in many cases to explicit invariants of Eisenstein
polynomials, yielding a link between the filtered structure of the unit group and ramification
theory. Finally, with the basic theory of filtered modules developed here, we recover, with
a more conceptual proof, a classification, due to Miki, of the possible sets of upper jumps
of a wild character: these are all jump sets, with a set of exceptions explicitly prescribed by
the jump set of the local field and the size of its residue field.
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1. Introduction

In this paper we introduce jump sets, elementary combinatorial objects, and use them to
establish several fundamental results concerning two natural filtrations in the theory of local
fields. These are the unit filtration and the ramification filtration. We subdivide our main
results into three themes and introduce each of the themes with a basic question. We use
the answer to each question as a starting point to explain our main results.

1.1. Three questions.
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1.1.1. Principal units. Let p be a prime number. A non-archimedean local field is a field K,
equipped with a non-archimedean absolute value | ¨ |, such that K is a non-discrete locally
compact space with respect to the topology induced by | ¨ |. Write O :“ tx P K : |x| ď 1u for
the ring of integers and m :“ tx P K : |x| ă 1u for its unique maximal ideal. We assume that
p is the residue characteristic of K, i.e. the characteristic of the finite field O{m. Denote by
fK the positive integer satisfying pfK “ #O{m. Recall that O is a discrete valuation ring,
and denote by vK : K˚ Ñ Z the valuation that maps any generator of the ideal m to 1.
The inclusions K˚ Ě O˚ Ě U1pKq “ 1 ` m “ tprincipal unitsu split in the category of

topological groups. So, as topological groups, we have K˚ »top.gr. Z ˆ O˚, O˚ “ pO{mq˚ ˆ
U1pKq, where Z is taken with the discrete topology. This paper focuses on U1pKq. The
profinite group U1pKq is a pro-p group, thus, being abelian, it has a natural structure of
Zp-module. As a topological Zp-module U1pKq is very well understood. If charpKq “ 0 then

U1pKq » ZrK:Qps
p ˆ µp8pKq, while if charpKq “ p then U1pKq » Zω

p . Here ω denotes the first
infinite ordinal number and µp8pKq denotes the p-part of the group of roots of unity of K.
In both cases the isomorphism is meant in the category of topological Zp-modules. For a
reference see [3, Chapter 1, Section 6]
The Zp-module U1pKq comes naturally with some additional structure, namely the filtra-

tion U1pKq Ě U2pKq Ě . . . Ě UipKq Ě . . ., where UipKq “ 1 ` mi. In order to take into
account this additional structure we make the following definition. A filtered Zp-module is
a sequence of Zp-modules, M1 Ě M2 Ě . . . Ě Mi Ě . . ., with

Ş

iPZě1
Mi “ t0u. We will

use the symbol M‚ to denote a filtered Zp-module. A morphism of filtered Zp-modules is
a morphism of Zp-modules ϕ : M1 Ñ N1 such that ϕpMiq Ď Ni for each positive integer i.
A filtered module can be also described in terms of its weight map w : M1 Ñ Zě1 Y t8u
attaching to each x the sup of the set of integers i such that x P Mi.

Question p1q What does U1pKq look like as a filtered Zp-module?

In other words, we ask what is, as a function of K, the isomorphism class of U1pKq in
the category of filtered Zp-modules. We will sometimes use the symbol U‚pKq to stress the
presence of the additional structure present in U1pKq, coming from the filtration. Denote by
GK the absolute Galois group of K. Thanks to local class field theory, the above question
is essentially asking to describe Gab

K as a filtered group, where the filtration is given by the
upper numbering on Gab

K . Equipping any quotient of GK with the upper numbering filtration
and studying it in the category of filtered groups is a natural thing to do. Indeed it is a fact
that the local field K can be uniquely determined from the filtered group GK , see [7].

1.1.2. Galois sets. Fix Ksep a separable closure of K. Denote by GK :“ GalpKsep{Kq the
absolute Galois group. Denote by | ¨ | the unique extension of | ¨ | to Ksep. Take L{K finite
separable. Thus L naturally comes with a Galois set : ΓL “ tK-embeddings L Ñ Ksepu.
Recall by Galois theory that this is a transitive GK-set with |ΓL| “ rL : Ks. This holds for
any field K. But, if K is a local field, there is an additional piece of structure, namely a
GK-invariant metric on ΓL, defined as follows: dpσ, τq “ maxxPOL

|σpxq ´ τpxq| pσ, τ P ΓLq.
Here OL denotes the ring of integers of L. Observe that the maximum is attained since OL

is compact and the function in consideration is continuous. If L{K is unramified then the
metric space ΓL is a simple one: dpσ, τq “ 1 whenever σ ‰ τ . Since every finite separable
extension of local fields splits canonically as an unramified one and a totally ramified one,
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we go to the other extreme of the spectrum and consider L{K totally ramified: in other
words we put L “ Kpπq, with gpπq “ 0, where g P Krxs is Eisenstein. We can now phrase
the second question.

Question p2q Which invariants does the metric space impose on the coefficients of g?

As we shall see, the answer to our second question comes often with a surprising link to
the answer to our first question.

1.1.3. Jumps of characters. A character of U1pKq is a continuous group homomorphism
χ : U1pKq Ñ Qp{Zp » µp8pCq. Define Jχ “ ti P Zě1 : χpUipKqq ‰ χpUi`1pKqqu “
tjumps for χu. Since U1pKq is a profinite group, a character χ has always finite image.
Moreover it is easy to check that at each jump the size of the image gets divided exactly by
p. So one has that orderpχq “ p|Jχ| ă 8. In particular Jχ is always a finite subset of Zě1.
We can now phrase our third question.

Question p3q Given a local field K, which subsets of Zě1 occur as Jχ for a character of
U1pKq?

Thanks to local class field theory this question is essentially asking to determine which
sets A Ď Zě1 occur as the set of jumps in the upper filtration of GalpL{Kq, for some L, a
finite cyclic totally ramified extension of K, with rL : Ks a power of p. This connection is
articulated in Section 6.

1.2. Shifts and jump sets. The goal of this subsection is to explain the notion of a jump
set. Jump sets are defined using shifts. A shift is a strictly increasing function ρ : Zě1 Ñ Zě1,
with ρp1q ą 1. If Tρ “ Zě1 ´ ρpZě1q is finite, put e˚ “ maxpTρq ` 1. The example of shift
relevant for local fields is the following:

ρe,ppiq “ minti ` e, piu for p prime, e P Zą0 Y t8u.
In this example one has that if e ‰ 8, then e˚ “ r pe

p´1
s. The case e ‰ 8 will be used for local

fields of characteristic 0, and the case e “ 8 will be used for local fields of characteristic p.
The following property explains how this shift can be used to express how p-powering in

U1 changes the weights in the filtration.
Crucial property : If K is local field, e “ vKppq, then

Up
i Ă Uρpiq for ρ “ ρe,p.

This follows at once inspecting valuations in the binomial expansion p1`xqp “ 1`px`. . .`xp.
For a local field K we denote by ρK the shift ρe,p.

We can now provide the notion of a jump set for a shift ρ and respectively, in case Tρ is
finite, of an extended jump set for ρ. A jump set for ρ (resp. an extended jump set for ρ) is
a finite subset A Ď Zě1, satisfying the following two conditions:

pC.1q if a, b P A, and a ă b then ρpaq ď b,
pC.2q one has that A ´ ρpAq Ď Tρ (resp. A ´ ρpAq Ď T ˚

ρ “ Tρ Y te˚u).

Write Jumpρ “ tjump sets for ρu (resp. Jump˚
ρ “ textended jump sets for ρu). The jump

set A can be reconstructed from the following data.

c. pagano
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1.1.1. Principal units. Let p be a prime number. A non-archimedean local field is a field K,
equipped with a non-archimedean absolute value | ¨ |, such that K is a non-discrete locally
compact space with respect to the topology induced by | ¨ |. Write O :“ tx P K : |x| ď 1u for
the ring of integers and m :“ tx P K : |x| ă 1u for its unique maximal ideal. We assume that
p is the residue characteristic of K, i.e. the characteristic of the finite field O{m. Denote by
fK the positive integer satisfying pfK “ #O{m. Recall that O is a discrete valuation ring,
and denote by vK : K˚ Ñ Z the valuation that maps any generator of the ideal m to 1.
The inclusions K˚ Ě O˚ Ě U1pKq “ 1 ` m “ tprincipal unitsu split in the category of

topological groups. So, as topological groups, we have K˚ »top.gr. Z ˆ O˚, O˚ “ pO{mq˚ ˆ
U1pKq, where Z is taken with the discrete topology. This paper focuses on U1pKq. The
profinite group U1pKq is a pro-p group, thus, being abelian, it has a natural structure of
Zp-module. As a topological Zp-module U1pKq is very well understood. If charpKq “ 0 then

U1pKq » ZrK:Qps
p ˆ µp8pKq, while if charpKq “ p then U1pKq » Zω

p . Here ω denotes the first
infinite ordinal number and µp8pKq denotes the p-part of the group of roots of unity of K.
In both cases the isomorphism is meant in the category of topological Zp-modules. For a
reference see [3, Chapter 1, Section 6]
The Zp-module U1pKq comes naturally with some additional structure, namely the filtra-

tion U1pKq Ě U2pKq Ě . . . Ě UipKq Ě . . ., where UipKq “ 1 ` mi. In order to take into
account this additional structure we make the following definition. A filtered Zp-module is
a sequence of Zp-modules, M1 Ě M2 Ě . . . Ě Mi Ě . . ., with

Ş

iPZě1
Mi “ t0u. We will

use the symbol M‚ to denote a filtered Zp-module. A morphism of filtered Zp-modules is
a morphism of Zp-modules ϕ : M1 Ñ N1 such that ϕpMiq Ď Ni for each positive integer i.
A filtered module can be also described in terms of its weight map w : M1 Ñ Zě1 Y t8u
attaching to each x the sup of the set of integers i such that x P Mi.

Question p1q What does U1pKq look like as a filtered Zp-module?

In other words, we ask what is, as a function of K, the isomorphism class of U1pKq in
the category of filtered Zp-modules. We will sometimes use the symbol U‚pKq to stress the
presence of the additional structure present in U1pKq, coming from the filtration. Denote by
GK the absolute Galois group of K. Thanks to local class field theory, the above question
is essentially asking to describe Gab

K as a filtered group, where the filtration is given by the
upper numbering on Gab

K . Equipping any quotient of GK with the upper numbering filtration
and studying it in the category of filtered groups is a natural thing to do. Indeed it is a fact
that the local field K can be uniquely determined from the filtered group GK , see [7].

1.1.2. Galois sets. Fix Ksep a separable closure of K. Denote by GK :“ GalpKsep{Kq the
absolute Galois group. Denote by | ¨ | the unique extension of | ¨ | to Ksep. Take L{K finite
separable. Thus L naturally comes with a Galois set : ΓL “ tK-embeddings L Ñ Ksepu.
Recall by Galois theory that this is a transitive GK-set with |ΓL| “ rL : Ks. This holds for
any field K. But, if K is a local field, there is an additional piece of structure, namely a
GK-invariant metric on ΓL, defined as follows: dpσ, τq “ maxxPOL

|σpxq ´ τpxq| pσ, τ P ΓLq.
Here OL denotes the ring of integers of L. Observe that the maximum is attained since OL

is compact and the function in consideration is continuous. If L{K is unramified then the
metric space ΓL is a simple one: dpσ, τq “ 1 whenever σ ‰ τ . Since every finite separable
extension of local fields splits canonically as an unramified one and a totally ramified one,
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we go to the other extreme of the spectrum and consider L{K totally ramified: in other
words we put L “ Kpπq, with gpπq “ 0, where g P Krxs is Eisenstein. We can now phrase
the second question.

Question p2q Which invariants does the metric space impose on the coefficients of g?

As we shall see, the answer to our second question comes often with a surprising link to
the answer to our first question.

1.1.3. Jumps of characters. A character of U1pKq is a continuous group homomorphism
χ : U1pKq Ñ Qp{Zp » µp8pCq. Define Jχ “ ti P Zě1 : χpUipKqq ‰ χpUi`1pKqqu “
tjumps for χu. Since U1pKq is a profinite group, a character χ has always finite image.
Moreover it is easy to check that at each jump the size of the image gets divided exactly by
p. So one has that orderpχq “ p|Jχ| ă 8. In particular Jχ is always a finite subset of Zě1.
We can now phrase our third question.

Question p3q Given a local field K, which subsets of Zě1 occur as Jχ for a character of
U1pKq?

Thanks to local class field theory this question is essentially asking to determine which
sets A Ď Zě1 occur as the set of jumps in the upper filtration of GalpL{Kq, for some L, a
finite cyclic totally ramified extension of K, with rL : Ks a power of p. This connection is
articulated in Section 6.

1.2. Shifts and jump sets. The goal of this subsection is to explain the notion of a jump
set. Jump sets are defined using shifts. A shift is a strictly increasing function ρ : Zě1 Ñ Zě1,
with ρp1q ą 1. If Tρ “ Zě1 ´ ρpZě1q is finite, put e˚ “ maxpTρq ` 1. The example of shift
relevant for local fields is the following:

ρe,ppiq “ minti ` e, piu for p prime, e P Zą0 Y t8u.
In this example one has that if e ‰ 8, then e˚ “ r pe

p´1
s. The case e ‰ 8 will be used for local

fields of characteristic 0, and the case e “ 8 will be used for local fields of characteristic p.
The following property explains how this shift can be used to express how p-powering in

U1 changes the weights in the filtration.
Crucial property : If K is local field, e “ vKppq, then

Up
i Ă Uρpiq for ρ “ ρe,p.

This follows at once inspecting valuations in the binomial expansion p1`xqp “ 1`px`. . .`xp.
For a local field K we denote by ρK the shift ρe,p.

We can now provide the notion of a jump set for a shift ρ and respectively, in case Tρ is
finite, of an extended jump set for ρ. A jump set for ρ (resp. an extended jump set for ρ) is
a finite subset A Ď Zě1, satisfying the following two conditions:

pC.1q if a, b P A, and a ă b then ρpaq ď b,
pC.2q one has that A ´ ρpAq Ď Tρ (resp. A ´ ρpAq Ď T ˚

ρ “ Tρ Y te˚u).

Write Jumpρ “ tjump sets for ρu (resp. Jump˚
ρ “ textended jump sets for ρu). The jump

set A can be reconstructed from the following data.
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paq IA “ A ´ ρpAq.
pbq The function βA : A ´ ρpAq Ñ Zě1, i Ñ |ri,8q X A|.

The pair pIA, βAq satisfies the following three conditions.

pC.1q1 One has that IA Ď Tρ (resp. IA Ď T ˚
ρ ),

pC.2q1 the map βA is a strictly decreasing map β : IA Ñ Zě1,
pC.3q1 the map i ÞÑ ρβpiqpiq from IA to Zě1 is strictly increasing.

Conversely, given any pair pI, βq satisfying properties pC.1q1, pC.2q1 and pC.3q1, we can
attach to it a jump set for ρ denoted by ApI,βq (resp. an extended jump set for ρ). The
assignments A ÞÑ pIA, βAq and pI, βq ÞÑ ApI,βq are inverses to each other. Namely we have

ApIA,βAq “ A,

and

pIApI,βq , βApI,βqq “ pI, βq.
We will refer also to the pair pI, βq as a jump set.

1.2.1. Answer to question p1q. We will answer question (1) exploiting the following analogy
with usual Zp-modules. We denote by µppKq :“ tα P K : αp “ 1u. It is not difficult to show
that µppKq “ t1u if and only if

U1pKq »Zp-mod

ź

iPTρK

ZfK
p .

Suppose that µppKq ‰ t1u. Then U1pKq has a presentation:

0 Ñ Zp Ñ ZrK:Qps`1
p Ñ U1pKq Ñ 0.

Denote by v0 the image of 1 in the inclusion of Zp into ZrK:Qps`1
p . One can obtain a differ-

ent presentation using the natural action of AutZppZrK:Qps`1
p q on EpiZp

pZrK:Qps`1
p , U1pKqq,

which denotes the set of surjective morphisms of Zp-modules from ZrK:Qps`1
p to U1pKq.

In this way all presentations are obtained. That is, AutZppZrK:Qps`1
p q acts transitively on

EpiZp
pZrK:Qps`1

p , U1pKqq. Thus knowing U1pKq as a Zp-module is tantamount to knowing

the orbit of the vector v0 under the action of AutZppZrK:Qps`1
p q. But recall that for all

v1, v2 P ZrK:Qps`1
p one has that

v1 „AutZp
v2 Ø ordpv1q “ ordpv2q.

Here ord of a vector v P ZrK:Qps`1
p denotes the minimum of vQppaq as a varies among the

coordinates of v with respect to the standard basis of ZrK:Qps`1
p . Therefore we have that

tv : ZrK:Qps`1
p {Zpv » U1pKqu “ tv : |µp8pKq| “ pordpvqu.

We will see that in the finer category of filtered Zp-modules the story is very similar. To
reach an analogous picture we need to introduce the analogues of the actors appearing above.
Namely we need a notion of a “free-filtered-module”.

60 C. PAGANO

As we shall explain in section 3.2.1, with filtered modules one can do the usual operations of
direct sums, direct product, and when the modules are finitely generated of taking quotients.
Having this in mind, one defines what may be thought of as the building blocks for “free-
filtered-modules”, namely the analogue of rank 1 modules over Zp (but now there will be
many different rank 1 filtered modules), as follows. Let ρ be a shift, and let i be a positive
integer.

Definition 1.1. The i-th standard filtered module, Si, for ρ, is given by setting Si “ Zp,
with weight map

wpxq “ ρordppxqpiq.

The analogues of a “free-filtered-module” used to describe U1pKq will be

Mρ “
ź

iPTρ

Si,

M˚
ρ “

ź

iPT˚
ρ

Si.

We have the following theorem.

Theorem 1.2. Let K be a local field, with |O{m| “ pfK . Then U1 » M fK
ρK

as filtered
Zp-modules if and only if µppKq “ t1u.

So we are left with the case µppKq ‰ t1u. In particular we have that charpKq “ 0. We
proceed in analogy with the case of Zp-modules described above.

To describe U‚ as a filtered Zp-module one constructs a filtered presentation:

M fK´1
ρK

‘ M˚
ρK

� U‚pKq.
Just as with Zp-modules, one can obtain a different presentation using the natural action of
AutfiltpM fK´1

ρK
‘M˚

ρK
q on EpifiltpM fK´1

ρK
‘M˚

ρK
, U‚pKqq. As established in Proposition 3.32 we

obtain a statement in perfect analogy with the case of Zp-modules explained above. Namely
we have the following crucial proposition.

Proposition 1.3. Let K be a local field with µppKq ‰ t1u. Then the action of AutfiltpM fK´1
ρK

‘
M˚

ρK
q upon the set EpifiltpM fK´1

ρK
‘ M˚

ρK
, U‚pKqq is transitive.

For a local field K as in Proposition 1.3 knowing the filtered module U‚pKq is tantamount
to knowing the set of vectors v P M fK´1

ρK
‘ M˚

ρK
such that

pM fK´1
ρK

‘ M˚
ρK

q{Zpv »filt U‚pKq.
Thanks to Proposition 1.3 the set of such vectors v consists of a single orbit under the action of
the group AutfiltpM fK´1

ρK
‘M˚

ρK
q. Thus we are led to study the orbits of AutfiltpM fK´1

ρK
‘M˚

ρK
q

acting on M fK´1
ρK

‘ M˚
ρK
, just as we did above in the case of Zp-modules. In particular we

are led to find the filtered analogue of the function ord. It is in this context that jump sets
come into play. For two vectors v1, v2 P M f´1

ρ ‘ M˚
ρ we will use the notation

v1 „Autfilt v2

to say that v1 and v2 are in the same orbit under the action of AutfiltpM f´1
ρ ‘M˚

ρ q. Observe

that if ϕ P EpifiltpM fK´1
ρK

‘ M˚
ρK
, U‚pKqq, then in particular kerpϕq Ď p ¨ pM fK´1

ρK
‘ M˚

ρK
q.

Therefore we proceed to describe only orbits of AutfiltpM f´1
ρ ‘M˚

ρ q acting upon p ¨ pM f´1
ρ ‘
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paq IA “ A ´ ρpAq.
pbq The function βA : A ´ ρpAq Ñ Zě1, i Ñ |ri,8q X A|.

The pair pIA, βAq satisfies the following three conditions.

pC.1q1 One has that IA Ď Tρ (resp. IA Ď T ˚
ρ ),

pC.2q1 the map βA is a strictly decreasing map β : IA Ñ Zě1,
pC.3q1 the map i ÞÑ ρβpiqpiq from IA to Zě1 is strictly increasing.

Conversely, given any pair pI, βq satisfying properties pC.1q1, pC.2q1 and pC.3q1, we can
attach to it a jump set for ρ denoted by ApI,βq (resp. an extended jump set for ρ). The
assignments A ÞÑ pIA, βAq and pI, βq ÞÑ ApI,βq are inverses to each other. Namely we have

ApIA,βAq “ A,

and

pIApI,βq , βApI,βqq “ pI, βq.
We will refer also to the pair pI, βq as a jump set.

1.2.1. Answer to question p1q. We will answer question (1) exploiting the following analogy
with usual Zp-modules. We denote by µppKq :“ tα P K : αp “ 1u. It is not difficult to show
that µppKq “ t1u if and only if

U1pKq »Zp-mod

ź

iPTρK

ZfK
p .

Suppose that µppKq ‰ t1u. Then U1pKq has a presentation:

0 Ñ Zp Ñ ZrK:Qps`1
p Ñ U1pKq Ñ 0.

Denote by v0 the image of 1 in the inclusion of Zp into ZrK:Qps`1
p . One can obtain a differ-

ent presentation using the natural action of AutZppZrK:Qps`1
p q on EpiZp

pZrK:Qps`1
p , U1pKqq,

which denotes the set of surjective morphisms of Zp-modules from ZrK:Qps`1
p to U1pKq.

In this way all presentations are obtained. That is, AutZppZrK:Qps`1
p q acts transitively on

EpiZp
pZrK:Qps`1

p , U1pKqq. Thus knowing U1pKq as a Zp-module is tantamount to knowing

the orbit of the vector v0 under the action of AutZppZrK:Qps`1
p q. But recall that for all

v1, v2 P ZrK:Qps`1
p one has that

v1 „AutZp
v2 Ø ordpv1q “ ordpv2q.

Here ord of a vector v P ZrK:Qps`1
p denotes the minimum of vQppaq as a varies among the

coordinates of v with respect to the standard basis of ZrK:Qps`1
p . Therefore we have that

tv : ZrK:Qps`1
p {Zpv » U1pKqu “ tv : |µp8pKq| “ pordpvqu.

We will see that in the finer category of filtered Zp-modules the story is very similar. To
reach an analogous picture we need to introduce the analogues of the actors appearing above.
Namely we need a notion of a “free-filtered-module”.

60 C. PAGANO

As we shall explain in section 3.2.1, with filtered modules one can do the usual operations of
direct sums, direct product, and when the modules are finitely generated of taking quotients.
Having this in mind, one defines what may be thought of as the building blocks for “free-
filtered-modules”, namely the analogue of rank 1 modules over Zp (but now there will be
many different rank 1 filtered modules), as follows. Let ρ be a shift, and let i be a positive
integer.

Definition 1.1. The i-th standard filtered module, Si, for ρ, is given by setting Si “ Zp,
with weight map

wpxq “ ρordppxqpiq.

The analogues of a “free-filtered-module” used to describe U1pKq will be

Mρ “
ź

iPTρ

Si,

M˚
ρ “

ź

iPT˚
ρ

Si.

We have the following theorem.

Theorem 1.2. Let K be a local field, with |O{m| “ pfK . Then U1 » M fK
ρK

as filtered
Zp-modules if and only if µppKq “ t1u.

So we are left with the case µppKq ‰ t1u. In particular we have that charpKq “ 0. We
proceed in analogy with the case of Zp-modules described above.

To describe U‚ as a filtered Zp-module one constructs a filtered presentation:

M fK´1
ρK

‘ M˚
ρK

� U‚pKq.
Just as with Zp-modules, one can obtain a different presentation using the natural action of
AutfiltpM fK´1

ρK
‘M˚

ρK
q on EpifiltpM fK´1

ρK
‘M˚

ρK
, U‚pKqq. As established in Proposition 3.32 we

obtain a statement in perfect analogy with the case of Zp-modules explained above. Namely
we have the following crucial proposition.

Proposition 1.3. Let K be a local field with µppKq ‰ t1u. Then the action of AutfiltpM fK´1
ρK

‘
M˚

ρK
q upon the set EpifiltpM fK´1

ρK
‘ M˚

ρK
, U‚pKqq is transitive.

For a local field K as in Proposition 1.3 knowing the filtered module U‚pKq is tantamount
to knowing the set of vectors v P M fK´1

ρK
‘ M˚

ρK
such that

pM fK´1
ρK

‘ M˚
ρK

q{Zpv »filt U‚pKq.
Thanks to Proposition 1.3 the set of such vectors v consists of a single orbit under the action of
the group AutfiltpM fK´1

ρK
‘M˚

ρK
q. Thus we are led to study the orbits of AutfiltpM fK´1

ρK
‘M˚

ρK
q

acting on M fK´1
ρK

‘ M˚
ρK
, just as we did above in the case of Zp-modules. In particular we

are led to find the filtered analogue of the function ord. It is in this context that jump sets
come into play. For two vectors v1, v2 P M f´1

ρ ‘ M˚
ρ we will use the notation

v1 „Autfilt v2

to say that v1 and v2 are in the same orbit under the action of AutfiltpM f´1
ρ ‘M˚

ρ q. Observe

that if ϕ P EpifiltpM fK´1
ρK

‘ M˚
ρK
, U‚pKqq, then in particular kerpϕq Ď p ¨ pM fK´1

ρK
‘ M˚

ρK
q.

Therefore we proceed to describe only orbits of AutfiltpM f´1
ρ ‘M˚

ρ q acting upon p ¨ pM f´1
ρ ‘
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M˚
ρ q. However there is no loss of generality in doing so. Indeed it is clear that given v1, v2

in M f´1
ρ ‘ M˚

ρ one has that v1 „Autfilt v2 if and only if p ¨ v1 „Autfilt p ¨ v2. We attach to each

extended jump set pI, βq a vector in p ¨ pM f´1
ρ ‘ M˚

ρ q defined as follows:

vpI,βq “ pxjqjPT˚
ρ

P p ¨ M˚
ρ “

ź

jPT˚
ρ

p ¨ Sj

by xj “ 0 if j R I, xj “ pβpjq if j P I.

Theorem 1.4. ( Jump sets parametrize orbits) Let ρ be any shift with #Tρ ă 8 and f be
a positive integer. Then there exists a unique map

filt-ord : p ¨ pM f´1
ρ ‘ M˚

ρ q Ñ Jump˚
ρ

having the following two properties.
p1q For all v1, v2 P p ¨ pM f´1

ρ ‘ M˚
ρ q one has

v1 „Autfilt v2 Ø filt-ordpv1q “ filt-ordpv2q.

p2q For each pI, βq P Jump˚
ρ, we have that

filt-ordpvpI,βqq “ pI, βq.

In fact the proof of Theorem 1.4, as given in Section 3, provides us with an effective way
to compute the map filt-ord. This goes as follows. Let v be in p ¨ pM f´1

ρ ‘ M˚
ρ q. Firstly

define the following subset of Z2
ě1

Sv :“ tpi, ordpviqquiPT˚
ρ :vi‰0,

where vi is the projection of v on the factor Sf
i if i ă e˚

ρ and on Se˚
ρ
in case i “ e˚

ρ . Next, for

any shift ρ consider the following partial order ďρ defined on Z2
ě1. We let pa1, b1q ďρ pa2, b2q

if and only if

b2 ě b1 and ρb2pa2q ě ρb1pa1q.
Finally define S´

v to be the set of minimal points of Sv with respect to ďρ. One can easily
show that there is a unique extended jump set pIv, βvq P Jump˚

ρ such that

S´
v “ Graphpβvq.

It is shown in Section 3 that filt-ordpvq “ pIv, βvq. This phenomenon of a jump set arising
as the set of minimal or maximal elements of some finite subset of Z2

ě1 is a leitmotif of
this paper. Another instance of this phenomenon will emerge at the end of this sub-section
in Theorem 1.13, in the context of Eisenstein polynomials. We mention that this way of
computing filt-ord is used in [1] where, among other things, algorithmic problems of this
subject are explored.
From Theorem 1.4 one concludes the following.

Theorem 1.5. Let K be a local field, with µppKq ‰ t1u and |O{m| “ pfK . Then there is a
unique pIK , βKq P Jump˚

ρK
such that

U1pKq » M fK´1
ρK

‘ pM˚
ρK

{ZpvpIK ,βKqq

as filtered Zp-modules.
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So when µppKq ‰ t1u, knowing U1pKq as a filtered module is tantamount to knowing the
extended ρK-jump set pIK , βKq.
The next theorem tells us, for given e, f , which orbits of the action of AutfiltpM f´1

ρe,p ‘M˚
ρe,pq

on M f´1
ρe,p ‘ M˚

ρe,p are realized by a local field K with µppKq ‰ t1u, eK “ e and fK “ f . In
other words, together with Theorem 1.2 this provides a complete classification of the filtered
Zp-modules M‚ such that

U‚pKq »filt M‚,

for some local field K, therefore answering Question p1q.

Theorem 1.6. Let p be a prime number, let e, f P Zą0, and let pI, βq be an extended ρe,p-
jump set. Then the following are equivalent.
(1) There exists a local field K with residue characteristic p and

µppKq ‰ t1u, fK “ f, e “ vKppq, pIK , βKq “ pI, βq.
(2) We have that p ´ 1|e, I ‰ ∅ and

ρβpminpIqq
e,p pminpIqq “ pe

p ´ 1
p“ e˚q.

For a shift ρ such that Tρ is finite, the extended jump sets pI, βq P Jump˚
ρ such that I ‰ ∅

and ρβpminpIqqpminpIqq “ e˚ are said to be admissible. The implication p2q Ñ p1q, in the
above theorem, is proved in Section 5 in Theorem 5.4. The implication p1q Ñ p2q follows
from Proposition 5.1 and Theorem 3.38 combined.
Our next main result provides a quantitative strengthening of Theorem 1.6. Once we fix

e P pp´1qZě1 and a positive integer f , then, thanks to Theorem 1.6, we know precisely which
pI, βq P Jump˚

ρe,p occur as pIK , βKq for some local field K with µppKq ‰ t1u, eK “ e, fK “ f .

But Theorem 1.6 doesn’t tell us “how often” each pI, βq occurs. To make this point precise
we should firstly agree in which manner we weight local fields. A very natural way to do
this is provided by Serre’s Mass formula [10]. We briefly recall how this works.
Let E be a local field. Write q “ |OE{mE|. Let e be a positive integer. Let Spe, Eq be

the set of isomorphism classes of separable totally ramified degree e extensions K{E. To
K P Spe, Eq one gives mass µe,EpKq :“ 1

qcpK{Eq|AutEpKq| , where cpK{Eq “ vKpδK{Eq ´ e ` 1,

and δK{E denotes the different of the extension K{E. Serre’s Mass formula [10] states that
µe,E is a probability measure on Spe, Eq, i.e.

ÿ

KPSpe,Eq

µe,EpKq “ 1.

Now we can make the “how often” written above precise. Namely given e P pp´1qZě1, f P
Zě1 and pI, βq P Jump˚

ρ , write Ef :“ Qpf pζpq. Here Qpf denotes the degree f unramified
extension of Qp. We can ask to evaluate

ÿ

KPSp e
p´1

,Ef q:pIK ,βKq“pI,βq

µ e
p´1

,Ef
pKq,

in words we are asking to evaluate the probability that a random K, totally ramified degree
e

p´1
extension of Ef , has pIK , βKq “ pI, βq.

Observe that, thanks to Proposition 1.3 and Theorems 1.4 and 1.5 combined, we know
that for K P Sp e

p´1
, Ef q the set of vectors O :“ tv P M fK´1

ρK
‘ M˚

ρK
: U‚pKq »filt pM fK´1

ρK
‘

M˚
ρK

q{Zpvu is precisely equal to the orbit of the vector vpIK ,βKq under AutfiltpM fK´1
ρK

‘M˚
ρK

q.
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M˚
ρ q. However there is no loss of generality in doing so. Indeed it is clear that given v1, v2

in M f´1
ρ ‘ M˚

ρ one has that v1 „Autfilt v2 if and only if p ¨ v1 „Autfilt p ¨ v2. We attach to each

extended jump set pI, βq a vector in p ¨ pM f´1
ρ ‘ M˚

ρ q defined as follows:

vpI,βq “ pxjqjPT˚
ρ

P p ¨ M˚
ρ “

ź

jPT˚
ρ

p ¨ Sj

by xj “ 0 if j R I, xj “ pβpjq if j P I.

Theorem 1.4. ( Jump sets parametrize orbits) Let ρ be any shift with #Tρ ă 8 and f be
a positive integer. Then there exists a unique map

filt-ord : p ¨ pM f´1
ρ ‘ M˚

ρ q Ñ Jump˚
ρ

having the following two properties.
p1q For all v1, v2 P p ¨ pM f´1

ρ ‘ M˚
ρ q one has

v1 „Autfilt v2 Ø filt-ordpv1q “ filt-ordpv2q.

p2q For each pI, βq P Jump˚
ρ, we have that

filt-ordpvpI,βqq “ pI, βq.

In fact the proof of Theorem 1.4, as given in Section 3, provides us with an effective way
to compute the map filt-ord. This goes as follows. Let v be in p ¨ pM f´1

ρ ‘ M˚
ρ q. Firstly

define the following subset of Z2
ě1

Sv :“ tpi, ordpviqquiPT˚
ρ :vi‰0,

where vi is the projection of v on the factor Sf
i if i ă e˚

ρ and on Se˚
ρ
in case i “ e˚

ρ . Next, for

any shift ρ consider the following partial order ďρ defined on Z2
ě1. We let pa1, b1q ďρ pa2, b2q

if and only if

b2 ě b1 and ρb2pa2q ě ρb1pa1q.
Finally define S´

v to be the set of minimal points of Sv with respect to ďρ. One can easily
show that there is a unique extended jump set pIv, βvq P Jump˚

ρ such that

S´
v “ Graphpβvq.

It is shown in Section 3 that filt-ordpvq “ pIv, βvq. This phenomenon of a jump set arising
as the set of minimal or maximal elements of some finite subset of Z2

ě1 is a leitmotif of
this paper. Another instance of this phenomenon will emerge at the end of this sub-section
in Theorem 1.13, in the context of Eisenstein polynomials. We mention that this way of
computing filt-ord is used in [1] where, among other things, algorithmic problems of this
subject are explored.
From Theorem 1.4 one concludes the following.

Theorem 1.5. Let K be a local field, with µppKq ‰ t1u and |O{m| “ pfK . Then there is a
unique pIK , βKq P Jump˚

ρK
such that

U1pKq » M fK´1
ρK

‘ pM˚
ρK

{ZpvpIK ,βKqq

as filtered Zp-modules.
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So when µppKq ‰ t1u, knowing U1pKq as a filtered module is tantamount to knowing the
extended ρK-jump set pIK , βKq.
The next theorem tells us, for given e, f , which orbits of the action of AutfiltpM f´1

ρe,p ‘M˚
ρe,pq

on M f´1
ρe,p ‘ M˚

ρe,p are realized by a local field K with µppKq ‰ t1u, eK “ e and fK “ f . In
other words, together with Theorem 1.2 this provides a complete classification of the filtered
Zp-modules M‚ such that

U‚pKq »filt M‚,

for some local field K, therefore answering Question p1q.

Theorem 1.6. Let p be a prime number, let e, f P Zą0, and let pI, βq be an extended ρe,p-
jump set. Then the following are equivalent.
(1) There exists a local field K with residue characteristic p and

µppKq ‰ t1u, fK “ f, e “ vKppq, pIK , βKq “ pI, βq.
(2) We have that p ´ 1|e, I ‰ ∅ and

ρβpminpIqq
e,p pminpIqq “ pe

p ´ 1
p“ e˚q.

For a shift ρ such that Tρ is finite, the extended jump sets pI, βq P Jump˚
ρ such that I ‰ ∅

and ρβpminpIqqpminpIqq “ e˚ are said to be admissible. The implication p2q Ñ p1q, in the
above theorem, is proved in Section 5 in Theorem 5.4. The implication p1q Ñ p2q follows
from Proposition 5.1 and Theorem 3.38 combined.
Our next main result provides a quantitative strengthening of Theorem 1.6. Once we fix

e P pp´1qZě1 and a positive integer f , then, thanks to Theorem 1.6, we know precisely which
pI, βq P Jump˚

ρe,p occur as pIK , βKq for some local field K with µppKq ‰ t1u, eK “ e, fK “ f .

But Theorem 1.6 doesn’t tell us “how often” each pI, βq occurs. To make this point precise
we should firstly agree in which manner we weight local fields. A very natural way to do
this is provided by Serre’s Mass formula [10]. We briefly recall how this works.
Let E be a local field. Write q “ |OE{mE|. Let e be a positive integer. Let Spe, Eq be

the set of isomorphism classes of separable totally ramified degree e extensions K{E. To
K P Spe, Eq one gives mass µe,EpKq :“ 1

qcpK{Eq|AutEpKq| , where cpK{Eq “ vKpδK{Eq ´ e ` 1,

and δK{E denotes the different of the extension K{E. Serre’s Mass formula [10] states that
µe,E is a probability measure on Spe, Eq, i.e.

ÿ

KPSpe,Eq

µe,EpKq “ 1.

Now we can make the “how often” written above precise. Namely given e P pp´1qZě1, f P
Zě1 and pI, βq P Jump˚

ρ , write Ef :“ Qpf pζpq. Here Qpf denotes the degree f unramified
extension of Qp. We can ask to evaluate

ÿ

KPSp e
p´1

,Ef q:pIK ,βKq“pI,βq

µ e
p´1

,Ef
pKq,

in words we are asking to evaluate the probability that a random K, totally ramified degree
e

p´1
extension of Ef , has pIK , βKq “ pI, βq.

Observe that, thanks to Proposition 1.3 and Theorems 1.4 and 1.5 combined, we know
that for K P Sp e

p´1
, Ef q the set of vectors O :“ tv P M fK´1

ρK
‘ M˚

ρK
: U‚pKq »filt pM fK´1

ρK
‘

M˚
ρK

q{Zpvu is precisely equal to the orbit of the vector vpIK ,βKq under AutfiltpM fK´1
ρK

‘M˚
ρK

q.
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Moreover M fK´1
ρK

‘ M˚
ρK

viewed as a topological group is compact, and hence has a Haar
measure. It is then natural to think that, for a given admissible extended ρe,p-jump set
pI, βq, a randomly chosen totally ramified degree e

p´1
extension K of Ef , satisfies

pIK , βKq “ pI, βq

with probability proportional to the Haar measure of the orbit of vpI,βq. Our next theorem
shows that this turns out to be exactly right.
For pI, βq P Jump˚

ρe,p , with I ‰ ∅, it is easy to see that the set filt-ord´1ppI, βqq is an open

subset of M f´1
ρe,p ‘ M˚

ρe,p . Normalize µHaar, imposing that

µHaarp
ď

pI,βq admissible

filt-ord´1pI, βqq “ 1.

In other words, choose the unique normalization of the Haar measure that induces a proba-
bility measure on the union of the orbits of the vectors vpI,βq as pI, βq runs among admissible
extended jump sets for ρe,p. We call admissible those orbits of M f´1

ρe,p ‘ M˚
ρe,p , under the

action of AutfiltpM f´1
ρe,p ‘ M˚

ρe,pq, that contain a vector vpI,βq with pI, βq admissible. Let Ef

be Qpf pζpq, the unramified extension of Qppζpq of degree f .

Theorem 1.7. Let e P pp ´ 1qZě1, f P Zě1 and pI, βq P Jump˚
ρe,p be an admissible jump set.

Then the probability that a random totally ramified degree e
p´1

extension K of Ef satisfies

pIK , βKq “ pI, βq, is equal to the probability that a vector v P M f´1
ρe,p ‘M˚

ρe,p, randomly chosen
among admissible orbits, is in the orbit of vpI,βq. In other words

ÿ

KPSp e
p´1

,Ef q:pIK ,βKq“pI,βq

µ e
p´1

,Ef
pKq “ µHaarpfilt-ord´1pI, βqq.

From the first proof given by Serre [10], Theorem 1.7 can be equivalently expressed as
a volume computation in a space of Eisenstein polynomials. Namely for e P pp ´ 1qZě1

and f P Zě1, denote by Eisp e
p´1

,Qpf pζpqq the set of degree e
p´1

-Eisenstein polynomials over

Qpf pζpq. This can be viewed as a topological space equipped with a natural probability
measure, simply by using the Haar measure on the coefficients. For a gpxq P Eisp e

p´1
,Qpf pζpqq,

denote by Fgpxq :“ Qpf pζpqrxs{pgpxqq. We can reformulate Theorem 1.7 in the following
manner.

Theorem 1.8. Let e P pp ´ 1qZě1, f P Zě1 and pI, βq P Jump˚
ρe,p be an admissible jump

set. Then the volume of the set of gpxq P Eisp e
p´1

,Qpf pζpqq satisfying pIFgpxq , βFgpxqq “ pI, βq,
equals

µHaarpfilt-ord´1pI, βqq.

The above two Theorems are implied by Theorem 9.1. As a bonus, the method of the proof
of Theorem 9.1 allows us to explicitly compute the jump set pIFgpxq , βFgpxqq out of the valuation
of the coefficients of gpxq, for a large class of Eisenstein polynomials gpxq. This will be the
class of strongly separable Eisenstein polynomials, which are defined right after Proposition
1.10. To state our next Theorem, we begin attaching to any gpxq P Eisp e

p´1
,Qpf pζpqq, an ele-

ment pIgpxq, βgpxqq P Jumpρ8,p
. Under certain conditions, given below, we have that actually

pIgpxq, βgpxqq P Jump˚
ρe,p and pIFgpxq , βFgpxqq “ pIgpxq, βgpxqq. We shall begin by explaining the

64 C. PAGANO

construction of pIgpxq, βgpxqq. Write

gpxq :“

e
p´1
ÿ

i“0

aix
i.

Firstly consider the following subset of Z2

Sgpxq :“ t
`
vEf

paiq e
p´1

` i

pvQp piq , vQppiq ` 1
˘

u1ďiď e
p´1

:vQp piqďvQp peq and ai‰0.

Recall the definition of the partial order ďρ attached to a shift ρ given right after Theorem
1.4. We denote by S´

gpxq the set of minimal elements of Sgpxq with respect to the order ďρ8,p .

One can prove that there is a unique pair

pIgpxq, βgpxqq P Jumpρ8,p
,

such that S´
gpxq “ Graphpβgpxqq. It turns out that if gpxq is strongly separable, a notion that

we are going to provide right after Proposition 1.10, then the pair pIgpxq, βgpxqq is also in
Jumpρe,p .
We next make a definition that will have the effect of sub-dividing the characteristic 0

local field extensions into two sub-categories. Loosely speaking, when the ramification of
E{F will not be “too big” compared to vEppq, then the arithmetic of this extension will be,
for our purposes, indistinguishable from the arithmetic of a characteristic p extension. We
make this notion precise in the following definition, while the relation with characteristic
p fields will only become visible in Theorem 1.14. For an extension of local fields F {E we
denote by δF {E the different of the extension.

Definition 1.9. Let F {E be any extension of local fields of residue characteristic p. We say
that F {E is strongly separable if

vF pδF {Eq ă vF ppq.
Observe that in characteristic p the notions of strongly separable and separable coincide.

One can easily show the following general fact.

Proposition 1.10. Let n be a positive integer. Consider F {E a monogenic degree n exten-
sion given by an Eisenstein polynomial gpxq :“

řn
i“0 aix

i. Then F {E is strongly separable if
and only if there exists i P t1, . . . , nu such that pi, pq “ 1 and vEpaiq ă vEppq.

An Eisenstein polynomial gpxq P Eispn,Eq giving rise to a strongly separable extension
is itself called strongly separable. So Proposition 1.10 says that gpxq is strongly separable
if and only if it has a coefficient ai with pi, pq “ 1 and vEpaiq ă vEppq. We can now state
our next result. For a positive integer f , recall that Ef denotes Qpf pζpq, the unramified
extension of Qppζpq of degree f .

Theorem 1.11. Let e P pp ´ 1qZě1, f P Zě1 and gpxq P Eisp e
p´1

, Ef q be strongly separable.

Then
pIgpxq, βgpxqq “ pIEf rxs{gpxq, βEf rxs{gpxqq.

As explained at the end of Section 10, the assumption of being strongly separable cannot
be omitted. Theorem 1.11 is deduced in Section 10 from a slightly finer result. Moreover
in that Section we provide a procedure that allows one to compute pIgpxq, βgpxqq very quickly,
even by hand. See [1] for an actual implementation of this as well.
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Moreover M fK´1
ρK

‘ M˚
ρK

viewed as a topological group is compact, and hence has a Haar
measure. It is then natural to think that, for a given admissible extended ρe,p-jump set
pI, βq, a randomly chosen totally ramified degree e

p´1
extension K of Ef , satisfies

pIK , βKq “ pI, βq

with probability proportional to the Haar measure of the orbit of vpI,βq. Our next theorem
shows that this turns out to be exactly right.
For pI, βq P Jump˚

ρe,p , with I ‰ ∅, it is easy to see that the set filt-ord´1ppI, βqq is an open

subset of M f´1
ρe,p ‘ M˚

ρe,p . Normalize µHaar, imposing that

µHaarp
ď

pI,βq admissible

filt-ord´1pI, βqq “ 1.

In other words, choose the unique normalization of the Haar measure that induces a proba-
bility measure on the union of the orbits of the vectors vpI,βq as pI, βq runs among admissible
extended jump sets for ρe,p. We call admissible those orbits of M f´1

ρe,p ‘ M˚
ρe,p , under the

action of AutfiltpM f´1
ρe,p ‘ M˚

ρe,pq, that contain a vector vpI,βq with pI, βq admissible. Let Ef

be Qpf pζpq, the unramified extension of Qppζpq of degree f .

Theorem 1.7. Let e P pp ´ 1qZě1, f P Zě1 and pI, βq P Jump˚
ρe,p be an admissible jump set.

Then the probability that a random totally ramified degree e
p´1

extension K of Ef satisfies

pIK , βKq “ pI, βq, is equal to the probability that a vector v P M f´1
ρe,p ‘M˚

ρe,p, randomly chosen
among admissible orbits, is in the orbit of vpI,βq. In other words

ÿ

KPSp e
p´1

,Ef q:pIK ,βKq“pI,βq

µ e
p´1

,Ef
pKq “ µHaarpfilt-ord´1pI, βqq.

From the first proof given by Serre [10], Theorem 1.7 can be equivalently expressed as
a volume computation in a space of Eisenstein polynomials. Namely for e P pp ´ 1qZě1

and f P Zě1, denote by Eisp e
p´1

,Qpf pζpqq the set of degree e
p´1

-Eisenstein polynomials over

Qpf pζpq. This can be viewed as a topological space equipped with a natural probability
measure, simply by using the Haar measure on the coefficients. For a gpxq P Eisp e

p´1
,Qpf pζpqq,

denote by Fgpxq :“ Qpf pζpqrxs{pgpxqq. We can reformulate Theorem 1.7 in the following
manner.

Theorem 1.8. Let e P pp ´ 1qZě1, f P Zě1 and pI, βq P Jump˚
ρe,p be an admissible jump

set. Then the volume of the set of gpxq P Eisp e
p´1

,Qpf pζpqq satisfying pIFgpxq , βFgpxqq “ pI, βq,
equals

µHaarpfilt-ord´1pI, βqq.

The above two Theorems are implied by Theorem 9.1. As a bonus, the method of the proof
of Theorem 9.1 allows us to explicitly compute the jump set pIFgpxq , βFgpxqq out of the valuation
of the coefficients of gpxq, for a large class of Eisenstein polynomials gpxq. This will be the
class of strongly separable Eisenstein polynomials, which are defined right after Proposition
1.10. To state our next Theorem, we begin attaching to any gpxq P Eisp e

p´1
,Qpf pζpqq, an ele-

ment pIgpxq, βgpxqq P Jumpρ8,p
. Under certain conditions, given below, we have that actually

pIgpxq, βgpxqq P Jump˚
ρe,p and pIFgpxq , βFgpxqq “ pIgpxq, βgpxqq. We shall begin by explaining the
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construction of pIgpxq, βgpxqq. Write

gpxq :“

e
p´1
ÿ

i“0

aix
i.

Firstly consider the following subset of Z2

Sgpxq :“ t
`
vEf

paiq e
p´1

` i

pvQp piq , vQppiq ` 1
˘

u1ďiď e
p´1

:vQp piqďvQp peq and ai‰0.

Recall the definition of the partial order ďρ attached to a shift ρ given right after Theorem
1.4. We denote by S´

gpxq the set of minimal elements of Sgpxq with respect to the order ďρ8,p .

One can prove that there is a unique pair

pIgpxq, βgpxqq P Jumpρ8,p
,

such that S´
gpxq “ Graphpβgpxqq. It turns out that if gpxq is strongly separable, a notion that

we are going to provide right after Proposition 1.10, then the pair pIgpxq, βgpxqq is also in
Jumpρe,p .
We next make a definition that will have the effect of sub-dividing the characteristic 0

local field extensions into two sub-categories. Loosely speaking, when the ramification of
E{F will not be “too big” compared to vEppq, then the arithmetic of this extension will be,
for our purposes, indistinguishable from the arithmetic of a characteristic p extension. We
make this notion precise in the following definition, while the relation with characteristic
p fields will only become visible in Theorem 1.14. For an extension of local fields F {E we
denote by δF {E the different of the extension.

Definition 1.9. Let F {E be any extension of local fields of residue characteristic p. We say
that F {E is strongly separable if

vF pδF {Eq ă vF ppq.
Observe that in characteristic p the notions of strongly separable and separable coincide.

One can easily show the following general fact.

Proposition 1.10. Let n be a positive integer. Consider F {E a monogenic degree n exten-
sion given by an Eisenstein polynomial gpxq :“

řn
i“0 aix

i. Then F {E is strongly separable if
and only if there exists i P t1, . . . , nu such that pi, pq “ 1 and vEpaiq ă vEppq.

An Eisenstein polynomial gpxq P Eispn,Eq giving rise to a strongly separable extension
is itself called strongly separable. So Proposition 1.10 says that gpxq is strongly separable
if and only if it has a coefficient ai with pi, pq “ 1 and vEpaiq ă vEppq. We can now state
our next result. For a positive integer f , recall that Ef denotes Qpf pζpq, the unramified
extension of Qppζpq of degree f .

Theorem 1.11. Let e P pp ´ 1qZě1, f P Zě1 and gpxq P Eisp e
p´1

, Ef q be strongly separable.

Then
pIgpxq, βgpxqq “ pIEf rxs{gpxq, βEf rxs{gpxqq.

As explained at the end of Section 10, the assumption of being strongly separable cannot
be omitted. Theorem 1.11 is deduced in Section 10 from a slightly finer result. Moreover
in that Section we provide a procedure that allows one to compute pIgpxq, βgpxqq very quickly,
even by hand. See [1] for an actual implementation of this as well.
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The moral of Theorem 1.11 is that in a portion of the space of Eisenstein polynomials,
the assignment K ÞÑ pIK , βKq can be read off very explicitly from the valuations of the
coefficients of an Eisenstein polynomial giving the field K. In general this is not the case,
but nevertheless one is able to establish the exact counting formula as in Theorem 1.7 by
means of a genuinely probabilistic argument.

1.2.2. Answer to question p2q. Let n be a positive integer and let L{K be a degree n totally
ramified separable extension of local fields with residue characteristic p. Suppose L{K is
given by gpxq P Eispn,Kq, i.e. L “ Krxs{gpxq. Denote by ΓL the metric space introduced in
1.1.2. One can find invariants of gpxq from the structure of the metric space ΓL as follows.
Fix π P Ksep a root of gpxq. Denote by σπ P ΓL the corresponding embedding

σπpxq “ π.

Consider the polynomial

gtwistptq “ gpπ ¨ t ` πq P Krπsrts.
The knowledge of the Newton polygon of gtwistptq tells us precisely how the distances are
disposed around σπ in ΓL. But recall that ΓL is a transitive GK-set, and every element of
GK acts as an isometry on ΓL. Hence the Newton polygon of gtwistpπ ¨ x ` πq is an invariant
of the metric space ΓL independent of the choice of π and of g. Denote this polygon by

NewtpL{Kq.
Observe that in case L{K is Galois, then the knowledge of NewtpL{Kq amounts to the
knowledge of the map Zą0 Ñ Zą0

u ÞÑ |GalpL{Kqu|, pu P Zą0q
where GalpL{Kqu denotes the lower u-th ramification group as defined in [9]. But NewtpL{Kq
makes sense also for non-Galois extensions.

This Newton polygon is called the ramification polygon in the literature, and, among other
things, a complete survey on this subject can be found in [13]. In that paper the polynomial

in consideration is instead gpπt`πq
πn . Of course this has simply the effect of shifting the polygon

vertically by ´n. As it will become clear to the reader in a moment, we have chosen our
normalization since the form of our results is slightly more pleasant with our convention.

The following fact, certainly folklore, can be shown by direct inspection. We refer the
reader to Section 10 for how to calculate in practice pIgpxq, βgpxqq: this together with the
basic properties of NewtpL{Kq, which can be found in [13], gives the following fact quite
rapidly.

Theorem 1.12. Let n be a positive integer and let K be a local field with residue character-
istic p. Let gpxq P Eispn,Kq be a strongly separable polynomial. Then

Lower-Convex-Hullptppβgpxqpiq´1, pβgpxqpiq´1iq : i P Igpxqu Y tpn, nquq “ NewtpKrxs{gpxq{Kq.

In other words Theorem 1.12 gives us a way to read off NewtpKrxs{gpxq{Kq from pIgpxq, βgpxqq,
in case gpxq is strongly separable. Hence combined with Theorem 1.11 we obtain the follow-
ing surprising result.

Theorem 1.13. Let L{Qpf pζpq be a strongly separable totally ramified extension. Then

Lower-Convex-HullptppβLpiq´1, pβLpiq´1iq : i P ILu Y tpn, nquq “ NewtpL{Qpf pζpqq.
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Hence for a strongly separable extension L{Qpf pζpq the knowledge of the filtered Zp-module
U‚pLq implies the knowledge of the ramification polygon NewtpL{Qpf pζpqq. Moreover we see
something else going on: for such an extension the full object pIgpxq, βgpxqq is an invariant of
the extension. This indeed follows from Theorem 1.11: that Theorem is telling us that the
object pIgpxq, βgpxqq encodes the structure of U‚pQpf pζpqrxs{gpxqq as a filtered Zp-module. But
in the more general case of Theorem 1.12 we see a priori only a way to deduce an invariant
from pIgpxq, βgpxqq, without any structural information provided for pIgpxq, βgpxqq itself. In
particular it gives us no a priori guarantees that pIgpxq, βgpxqq is the same as gpxq varies
among polynomials representing the same field. In Section 11 we pinpoint this additional
structural information. Namely to any strongly separable extension L{K of local fields,
we will attach pIL{K , βL{Kq, a ρ8,p-jump set that encodes structural information about the
filtered inclusion

U‚pKq Ď U‚pLq.
In particular, if µppLq “ t1u then pIL{K , βL{Kq has the following simple interpretation. In this
case one can attach, essentially by means of Theorem 1.4, to any element u of U1pKq´U2pKq
a ρeL,p-jump set pIL{Kpuq, βL{Kpuqq. The jump set pIL{Kpuq, βL{Kpuqq tells us the orbit of u
under the action of AutfiltpU‚pLqq. Let u be any element of U1pKq ´ U2pKq and let gpxq be
any Eisenstein polynomial giving L{Knr, where Knr is the maximal unramified extension of
K in L. It turns out that pIL{Kpuq, βL{Kpuqq “ pIgpxq, βgpxqq. In particular all the elements of
U1pKq ´U2pKq are in the same orbit for the action of AutfiltpU‚pLqq. This orbits correspond
to a single jump set pIL{K , βL{Kq.
For general strongly separable extensions of local fields we have the following joint gener-

alization of Theorem 1.11 and Theorem 1.13.

Theorem 1.14. Let L{K be a strongly separable totally ramified extension of local fields of
residue characteristic p. Then

Lower-Convex-HullptppβL{Kpiq´1, pβL{Kpiq´1iq : i P IL{Ku Y tpn, nquq “ NewtpL{Kq.
Moreover if L{K is given by an Eisenstein polynomial gpxq, then

pIL{K , βL{Kq “ pIgpxq, βgpxqq.

Therefore Theorem 1.14 provides an intrinsic description of pIgpxq, βgpxqq as a filtered in-
variant of the corresponding inclusion of groups of principal units. In particular this says
that pIgpxq, βgpxqq is an invariant of the Eisenstein polynomial gpxq as long as gpxq is strongly
separable.

1.2.3. Answer to question (3). Denote by JK the set of possible sets of jump for a character
of U1pKq. Clearly JK is determined by the structure of U1pKq as a filtered Zp-module. So
one can use the answer to question (1) in order to answer question (3). The first step is
answering the same problem for free filtered modules. The main idea for doing this is again

to exploit the action of the group of filtered automorphisms. Denote by
y

M f
ρ the group

of characters of M f
ρ . There is a natural action of AutfiltpM f

ρ q on
y

M f
ρ . The action clearly

preserves the set of jumps of each character. It turns out that conversely one can reconstruct

the orbit of the character from the set of jumps: two characters in
y

M f
ρ are in the same orbit

under the action of AutfiltpM f
ρ q if and only if they have the same set of jumps. Moreover the

possible sets of jumps are exactly the ρ-jump sets. This fact is expressed in the following
theorem.
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The moral of Theorem 1.11 is that in a portion of the space of Eisenstein polynomials,
the assignment K ÞÑ pIK , βKq can be read off very explicitly from the valuations of the
coefficients of an Eisenstein polynomial giving the field K. In general this is not the case,
but nevertheless one is able to establish the exact counting formula as in Theorem 1.7 by
means of a genuinely probabilistic argument.

1.2.2. Answer to question p2q. Let n be a positive integer and let L{K be a degree n totally
ramified separable extension of local fields with residue characteristic p. Suppose L{K is
given by gpxq P Eispn,Kq, i.e. L “ Krxs{gpxq. Denote by ΓL the metric space introduced in
1.1.2. One can find invariants of gpxq from the structure of the metric space ΓL as follows.
Fix π P Ksep a root of gpxq. Denote by σπ P ΓL the corresponding embedding

σπpxq “ π.

Consider the polynomial

gtwistptq “ gpπ ¨ t ` πq P Krπsrts.
The knowledge of the Newton polygon of gtwistptq tells us precisely how the distances are
disposed around σπ in ΓL. But recall that ΓL is a transitive GK-set, and every element of
GK acts as an isometry on ΓL. Hence the Newton polygon of gtwistpπ ¨ x ` πq is an invariant
of the metric space ΓL independent of the choice of π and of g. Denote this polygon by

NewtpL{Kq.
Observe that in case L{K is Galois, then the knowledge of NewtpL{Kq amounts to the
knowledge of the map Zą0 Ñ Zą0

u ÞÑ |GalpL{Kqu|, pu P Zą0q
where GalpL{Kqu denotes the lower u-th ramification group as defined in [9]. But NewtpL{Kq
makes sense also for non-Galois extensions.

This Newton polygon is called the ramification polygon in the literature, and, among other
things, a complete survey on this subject can be found in [13]. In that paper the polynomial

in consideration is instead gpπt`πq
πn . Of course this has simply the effect of shifting the polygon

vertically by ´n. As it will become clear to the reader in a moment, we have chosen our
normalization since the form of our results is slightly more pleasant with our convention.

The following fact, certainly folklore, can be shown by direct inspection. We refer the
reader to Section 10 for how to calculate in practice pIgpxq, βgpxqq: this together with the
basic properties of NewtpL{Kq, which can be found in [13], gives the following fact quite
rapidly.

Theorem 1.12. Let n be a positive integer and let K be a local field with residue character-
istic p. Let gpxq P Eispn,Kq be a strongly separable polynomial. Then

Lower-Convex-Hullptppβgpxqpiq´1, pβgpxqpiq´1iq : i P Igpxqu Y tpn, nquq “ NewtpKrxs{gpxq{Kq.

In other words Theorem 1.12 gives us a way to read off NewtpKrxs{gpxq{Kq from pIgpxq, βgpxqq,
in case gpxq is strongly separable. Hence combined with Theorem 1.11 we obtain the follow-
ing surprising result.

Theorem 1.13. Let L{Qpf pζpq be a strongly separable totally ramified extension. Then

Lower-Convex-HullptppβLpiq´1, pβLpiq´1iq : i P ILu Y tpn, nquq “ NewtpL{Qpf pζpqq.

66 C. PAGANO

Hence for a strongly separable extension L{Qpf pζpq the knowledge of the filtered Zp-module
U‚pLq implies the knowledge of the ramification polygon NewtpL{Qpf pζpqq. Moreover we see
something else going on: for such an extension the full object pIgpxq, βgpxqq is an invariant of
the extension. This indeed follows from Theorem 1.11: that Theorem is telling us that the
object pIgpxq, βgpxqq encodes the structure of U‚pQpf pζpqrxs{gpxqq as a filtered Zp-module. But
in the more general case of Theorem 1.12 we see a priori only a way to deduce an invariant
from pIgpxq, βgpxqq, without any structural information provided for pIgpxq, βgpxqq itself. In
particular it gives us no a priori guarantees that pIgpxq, βgpxqq is the same as gpxq varies
among polynomials representing the same field. In Section 11 we pinpoint this additional
structural information. Namely to any strongly separable extension L{K of local fields,
we will attach pIL{K , βL{Kq, a ρ8,p-jump set that encodes structural information about the
filtered inclusion

U‚pKq Ď U‚pLq.
In particular, if µppLq “ t1u then pIL{K , βL{Kq has the following simple interpretation. In this
case one can attach, essentially by means of Theorem 1.4, to any element u of U1pKq´U2pKq
a ρeL,p-jump set pIL{Kpuq, βL{Kpuqq. The jump set pIL{Kpuq, βL{Kpuqq tells us the orbit of u
under the action of AutfiltpU‚pLqq. Let u be any element of U1pKq ´ U2pKq and let gpxq be
any Eisenstein polynomial giving L{Knr, where Knr is the maximal unramified extension of
K in L. It turns out that pIL{Kpuq, βL{Kpuqq “ pIgpxq, βgpxqq. In particular all the elements of
U1pKq ´U2pKq are in the same orbit for the action of AutfiltpU‚pLqq. This orbits correspond
to a single jump set pIL{K , βL{Kq.
For general strongly separable extensions of local fields we have the following joint gener-

alization of Theorem 1.11 and Theorem 1.13.

Theorem 1.14. Let L{K be a strongly separable totally ramified extension of local fields of
residue characteristic p. Then

Lower-Convex-HullptppβL{Kpiq´1, pβL{Kpiq´1iq : i P IL{Ku Y tpn, nquq “ NewtpL{Kq.
Moreover if L{K is given by an Eisenstein polynomial gpxq, then

pIL{K , βL{Kq “ pIgpxq, βgpxqq.

Therefore Theorem 1.14 provides an intrinsic description of pIgpxq, βgpxqq as a filtered in-
variant of the corresponding inclusion of groups of principal units. In particular this says
that pIgpxq, βgpxqq is an invariant of the Eisenstein polynomial gpxq as long as gpxq is strongly
separable.

1.2.3. Answer to question (3). Denote by JK the set of possible sets of jump for a character
of U1pKq. Clearly JK is determined by the structure of U1pKq as a filtered Zp-module. So
one can use the answer to question (1) in order to answer question (3). The first step is
answering the same problem for free filtered modules. The main idea for doing this is again

to exploit the action of the group of filtered automorphisms. Denote by
y

M f
ρ the group

of characters of M f
ρ . There is a natural action of AutfiltpM f

ρ q on
y

M f
ρ . The action clearly

preserves the set of jumps of each character. It turns out that conversely one can reconstruct

the orbit of the character from the set of jumps: two characters in
y

M f
ρ are in the same orbit

under the action of AutfiltpM f
ρ q if and only if they have the same set of jumps. Moreover the

possible sets of jumps are exactly the ρ-jump sets. This fact is expressed in the following
theorem.
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Theorem 1.15. ( Jump sets parametrize orbits of characters) Let ρ be a shift, and f be
a positive integer. Then the set of possible sets of jumps of characters of the free-filtered
Zp-module M f

ρ is exactly Jumpρ. Moreover two characters have the same set of jumps if and

only if they are in the same orbit under the group AutfiltpM f
ρ q.

So in particular we have the following result.

Theorem 1.16. Let K be a local field with µppKq “ t1u, then JK “ JumpρK
.

We now consider the case µppKq ‰ t1u. By Theorem 1.5, we first look at the possible sets
of jumps of characters of M f´1

ρ ‘ M˚
ρ . These are precisely the extended jump sets, as we

next explain.

Theorem 1.17. ( Jump sets parametrize orbits of characters—part 2) Let ρ be a shift with
#Tρ ă 8. Let f be a positive integer. Then the set of possible sets of jumps of characters of
the free-filtered Zp-module M f´1

ρ ‘ M˚
ρ is exactly Jump˚

ρ. Moreover two characters have the

same set of jumps if and only if they are in the same orbit under the group AutfiltpM f´1
ρ ‘M˚

ρ q.

We then show that this, essentially thanks to Proposition 3.11, implies that JK Ď Jump˚
ρK

always, i.e. a set of jumps for a character is always an extended ρK-jump set. The remaining
task is to classify which orbits of characters of M f´1

ρ ‘ M˚
ρ admit a representative killing

a given element of M f´1
ρ ‘ M˚

ρ . In this way we obtain the final classification, which is
Theorem 6.2. This Theorem says that JK consists of the elements of Jump˚

ρK
that are

pIK , βK , fK , pq-compatible. Compatibility is an explicit combinatorial criterion that consists
in a comparison between a jump set pI, βq and the jump set of the field pIK , βKq: in the
comparison an important role is played by the case distinction of whether fK ě 2 or not and
whether p “ 2 or not. For a precise definition see Definition 6.1. In the rest of Section 6 we
establish several explicit applications of this criterion, stressing especially the first dichotomy.
As an example we give here the following result.

Theorem 1.18. Let K1, K2 be two totally ramified extensions of Qppζpq. Then JK1 “ JK2

if and only if U‚pK1q »Zp-filt U‚pK2q.

In other words, for totally ramified extensions K{Qppζpq, not only do we have an ex-
plicit criterion to compute JK from the filtered Zp-module U‚pKq, but we can conversely
reconstruct the filtered Zp-module U‚pKq from JK .
Finally we remark that, by the reciprocity map, this criterion gives an explicit classification

of the possible sets of jumps in the upper numbering of a cyclic wild extension of a local
field. We explain this in further detail in Section 6.

1.3. Further results and questions. We hope to have shed some light on the role that
the jump set pIK , βKq plays in the arithmetic of the local field K. This makes some basic
questions about this invariant worth investigating. A very basic one is the following. Let K
be a local field with µppKq ‰ t1u. Let e be in eKZě1 and let f be in fKZě1.

Question: For which pI, βq P Jump˚
ρe,p does there exist an extension L of K such that

eL “ e, fL “ f and pIL, βLq “ pI, βq?

We have made some progress on this question, see Section 12. In that Section we establish
some peculiarly specific rules that constraint the possible changes of a jump set under a
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totally ramified extension. As the reader will learn in that section, the interesting case,
among totally ramified extensions, is only that of wild extensions. In the present paper
we leave open a complete characterization of which jump sets occur under such extensions,
providing only necessary conditions. From further calculations, not included in the present
paper, we believe that a full classification might be within reach, but the final result might
look quite intricate.

In a different direction, we would like to mention that most of the results of the present
paper can be viewed as an investigation of the filtered Zp-modules arising from taking points
of one of the simplest formal groups, namely Gm. The theory in Section 3 should be general
enough to cover the case of other Lubin-Tate formal groups giving rise to filtered OK-modules
with cyclic torsion sub-module, where K is any other local field, and OK its ring of integers.
It would be an interesting investigation to see which of the results of the present paper
extend to this context. For instance, it should be possible to provide a theorem on the lines
of Theorem 5.4.

Finally we would like to conclude with yet another potentially worthwhile direction of
investigation. Our mass formula, contained in Theorem 1.7, follows the first interpretation
of Serre’s weight for local fields, namely using volumes of Eisenstein polynomials. But Serre
[10] established also a different interpretation of these weights, by means of division algebras.
This suggests the possibility of studying the filtered pro-p group U‚pDq of principal units of a
central division algebra over a local field, and to study the action of the group AutfiltpU‚pDqq
on the set of maximal abelian filtered Zp-sub-modules. It would be very elegant to reach in
this manner a different proof of Theorem 1.7.

1.4. Comparison with the literature. An explicit classification of the possible upper
jumps of wild characters of a local field K, i.e. of the set JK , was given in a series of
papers, by respectively Maus, Miki and Sueyoshi [5], [6], [11]. The first author has given the
criterion for characteristic p local fields. The full classification was given by Miki, and some
of Miki’s arguments in [6] were simplified by Suyeoshi in [11], where the reader can find also
a neat statement for Miki’s criterion. Two points come here in order. The first point is that
in [6] and [11] the invariant pIK , βKq was already introduced. This is buried in [6, Lemma
17]. In the language of this paper, we can say that pIK , βKq was understood as the unique

element of Jump˚
ρK

such that there is an equation of the form ζp “
ś

iPIK upβK piq´1

i , where
vKpui ´ 1q “ i, and in case peK

p´1
P IK , then u peK

p´1
R K˚p. The uniqueness was proved in an

ad hoc manner in the above mentioned [6, Lemma 17]. The present work is the first place
in the literature where the structural meaning of the invariant pIK , βKq is established: it
gives, together with fK and p :“ charpOK{mKq, the structure of U‚pKq as a filtered module.
Apart from being conceptually more satisfying, this slightly more abstract approach has
two practical advantages. Firstly it leads naturally to all the above mentioned additional
results: the interpretation of jump sets in terms of filtered orbits of vectors, see Theorem 1.4,
leads to the mass formula for unit filtrations, Theorem 1.7, which in turns leads naturally
to Theorem 1.13, which links the filtered structure of U‚pKq with ramification theory. To
the best of our knowledge all these results are new. Secondly the interpretation of jump sets
as parametrizing filtered orbits of characters, see 1.15, makes it an easy job to deduce, from
first principles, our classification of the possible sets of jumps for a character, contained in
Theorem 6.2. This brings us to the second point. Namely the combinatorial criterion of
[6] is not tautologically equal to the one contained in Theorem 6.2. We check, by direct
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Theorem 1.15. ( Jump sets parametrize orbits of characters) Let ρ be a shift, and f be
a positive integer. Then the set of possible sets of jumps of characters of the free-filtered
Zp-module M f

ρ is exactly Jumpρ. Moreover two characters have the same set of jumps if and

only if they are in the same orbit under the group AutfiltpM f
ρ q.

So in particular we have the following result.

Theorem 1.16. Let K be a local field with µppKq “ t1u, then JK “ JumpρK
.

We now consider the case µppKq ‰ t1u. By Theorem 1.5, we first look at the possible sets
of jumps of characters of M f´1

ρ ‘ M˚
ρ . These are precisely the extended jump sets, as we

next explain.

Theorem 1.17. ( Jump sets parametrize orbits of characters—part 2) Let ρ be a shift with
#Tρ ă 8. Let f be a positive integer. Then the set of possible sets of jumps of characters of
the free-filtered Zp-module M f´1

ρ ‘ M˚
ρ is exactly Jump˚

ρ. Moreover two characters have the

same set of jumps if and only if they are in the same orbit under the group AutfiltpM f´1
ρ ‘M˚

ρ q.

We then show that this, essentially thanks to Proposition 3.11, implies that JK Ď Jump˚
ρK

always, i.e. a set of jumps for a character is always an extended ρK-jump set. The remaining
task is to classify which orbits of characters of M f´1

ρ ‘ M˚
ρ admit a representative killing

a given element of M f´1
ρ ‘ M˚

ρ . In this way we obtain the final classification, which is
Theorem 6.2. This Theorem says that JK consists of the elements of Jump˚

ρK
that are

pIK , βK , fK , pq-compatible. Compatibility is an explicit combinatorial criterion that consists
in a comparison between a jump set pI, βq and the jump set of the field pIK , βKq: in the
comparison an important role is played by the case distinction of whether fK ě 2 or not and
whether p “ 2 or not. For a precise definition see Definition 6.1. In the rest of Section 6 we
establish several explicit applications of this criterion, stressing especially the first dichotomy.
As an example we give here the following result.

Theorem 1.18. Let K1, K2 be two totally ramified extensions of Qppζpq. Then JK1 “ JK2

if and only if U‚pK1q »Zp-filt U‚pK2q.

In other words, for totally ramified extensions K{Qppζpq, not only do we have an ex-
plicit criterion to compute JK from the filtered Zp-module U‚pKq, but we can conversely
reconstruct the filtered Zp-module U‚pKq from JK .
Finally we remark that, by the reciprocity map, this criterion gives an explicit classification

of the possible sets of jumps in the upper numbering of a cyclic wild extension of a local
field. We explain this in further detail in Section 6.

1.3. Further results and questions. We hope to have shed some light on the role that
the jump set pIK , βKq plays in the arithmetic of the local field K. This makes some basic
questions about this invariant worth investigating. A very basic one is the following. Let K
be a local field with µppKq ‰ t1u. Let e be in eKZě1 and let f be in fKZě1.

Question: For which pI, βq P Jump˚
ρe,p does there exist an extension L of K such that

eL “ e, fL “ f and pIL, βLq “ pI, βq?

We have made some progress on this question, see Section 12. In that Section we establish
some peculiarly specific rules that constraint the possible changes of a jump set under a
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totally ramified extension. As the reader will learn in that section, the interesting case,
among totally ramified extensions, is only that of wild extensions. In the present paper
we leave open a complete characterization of which jump sets occur under such extensions,
providing only necessary conditions. From further calculations, not included in the present
paper, we believe that a full classification might be within reach, but the final result might
look quite intricate.

In a different direction, we would like to mention that most of the results of the present
paper can be viewed as an investigation of the filtered Zp-modules arising from taking points
of one of the simplest formal groups, namely Gm. The theory in Section 3 should be general
enough to cover the case of other Lubin-Tate formal groups giving rise to filtered OK-modules
with cyclic torsion sub-module, where K is any other local field, and OK its ring of integers.
It would be an interesting investigation to see which of the results of the present paper
extend to this context. For instance, it should be possible to provide a theorem on the lines
of Theorem 5.4.

Finally we would like to conclude with yet another potentially worthwhile direction of
investigation. Our mass formula, contained in Theorem 1.7, follows the first interpretation
of Serre’s weight for local fields, namely using volumes of Eisenstein polynomials. But Serre
[10] established also a different interpretation of these weights, by means of division algebras.
This suggests the possibility of studying the filtered pro-p group U‚pDq of principal units of a
central division algebra over a local field, and to study the action of the group AutfiltpU‚pDqq
on the set of maximal abelian filtered Zp-sub-modules. It would be very elegant to reach in
this manner a different proof of Theorem 1.7.

1.4. Comparison with the literature. An explicit classification of the possible upper
jumps of wild characters of a local field K, i.e. of the set JK , was given in a series of
papers, by respectively Maus, Miki and Sueyoshi [5], [6], [11]. The first author has given the
criterion for characteristic p local fields. The full classification was given by Miki, and some
of Miki’s arguments in [6] were simplified by Suyeoshi in [11], where the reader can find also
a neat statement for Miki’s criterion. Two points come here in order. The first point is that
in [6] and [11] the invariant pIK , βKq was already introduced. This is buried in [6, Lemma
17]. In the language of this paper, we can say that pIK , βKq was understood as the unique

element of Jump˚
ρK

such that there is an equation of the form ζp “
ś

iPIK upβK piq´1

i , where
vKpui ´ 1q “ i, and in case peK

p´1
P IK , then u peK

p´1
R K˚p. The uniqueness was proved in an

ad hoc manner in the above mentioned [6, Lemma 17]. The present work is the first place
in the literature where the structural meaning of the invariant pIK , βKq is established: it
gives, together with fK and p :“ charpOK{mKq, the structure of U‚pKq as a filtered module.
Apart from being conceptually more satisfying, this slightly more abstract approach has
two practical advantages. Firstly it leads naturally to all the above mentioned additional
results: the interpretation of jump sets in terms of filtered orbits of vectors, see Theorem 1.4,
leads to the mass formula for unit filtrations, Theorem 1.7, which in turns leads naturally
to Theorem 1.13, which links the filtered structure of U‚pKq with ramification theory. To
the best of our knowledge all these results are new. Secondly the interpretation of jump sets
as parametrizing filtered orbits of characters, see 1.15, makes it an easy job to deduce, from
first principles, our classification of the possible sets of jumps for a character, contained in
Theorem 6.2. This brings us to the second point. Namely the combinatorial criterion of
[6] is not tautologically equal to the one contained in Theorem 6.2. We check, by direct
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combinatorial inspection, that they coincide in Proposition 6.7, showing in this way that the
tools of this paper give, among other things, a simple unified approach to deduce all the
results in [5], [6] and [11], by means of a general theory of filtered modules.

Coming to more recent literature, in 2014, I. del Corso and L. Capuano [2] have obtained
a classification of all possible upper jumps in an exponent p extensions of a local field K.
It would be interesting to push this further obtaining a classification, for any finite abelian
p-group A, of the possible structures A‚ as filtered group on A such that EpifiltpU‚pKq, A‚q ‰
∅. For instance, this might be useful in counting the average number of extensions with
prescribed ramification data at p, in families of number fields containing ζp. For a first work
in the direction of such counting with “prescribed ramification”, see [12].

Finally we would like to mention that the ramification polygon of an Eisenstein polynomial
has been the object of study of several papers [4], [8], [13], especially in relation to the problem
of calculating Galois groups of Eisenstein polynomials. In his Ph.D. thesis, D. Romano [8]
provided a characterization of strongly Eisenstein polynomials in terms of their Galois group.
In a sense these are the polynomials with the simplest possible ramification polygon. It is
then interesting that strongly Eisenstein polynomials gpxq over Qpf pζpjq with pp, jq ‰ p2, 1q
and vQppdegpgpxqqq ą j, can be also characterized in terms of filtered modules, see Theorem
10.3. Under the assumption pp, jq ‰ p2, 1q and vQppdegpgpxqqq ą j, these polynomials are
the ones giving the simplest possible filtered module, which is also the most frequent one,

in the sense of Theorem 1.7: it occurs pf´1
pf

of the times, just as the probability for an

Eisenstein polynomial over Qpf pζpjq to be strongly Eisenstein. The work of Romano has
been substantially refined by S. Pauli and C. Greve [4].
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announced to him Theorem 6.2. Also I would like to thank him for providing me with some
of his notes on these papers.

2. Jump sets

The goal of this section is to define and explain the notion of a jump set, which is the key
object of this paper. Jump sets are defined in terms of shifts. A shift is a strictly increasing
function ρ : Zě1 Ñ Zě1, with ρp1q ą 1. For a shift ρ, we denote by Tρ the set Zě1 ´ ρpZě1q.
If Tρ is finite, we denote by e˚ the positive integer maxpTρq `1. We denote by e1

ρ the positive
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integer ρ´1pe˚q. The shifts that will be relevant for local fields are the ones explained in the
following.

Example 2.1. For p a prime, and e P Zą0 Y t8u denote ρe,ppiq “ minti ` e, piu. It is a
shift. Clearly Tρe,p is finite iff e is finite. Indeed one has always e “ |Tρe,p |. If e ‰ 8, then
e˚ “ r pe

p´1
s. The reason why these shifts will play a role is due to the following property.

Crucial property : let K local field, of residue characteristic p, let e “ vKppq, then we have
that

Up
i Ă Uρpiq,

for ρ “ ρe,p p“ ρKq. One can see this by inspection of the valuations in the expansion
p1 ` xqp “ 1 ` px ` . . . ` xp.

We now define ρ-jump sets (resp. extended ρ-jump sets).

Definition 2.2. A jump set for ρ (resp. an extended jump set for ρ) is a finite subset A Ď Zě1

such that:

‚ if a, b P A, and a ă b then ρpaq ď b,
‚ A ´ ρpAq Ď Tρ (resp. A ´ ρpAq Ď T ˚

ρ “ Tρ Y te˚u).

Write Jumpρ “ tjump sets for ρu (resp. Jump˚
ρ “ textended jump sets for ρu).

A jump set for ρ will also be called ρ-jump set (resp. an extended jump set for ρ will also
be called an extended ρ-jump set).

If A is a ρ-jump set (resp. an extended jump set) then we denote by IA the set A ´ ρpAq,
and by βA the map βA : IA Ñ Zě1, i Ñ |ri,8q X A|. This allows us to express the notion
of jump sets in different, but equivalent, terms. Namely the pair pIA, βAq evidently has the
following three properties.

p1q IA Ď Tρ “ Zą0 ´ ρpZą0q (resp. IA Ď T ˚
ρ “ Tρ Y te˚u),

p2q βA is a strictly decreasing map β : IA Ñ Zě1,
p3q the map i ÞÑ ρβpiqpiq from IA to Zě1 is strictly increasing.

Suppose now we have a pair pI, βq with the three above properties p1q, p2q, p3q. We can
attach to such an pI, βq an element ApI,βq of Jumpρ (resp. of Jump˚

ρ) defined as follows. If
I “ ∅ then ApI,βq “ ∅. Suppose now that I is not empty. Then put

ApI,βq :“ tρnpiquiPI´tmaxpIqu,0ďnăβpiq´βpspiqq Y tρnpmaxpIqqu0ďnăβpmaxpIqq,

where, for i P I ´ tmaxpIqu, the element spiq denotes the successor of i in I. The following
proposition follows in a straightforward manner from the definitions.

Proposition 2.3. The assignments A ÞÑ pIA, βAq and pI, βq ÞÑ ApI,βq are inverse to each
other yielding a bijection between Jumpρ (resp. Jump˚

ρ) and the set of pairs pI, βq having the
following properties:

‚ I Ď Tρ “ Zą0 ´ ρpZą0q (resp. I Ď T ˚
ρ “ Tρ Y te˚u),

‚ β is a strictly decreasing map β : I Ñ Zě1,
‚ the map i ÞÑ ρβpiqpiq from I to Zě1 is strictly increasing.
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combinatorial inspection, that they coincide in Proposition 6.7, showing in this way that the
tools of this paper give, among other things, a simple unified approach to deduce all the
results in [5], [6] and [11], by means of a general theory of filtered modules.

Coming to more recent literature, in 2014, I. del Corso and L. Capuano [2] have obtained
a classification of all possible upper jumps in an exponent p extensions of a local field K.
It would be interesting to push this further obtaining a classification, for any finite abelian
p-group A, of the possible structures A‚ as filtered group on A such that EpifiltpU‚pKq, A‚q ‰
∅. For instance, this might be useful in counting the average number of extensions with
prescribed ramification data at p, in families of number fields containing ζp. For a first work
in the direction of such counting with “prescribed ramification”, see [12].

Finally we would like to mention that the ramification polygon of an Eisenstein polynomial
has been the object of study of several papers [4], [8], [13], especially in relation to the problem
of calculating Galois groups of Eisenstein polynomials. In his Ph.D. thesis, D. Romano [8]
provided a characterization of strongly Eisenstein polynomials in terms of their Galois group.
In a sense these are the polynomials with the simplest possible ramification polygon. It is
then interesting that strongly Eisenstein polynomials gpxq over Qpf pζpjq with pp, jq ‰ p2, 1q
and vQppdegpgpxqqq ą j, can be also characterized in terms of filtered modules, see Theorem
10.3. Under the assumption pp, jq ‰ p2, 1q and vQppdegpgpxqqq ą j, these polynomials are
the ones giving the simplest possible filtered module, which is also the most frequent one,

in the sense of Theorem 1.7: it occurs pf´1
pf

of the times, just as the probability for an

Eisenstein polynomial over Qpf pζpjq to be strongly Eisenstein. The work of Romano has
been substantially refined by S. Pauli and C. Greve [4].
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2. Jump sets

The goal of this section is to define and explain the notion of a jump set, which is the key
object of this paper. Jump sets are defined in terms of shifts. A shift is a strictly increasing
function ρ : Zě1 Ñ Zě1, with ρp1q ą 1. For a shift ρ, we denote by Tρ the set Zě1 ´ ρpZě1q.
If Tρ is finite, we denote by e˚ the positive integer maxpTρq `1. We denote by e1

ρ the positive
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integer ρ´1pe˚q. The shifts that will be relevant for local fields are the ones explained in the
following.

Example 2.1. For p a prime, and e P Zą0 Y t8u denote ρe,ppiq “ minti ` e, piu. It is a
shift. Clearly Tρe,p is finite iff e is finite. Indeed one has always e “ |Tρe,p |. If e ‰ 8, then
e˚ “ r pe

p´1
s. The reason why these shifts will play a role is due to the following property.

Crucial property : let K local field, of residue characteristic p, let e “ vKppq, then we have
that

Up
i Ă Uρpiq,

for ρ “ ρe,p p“ ρKq. One can see this by inspection of the valuations in the expansion
p1 ` xqp “ 1 ` px ` . . . ` xp.

We now define ρ-jump sets (resp. extended ρ-jump sets).

Definition 2.2. A jump set for ρ (resp. an extended jump set for ρ) is a finite subset A Ď Zě1

such that:

‚ if a, b P A, and a ă b then ρpaq ď b,
‚ A ´ ρpAq Ď Tρ (resp. A ´ ρpAq Ď T ˚

ρ “ Tρ Y te˚u).

Write Jumpρ “ tjump sets for ρu (resp. Jump˚
ρ “ textended jump sets for ρu).

A jump set for ρ will also be called ρ-jump set (resp. an extended jump set for ρ will also
be called an extended ρ-jump set).

If A is a ρ-jump set (resp. an extended jump set) then we denote by IA the set A ´ ρpAq,
and by βA the map βA : IA Ñ Zě1, i Ñ |ri,8q X A|. This allows us to express the notion
of jump sets in different, but equivalent, terms. Namely the pair pIA, βAq evidently has the
following three properties.

p1q IA Ď Tρ “ Zą0 ´ ρpZą0q (resp. IA Ď T ˚
ρ “ Tρ Y te˚u),

p2q βA is a strictly decreasing map β : IA Ñ Zě1,
p3q the map i ÞÑ ρβpiqpiq from IA to Zě1 is strictly increasing.

Suppose now we have a pair pI, βq with the three above properties p1q, p2q, p3q. We can
attach to such an pI, βq an element ApI,βq of Jumpρ (resp. of Jump˚

ρ) defined as follows. If
I “ ∅ then ApI,βq “ ∅. Suppose now that I is not empty. Then put

ApI,βq :“ tρnpiquiPI´tmaxpIqu,0ďnăβpiq´βpspiqq Y tρnpmaxpIqqu0ďnăβpmaxpIqq,

where, for i P I ´ tmaxpIqu, the element spiq denotes the successor of i in I. The following
proposition follows in a straightforward manner from the definitions.

Proposition 2.3. The assignments A ÞÑ pIA, βAq and pI, βq ÞÑ ApI,βq are inverse to each
other yielding a bijection between Jumpρ (resp. Jump˚

ρ) and the set of pairs pI, βq having the
following properties:

‚ I Ď Tρ “ Zą0 ´ ρpZą0q (resp. I Ď T ˚
ρ “ Tρ Y te˚u),

‚ β is a strictly decreasing map β : I Ñ Zě1,
‚ the map i ÞÑ ρβpiqpiq from I to Zě1 is strictly increasing.
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From now on, we shall often write pI, βq to denote a jump set (resp. an extended jump
set), meaning implicitly that we are identifying it with an actual jump set via the above
mentioned bijection.

Example 2.4. ‚ There is a unique jump set having |I| “ 0, namely the empty set A “ ∅ P
Jumpρ.
‚ A ρ-jump set (resp. extended ρ-jump set) pI, βq with |I| “ 1 is given by the choice of an
element, a, of Tρ (resp. T ˚

ρ ), and of a positive integer m “ βpaq. The actual jump set will

then be ta, ρpaq, . . . , ρm´1paqu.
‚ A ρ-jump set (resp. extended ρ-jump set) pI, βq with |I| “ 2 is given by the choice of two
elements, a ă b, of Tρ (resp. T ˚

ρ )), and of two positive integers m1 “ βpaq ą βpbq “ m2,
such that ρm1´m2paq ă b (or equivalently ρm1paq ă ρm2pbq). The actual jump set will then
be ta, ρpaq, . . . , ρm1´m2´1paqu Y tb, ρpbq, . . . , ρm2´1pbqu.
Example 2.5. We now explain a general procedure to inductively construct any jump set
A for ρ (resp. extended jump set). As a first step one decides whether A “ ∅ or not. In case
A “ ∅ one has obtained a jump set and stops. Suppose instead that one wants to construct
a jump set A ‰ ∅. Then pick an i1 P Tρ (resp. in T ˚

ρ ) and a positive integer n1. Consider
the set

A1 :“ tρjpi1qu0ďjăn1 .

Now you can stop and have obtained a jump set A :“ A1. In this case I “ ti1u and
βpi1q “ n1. If you want instead a jump set with |I| ą 1, then you check whether there is a
y P Tρ (resp. in T ˚

ρ ) such that ρn1pi1q ă y. If such a y doesn’t exist, then we set A :“ A1

and we stop having obtained a jump set (resp. an extended jump set). Otherwise you pick
any such y and put y :“ i2 and pick a positive integer n2. Then write

A2 :“ A1 Y tρjpi2qu0ďjăn2 .

Now you can stop and have obtained a jump set A :“ A2. In this case I “ ti1, i2u and
βpi1q “ n1 ` n2, βpi2q “ n1. If you want instead a jump set with |I| ą 2, then you check
whether there is a y P Tρ (resp. T ˚

ρ ) such that ρn2pi2q ă y. If such a y doesn’t exist, then we
set A :“ A2 and we stop having obtained a jump set (resp. an extended jump set). Otherwise
you pick any such y and put y :“ i3 and pick a positive integer n3. Then write

A3 :“ A2 Y tρjpi3qu0ďjăn3 .

In this case we have I “ ti1, i2, i3u and βpi1q “ n1 ` n2 ` n3, βpi2q “ n2 ` n3, βpi3q “ n3.
One continues inductively as follows. Having arrived at Ak, together with ik, nk, for

k P Zě3, either we set A :“ Ak and we have obtained a jump set, or we verify whether there
exists a y P Tρ (resp. in T ˚

ρ ) such that ρnkpikq ă y. If such a y doesn’t exist then we set
A :“ Ak and we stop having obtained a jump set (resp. an extended jump set). Otherwise
we pick any such y and set y :“ ik`1, we choose a positive integer nk`1 and write

Ak`1 “ Ak Y tρjpik`1qu0ďjănk
.

The set Ak`1 is a jump set for ρ (resp. an extended jump set). In this case we have
I “ ti1, . . . , ik`1u with βpi1q “ n1 ` . . . ` nk`1, βpi2q “ n2 ` . . . ` nk`1, . . . , βpikq “
nk ` nk`1, βpik`1q “ nk`1.

Jump sets will often arise as the set of maximal or minimal of certain sets, with respect
to the following partial order. This partial order will also play an important role in the
classification of the possible sets of jumps of a character.
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Definition 2.6. Let pa1, b1q, pa2, b2q be in pZě1q2. We let pa1, b1q ďρ pa2, b2q if and only if

b2 ě b2 and ρb2pa2q ě ρb1pa1q.

Let now A be a subset of Tρ (resp. of T
˚
ρ ), and let b : A Ñ Zě1. Let MaxpA, bq and MinpA, bq

be the subsets of Graphpbq consisting of, respectively, the maximal and the minimal elements
with respect to ďρ. Then the following fact follows from the definition of a jump set.

Proposition 2.7. There are unique jump sets pI`
pA,bq, β

`
pA,bqq and pI´

pA,bq, β
´
pA,bqq (resp. ex-

tended jump sets) such that Graphpβ`
pA,bqq “ MaxpA, bq and Graphpβ´

pA,bqq “ MinpA, bq.

Proposition 2.7 is repeatedly used throughout this paper. Moreover it occurs always in
the same manner, namely to recover an intrinsic description of an object presented in a non-
canonical fashion. This will firstly apply in the context of filtered modules in Proposition
3.34, to reconstruct from a coordinate representation, with respect to a filtered basis (see
3.24) the orbit of a vector of a free filtered module (see 3.26) acted upon by the group of
filtered automorphisms. Another example is given by Proposition 4.3, where Proposition
2.7 is used to determine the set of jumps of a character. Finally it is used in the context of
Eisenstein polynomials in Theorem 1.13 and Theorem 1.14.

3. Filtered modules

3.1. Overview. The goal of this section is to use jump sets to parametrize quasi-free filtered
modules (see definition 3.27). As stated in Proposition 5.1, principal units give rise to a free
or quasi-free filtered module. So the material of this section will provide exactly the amount
of general (elementary) theory of filtered modules sufficient to classify, in terms of jump sets,
the possible structures of U1, as a filtered module.
The rest of the section is organized as follows:
In 3.2 we will collect very general facts about filtered modules that will be applied in the

other sections.
In 3.3 we will specialize to the case where the base ring, R, is a complete DVR.
In 3.3.1 we explain how one can attach to a filtered module M a non-decreasing function

ρM , by looking at the action of πR, a uniformizer in R, on the filtration.
In 3.3.2 we introduce the notion of free filtered modules: in a precise sense they stand

as universal modules among those having a fixed ρ-map (see 3.22 for the precise universal
property). Next we will introduce the notion of quasi-free filtered modules, which in a
precise sense are just one step more complicated than the free ones. The goal of the rest of
the section is classifying quasi-free modules.

In 3.3.4 we will provide presentations of a quasi-free filtered module via a free filtered
module and exploit the action of the filtered automorphism group of the free filtered module
on the set of presentations of a given quasi-free filtered module.

In 3.3.5 we will parametrize the set of orbits of lines in a free filtered module, under the
filtered automorphism group, via jump sets.

In 3.3.6 we will use 3.3.4 and 3.3.5 to explain how jump sets parametrize the set of quasi-
free filtered modules.

In 3.3.7 we explain an internal procedure to reconstruct the jump set of a quasi-free filtered
module. This will suggest a generalization which will be exploited in later sections. This
will be used to detect a more general connection between phenomena in the filtration and
ramification theory. See also Theorem 1.14.
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From now on, we shall often write pI, βq to denote a jump set (resp. an extended jump
set), meaning implicitly that we are identifying it with an actual jump set via the above
mentioned bijection.

Example 2.4. ‚ There is a unique jump set having |I| “ 0, namely the empty set A “ ∅ P
Jumpρ.
‚ A ρ-jump set (resp. extended ρ-jump set) pI, βq with |I| “ 1 is given by the choice of an
element, a, of Tρ (resp. T ˚

ρ ), and of a positive integer m “ βpaq. The actual jump set will

then be ta, ρpaq, . . . , ρm´1paqu.
‚ A ρ-jump set (resp. extended ρ-jump set) pI, βq with |I| “ 2 is given by the choice of two
elements, a ă b, of Tρ (resp. T ˚

ρ )), and of two positive integers m1 “ βpaq ą βpbq “ m2,
such that ρm1´m2paq ă b (or equivalently ρm1paq ă ρm2pbq). The actual jump set will then
be ta, ρpaq, . . . , ρm1´m2´1paqu Y tb, ρpbq, . . . , ρm2´1pbqu.
Example 2.5. We now explain a general procedure to inductively construct any jump set
A for ρ (resp. extended jump set). As a first step one decides whether A “ ∅ or not. In case
A “ ∅ one has obtained a jump set and stops. Suppose instead that one wants to construct
a jump set A ‰ ∅. Then pick an i1 P Tρ (resp. in T ˚

ρ ) and a positive integer n1. Consider
the set

A1 :“ tρjpi1qu0ďjăn1 .

Now you can stop and have obtained a jump set A :“ A1. In this case I “ ti1u and
βpi1q “ n1. If you want instead a jump set with |I| ą 1, then you check whether there is a
y P Tρ (resp. in T ˚

ρ ) such that ρn1pi1q ă y. If such a y doesn’t exist, then we set A :“ A1

and we stop having obtained a jump set (resp. an extended jump set). Otherwise you pick
any such y and put y :“ i2 and pick a positive integer n2. Then write

A2 :“ A1 Y tρjpi2qu0ďjăn2 .

Now you can stop and have obtained a jump set A :“ A2. In this case I “ ti1, i2u and
βpi1q “ n1 ` n2, βpi2q “ n1. If you want instead a jump set with |I| ą 2, then you check
whether there is a y P Tρ (resp. T ˚

ρ ) such that ρn2pi2q ă y. If such a y doesn’t exist, then we
set A :“ A2 and we stop having obtained a jump set (resp. an extended jump set). Otherwise
you pick any such y and put y :“ i3 and pick a positive integer n3. Then write

A3 :“ A2 Y tρjpi3qu0ďjăn3 .

In this case we have I “ ti1, i2, i3u and βpi1q “ n1 ` n2 ` n3, βpi2q “ n2 ` n3, βpi3q “ n3.
One continues inductively as follows. Having arrived at Ak, together with ik, nk, for

k P Zě3, either we set A :“ Ak and we have obtained a jump set, or we verify whether there
exists a y P Tρ (resp. in T ˚

ρ ) such that ρnkpikq ă y. If such a y doesn’t exist then we set
A :“ Ak and we stop having obtained a jump set (resp. an extended jump set). Otherwise
we pick any such y and set y :“ ik`1, we choose a positive integer nk`1 and write

Ak`1 “ Ak Y tρjpik`1qu0ďjănk
.

The set Ak`1 is a jump set for ρ (resp. an extended jump set). In this case we have
I “ ti1, . . . , ik`1u with βpi1q “ n1 ` . . . ` nk`1, βpi2q “ n2 ` . . . ` nk`1, . . . , βpikq “
nk ` nk`1, βpik`1q “ nk`1.

Jump sets will often arise as the set of maximal or minimal of certain sets, with respect
to the following partial order. This partial order will also play an important role in the
classification of the possible sets of jumps of a character.
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Definition 2.6. Let pa1, b1q, pa2, b2q be in pZě1q2. We let pa1, b1q ďρ pa2, b2q if and only if

b2 ě b2 and ρb2pa2q ě ρb1pa1q.

Let now A be a subset of Tρ (resp. of T
˚
ρ ), and let b : A Ñ Zě1. Let MaxpA, bq and MinpA, bq

be the subsets of Graphpbq consisting of, respectively, the maximal and the minimal elements
with respect to ďρ. Then the following fact follows from the definition of a jump set.

Proposition 2.7. There are unique jump sets pI`
pA,bq, β

`
pA,bqq and pI´

pA,bq, β
´
pA,bqq (resp. ex-

tended jump sets) such that Graphpβ`
pA,bqq “ MaxpA, bq and Graphpβ´

pA,bqq “ MinpA, bq.

Proposition 2.7 is repeatedly used throughout this paper. Moreover it occurs always in
the same manner, namely to recover an intrinsic description of an object presented in a non-
canonical fashion. This will firstly apply in the context of filtered modules in Proposition
3.34, to reconstruct from a coordinate representation, with respect to a filtered basis (see
3.24) the orbit of a vector of a free filtered module (see 3.26) acted upon by the group of
filtered automorphisms. Another example is given by Proposition 4.3, where Proposition
2.7 is used to determine the set of jumps of a character. Finally it is used in the context of
Eisenstein polynomials in Theorem 1.13 and Theorem 1.14.

3. Filtered modules

3.1. Overview. The goal of this section is to use jump sets to parametrize quasi-free filtered
modules (see definition 3.27). As stated in Proposition 5.1, principal units give rise to a free
or quasi-free filtered module. So the material of this section will provide exactly the amount
of general (elementary) theory of filtered modules sufficient to classify, in terms of jump sets,
the possible structures of U1, as a filtered module.
The rest of the section is organized as follows:
In 3.2 we will collect very general facts about filtered modules that will be applied in the

other sections.
In 3.3 we will specialize to the case where the base ring, R, is a complete DVR.
In 3.3.1 we explain how one can attach to a filtered module M a non-decreasing function

ρM , by looking at the action of πR, a uniformizer in R, on the filtration.
In 3.3.2 we introduce the notion of free filtered modules: in a precise sense they stand

as universal modules among those having a fixed ρ-map (see 3.22 for the precise universal
property). Next we will introduce the notion of quasi-free filtered modules, which in a
precise sense are just one step more complicated than the free ones. The goal of the rest of
the section is classifying quasi-free modules.

In 3.3.4 we will provide presentations of a quasi-free filtered module via a free filtered
module and exploit the action of the filtered automorphism group of the free filtered module
on the set of presentations of a given quasi-free filtered module.

In 3.3.5 we will parametrize the set of orbits of lines in a free filtered module, under the
filtered automorphism group, via jump sets.

In 3.3.6 we will use 3.3.4 and 3.3.5 to explain how jump sets parametrize the set of quasi-
free filtered modules.

In 3.3.7 we explain an internal procedure to reconstruct the jump set of a quasi-free filtered
module. This will suggest a generalization which will be exploited in later sections. This
will be used to detect a more general connection between phenomena in the filtration and
ramification theory. See also Theorem 1.14.
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3.2. General facts about filtered modules. Let R be a commutative ring with unity.

Definition 3.1. A filtered R-module is a sequence of R-modules, M1 Ě M2 Ě . . . Ě Mi Ě . . .
with

Ş

iPZě1
Mi “ t0u.

We will usually denote by M‚ a filtered R-module M1 Ě M2 Ě . . . Ě Mi Ě . . .. A
filtered module comes with a weight map w : M1 Ñ Zě1 Y t8u, defined as wpxq :“ supti P
Zě1 : x P Miu. The weight map w enjoys the following conditions: w´1pt8uq “ t0u and
if x, y P M1, a P R, then wpx ` yq ě mintwpxq, wpyqu and wpaxq ě wpxq. Clearly one
can recover the filtration from the knowledge of w, and conversely given an R-module M ,
together with a map w : M Ñ Zě1 Y t8u enjoying the above conditions, one can define
the filtration Mi :“ tx P M : wpxq ě iu. It follows that one can equivalently speak of a
filtered R-module as a pair pM,wq, where M is an R-module and w is a map with the above
properties. We will interchangeably denote a filtered module as M‚ and as a pair pM,wq.

Definition 3.2. Given M‚, N‚ two filtered R-modules, a morphism of filtered R-modules
ϕ : M‚ Ñ N‚ is a morphism of R-modules ϕ : M1 Ñ N1, such that, for each positive integer
i, ϕpMiq Ď Ni.

With definitions 3.1 and 3.2, filtered R-modules form a category, which we will denote as
Filt-R-mod. We next explain basic constructions in this category which we will use later in
this section.

3.2.1. Direct products and direct sums. Let tMh‚uhPH be a collection of filtered R-modules.
The filtration

ś

hPH Mh,1 Ě
ś

hPH Mh,2 Ě . . . Ě
ś

hPH Mh,n Ě . . . gives to
ś

hPH Mh,1 the
structure of a filtered R-module. This filtered module behaves as a categorical direct product.
The filtration

À

hPH Mh,1 Ě
À

hPH Mh,2 Ě . . . Ě
À

hPH Mh,n Ě . . . gives to
À

hPH Mh,1 the
structure of a filtered R-module. This filtered module behaves as a categorical direct sum.

3.2.2. Metric structure. Let pM,wq be a filtered module. Fix a real number c P p0, 1q. Then
we have a distance on M , defined as dpx, yq “ cwpx´yq, which gives to M the structure of a
metric space and of a Hausdorff topological group. In the notation M‚, the topology can be
alternatively described by saying that the tMiuiPZě1 form a fundamental system of neighbor-
hoods of 0M1 .

It is with respect to this metric that we will perform, in the rest of this paper, any metric or
topological operation on a filteredR-module. For instance a filtered moduleM‚ will be said to
be complete, if M1, with the above metric, is a complete metric space. There is a completion
functor from R-filt-mod to the full subcategory whose objects are complete filtered modules,
Compl-R-filt-mod, which consists simply of completing the underlying metric space. We
denote this functor by p . It is left adjoint to the inclusion functor Compl-R-filt-mod Ď
R-filt-mod which is the identity on both objects and morphisms. Thus one has a natural
transformation of the identity, which we denote by compl : idR-filt-mod Ñ p . This natural
transformation consists of the natural inclusion of a filtered module M‚ in its completion,

which we denote by xM‚.

3.2.3. Sub-modules. If pM,wq is a filtered R-module, and N Ď M an R-sub-module of M ,
then pN,w|Nq is a filtered R-module. If the filtration for M is M1 Ě M2 Ě . . . Ě Mi Ě . . .,
the one for N is N X M1 Ě N X M2 Ě . . . Ě N X Mi Ě . . .. It is in this sense that we will
speak of a filtered R-sub-module.
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3.2.4. Quotients. Let M‚ be a filtered R-module and N Ď M1 an R-sub-module of M . Then
the filtration M1{N “ pM1 ` Nq{N Ě pM2 ` Nq{N Ě . . . Ě pMi ` Nq{N Ě . . ., gives to
M1{N the structure of a filtered R-module if and only if N is closed. Indeed this filtration
defines a fundamental system of neighbours of 0M1{N corresponding to the quotient topology
coming from M1: the requirement of being a filtered module is equivalent to the requirement
that this topology is Hausdorff, and the quotient of a topological group by a normal subgroup
is Hausdorff iff the normal subgroup is closed, since a topological group is Hausdorff iff the
origin is closed.

We now introduce the functors which will play an important role in the rest of the section.

Definition 3.3. (a) Let M‚, N‚ be two filtered R-modules, and i, j two positive integers
with i ď j. Denote by Fi,jpM‚q :“ Mi{Mj. Given a morphism of filtered R-modules
ϕ : M‚ Ñ N‚, denote by Fi,jpϕq, the induced morphism Fi,jpϕq : Mi{Mj Ñ Ni{Nj. Denote
by Fi,j the functor, Fi,j : Filt-R-mod Ñ R-mod, obtained in this way. Denote by Fi the
functor Fi,i`1.

The rest of this section describes the relations between a morphism ϕ : M‚ Ñ N‚ of filtered
R-modules and the sequence of morphisms tFjpϕq : FjpM‚q Ñ FjpN‚qujPZě1 of R-modules.
We begin by describing the effect of Fj on the completion morphism:

Remark 3.4. For every positive integer i, the natural transformation compl induces an
isomorphism of functors Fi ˝p»functors Fi.

Next we determine basic properties when applying Fj to the inclusion of the direct sum
in the direct product.

3.2.5. More on direct sum and direct product.

Remark 3.5. For each positive integer j and tpMi, wiquiPI any collection of filtered R-
modules, we have that

‚ Fjp
ś

iPI Miq “
ś

iPI FjpMiq
‚ Fjp

À

iPI Miq “
À

iPI FjpMiq
‚ Fjp

À

iPI Mi Ď
ś

iPI Miq “ p
À

iPI FjpMiq Ď
ś

iPI FjpMiqq, where in both cases we mean the
natural inclusion of the direct sum in the direct product.

Proposition 3.6. Given tMi,‚uiPI any collection of R-filtered modules, the following are
equivalent:
(a) The inclusion of filtered modules

À

iPI Mi,‚ Ď
ś

iPI Mi,‚ induces a dense inclusion of
metric spaces.
(b) For each m P Zě1 there are only finitely many i P I such that minpwMi,‚pMi,1qq ď m.
(c) We have that Fmp

À

iPI Mi,‚ Ď
ś

iPI Mi,‚q is an isomorphism for all m P Zě1.

Proof. (a) Ñ (b) Fix m P Zě1. Pick a vector v “ pviqiPI P
ś

iPI Mi,1 such that, for all i P I,
vi “ 0 or wMi,‚pviq ď m holds. By assumption we can find a finite subset, J , of I, and a
vector pyiqiPI P

ś

iPI Mi,1, such that yi “ 0 if i R J and pwś

iPI Mi,‚qpvi ´ yiqiPI ą m. It follows
that for all i R J , wMi,‚pviq ą m. Thus for every v “ pviqiPI P

ś

iPI Mi, wMi,‚pviq ď m holds
for only finitely many i P I, that is minpwMi,‚pMiqq ď m holds for only finitely many i P I.
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3.2. General facts about filtered modules. Let R be a commutative ring with unity.

Definition 3.1. A filtered R-module is a sequence of R-modules, M1 Ě M2 Ě . . . Ě Mi Ě . . .
with

Ş

iPZě1
Mi “ t0u.

We will usually denote by M‚ a filtered R-module M1 Ě M2 Ě . . . Ě Mi Ě . . .. A
filtered module comes with a weight map w : M1 Ñ Zě1 Y t8u, defined as wpxq :“ supti P
Zě1 : x P Miu. The weight map w enjoys the following conditions: w´1pt8uq “ t0u and
if x, y P M1, a P R, then wpx ` yq ě mintwpxq, wpyqu and wpaxq ě wpxq. Clearly one
can recover the filtration from the knowledge of w, and conversely given an R-module M ,
together with a map w : M Ñ Zě1 Y t8u enjoying the above conditions, one can define
the filtration Mi :“ tx P M : wpxq ě iu. It follows that one can equivalently speak of a
filtered R-module as a pair pM,wq, where M is an R-module and w is a map with the above
properties. We will interchangeably denote a filtered module as M‚ and as a pair pM,wq.

Definition 3.2. Given M‚, N‚ two filtered R-modules, a morphism of filtered R-modules
ϕ : M‚ Ñ N‚ is a morphism of R-modules ϕ : M1 Ñ N1, such that, for each positive integer
i, ϕpMiq Ď Ni.

With definitions 3.1 and 3.2, filtered R-modules form a category, which we will denote as
Filt-R-mod. We next explain basic constructions in this category which we will use later in
this section.

3.2.1. Direct products and direct sums. Let tMh‚uhPH be a collection of filtered R-modules.
The filtration

ś

hPH Mh,1 Ě
ś

hPH Mh,2 Ě . . . Ě
ś

hPH Mh,n Ě . . . gives to
ś

hPH Mh,1 the
structure of a filtered R-module. This filtered module behaves as a categorical direct product.
The filtration

À

hPH Mh,1 Ě
À

hPH Mh,2 Ě . . . Ě
À

hPH Mh,n Ě . . . gives to
À

hPH Mh,1 the
structure of a filtered R-module. This filtered module behaves as a categorical direct sum.

3.2.2. Metric structure. Let pM,wq be a filtered module. Fix a real number c P p0, 1q. Then
we have a distance on M , defined as dpx, yq “ cwpx´yq, which gives to M the structure of a
metric space and of a Hausdorff topological group. In the notation M‚, the topology can be
alternatively described by saying that the tMiuiPZě1 form a fundamental system of neighbor-
hoods of 0M1 .

It is with respect to this metric that we will perform, in the rest of this paper, any metric or
topological operation on a filteredR-module. For instance a filtered moduleM‚ will be said to
be complete, if M1, with the above metric, is a complete metric space. There is a completion
functor from R-filt-mod to the full subcategory whose objects are complete filtered modules,
Compl-R-filt-mod, which consists simply of completing the underlying metric space. We
denote this functor by p . It is left adjoint to the inclusion functor Compl-R-filt-mod Ď
R-filt-mod which is the identity on both objects and morphisms. Thus one has a natural
transformation of the identity, which we denote by compl : idR-filt-mod Ñ p . This natural
transformation consists of the natural inclusion of a filtered module M‚ in its completion,

which we denote by xM‚.

3.2.3. Sub-modules. If pM,wq is a filtered R-module, and N Ď M an R-sub-module of M ,
then pN,w|Nq is a filtered R-module. If the filtration for M is M1 Ě M2 Ě . . . Ě Mi Ě . . .,
the one for N is N X M1 Ě N X M2 Ě . . . Ě N X Mi Ě . . .. It is in this sense that we will
speak of a filtered R-sub-module.
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3.2.4. Quotients. Let M‚ be a filtered R-module and N Ď M1 an R-sub-module of M . Then
the filtration M1{N “ pM1 ` Nq{N Ě pM2 ` Nq{N Ě . . . Ě pMi ` Nq{N Ě . . ., gives to
M1{N the structure of a filtered R-module if and only if N is closed. Indeed this filtration
defines a fundamental system of neighbours of 0M1{N corresponding to the quotient topology
coming from M1: the requirement of being a filtered module is equivalent to the requirement
that this topology is Hausdorff, and the quotient of a topological group by a normal subgroup
is Hausdorff iff the normal subgroup is closed, since a topological group is Hausdorff iff the
origin is closed.

We now introduce the functors which will play an important role in the rest of the section.

Definition 3.3. (a) Let M‚, N‚ be two filtered R-modules, and i, j two positive integers
with i ď j. Denote by Fi,jpM‚q :“ Mi{Mj. Given a morphism of filtered R-modules
ϕ : M‚ Ñ N‚, denote by Fi,jpϕq, the induced morphism Fi,jpϕq : Mi{Mj Ñ Ni{Nj. Denote
by Fi,j the functor, Fi,j : Filt-R-mod Ñ R-mod, obtained in this way. Denote by Fi the
functor Fi,i`1.

The rest of this section describes the relations between a morphism ϕ : M‚ Ñ N‚ of filtered
R-modules and the sequence of morphisms tFjpϕq : FjpM‚q Ñ FjpN‚qujPZě1 of R-modules.
We begin by describing the effect of Fj on the completion morphism:

Remark 3.4. For every positive integer i, the natural transformation compl induces an
isomorphism of functors Fi ˝p»functors Fi.

Next we determine basic properties when applying Fj to the inclusion of the direct sum
in the direct product.

3.2.5. More on direct sum and direct product.

Remark 3.5. For each positive integer j and tpMi, wiquiPI any collection of filtered R-
modules, we have that

‚ Fjp
ś

iPI Miq “
ś

iPI FjpMiq
‚ Fjp

À

iPI Miq “
À

iPI FjpMiq
‚ Fjp

À

iPI Mi Ď
ś

iPI Miq “ p
À

iPI FjpMiq Ď
ś

iPI FjpMiqq, where in both cases we mean the
natural inclusion of the direct sum in the direct product.

Proposition 3.6. Given tMi,‚uiPI any collection of R-filtered modules, the following are
equivalent:
(a) The inclusion of filtered modules

À

iPI Mi,‚ Ď
ś

iPI Mi,‚ induces a dense inclusion of
metric spaces.
(b) For each m P Zě1 there are only finitely many i P I such that minpwMi,‚pMi,1qq ď m.
(c) We have that Fmp

À

iPI Mi,‚ Ď
ś

iPI Mi,‚q is an isomorphism for all m P Zě1.

Proof. (a) Ñ (b) Fix m P Zě1. Pick a vector v “ pviqiPI P
ś

iPI Mi,1 such that, for all i P I,
vi “ 0 or wMi,‚pviq ď m holds. By assumption we can find a finite subset, J , of I, and a
vector pyiqiPI P

ś

iPI Mi,1, such that yi “ 0 if i R J and pwś

iPI Mi,‚qpvi ´ yiqiPI ą m. It follows
that for all i R J , wMi,‚pviq ą m. Thus for every v “ pviqiPI P

ś

iPI Mi, wMi,‚pviq ď m holds
for only finitely many i P I, that is minpwMi,‚pMiqq ď m holds for only finitely many i P I.
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(b) Ñ (a) Observe that assumption (b) implies that Mi “ 0 holds for all but countably
many i P I: indeed, by assumption, the function Mi,‚ Ñ minpwpMi,1qq has finite fiber over
every positive integer, so, except for a countable set of indices, wMi,‚pMi,1q “ t8u holds,
which is equivalent (by definition of filtered module) to Mi,1 “ 0 for all but countably many
indices. So we can assume that I “ Zě1. Thus fix v :“ pvnqnPZě1 P

ś

iPZě1
Mi,1. Consider

the sequence thlulPZě1 :“ tpwl,iqiPZě1ulPZě1 , where wl,i “ vi if i ď l, 0 otherwise. One has
that for all m P Zě1, pwś

iPZě1
Mi

qpv ´ wlq ą m, holds for all but finitely many values of

l. This means exactly that hl Ñ v as l Ñ 8. Thus the inclusion of filtered modules
p
À

iPI Mi, dÀ

iPI Mi,‚q Ď p
ś

iPI Mi, dś

iPI Mi,‚q induces a dense inclusion of metric spaces. For
the equivalence between (b) and (c) see Remark 3.16. �

Finally we look at the relation between injectivity/surjectivity of ϕ and the pointwise
injectivity/surjectivity of the sequence tFjpϕqujPZě1 :

3.2.6. Surjectivity and injectivity.

Proposition 3.7. Let M‚, N‚ be two filtered modules, and ϕ P HomfiltpM‚, N‚q. Then the
following holds:
(a) Assume M‚ complete. If for all i P Zě1 we have that cokerpFipϕqq “ 0, then cokerpϕq “ 0.
(b) We have that for all i P Zě1 the module kerpFipϕqq is 0 if and only if for all x P M1 the
weights wM‚pxq and wN‚pϕpxqq coincide.
(c) If for all i P Zě1 we have that kerpFipϕqq “ 0, then kerpϕq “ 0.
(d) If ϕ is an isomorphism then for all i P Zě1 the map Fipϕq is an isomorphism. If M‚ is
complete, the converse holds as well.

Proof. (a) Let x P N1. We construct inductively sequences txnunPZě0 , tynunPZě0 respectively
N1,M1-valued, which will do for us the following: t

řn
i“0 yiunPZě1 will be a convergent se-

quence, with ϕp
řn

i“0 yiq ´ x “ xn`1, with limnÑ8xn “ 0. Since ϕ is a filtered morphism and
in particular continuous, and M‚ is complete, we can conclude then that ϕp

ř8
i“0 yiq “ x.

The construction of txnunPZě0 , tynunPZě0 goes as follows. Put x0 “ x, y0 “ 0; construct
xn`1, yn`1 from xn in the following way. If xn “ 0 put xn`1 “ yn`1 “ 0. Otherwise
wN‚pxnq P Zě1 holds. Since the map FwN‚ pxnqpϕq is surjective, pick y P MwN‚ pxnq such that
pϕqpyq ” xn mod NwN‚ pxnq`1, and denote yn`1 “ y and xn`1 “ ´ϕpyq `xn. By construction,
the sequences txnunPZě0 , tynunPZě0 both converge to 0. So by the ultrametric inequality and
completeness of M‚ the series

ř

nPZě0
yn converges to an element of M1, which we denote by

y. By construction ϕp
ř

1ďjďn yjq ´ x “ xn`1 Ñ 0, so, since ϕ is continuous, ϕpyq “ x. So

cokerpϕq “ 0.
(b) By definition Mi ´ Mi`1 “ tx P Mi, wM‚pxq “ iu, on the other hand kerpϕqi “ 0 iff

ϕpMi ´ Mi`1q Ď Ni ´ Ni`1 “ ty P Ni, wM‚pyq “ iu, thus kerpϕqi “ 0 for all i P Zě1 iff
wM‚pxq “ wN‚pϕpxqq for all x P M1.

(c) Thanks to (b) the hypothesis in (c) is equivalent to ϕpMi ´ Mi`1q Ď Ni ´ Ni`1, which
implies that kerpϕq Ď

Ş

iPZě1
Mi “ t0u.

(d) The first implication follows from the general fact that a functor preserves isomor-
phisms, applied to the functors Fi. For the second implication: assume M‚ complete, then
(a) implies that ϕ is surjective. On the other hand (c) implies that ϕ is also injective. Thus
ϕ is a filtered isomorphism. �
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Remark 3.8. Suppose ϕ : M‚ Ñ N‚ is a filtered epimorphism. Then F1pϕq is surjective.
Indeed by definition of filtered epimorphism, and the fact that 1 is minimal in Zě1 we have
ϕ´1pN1 ´N2q Ď M1 ´M2: since ϕ is surjective, applying ϕ to both sizes of this relation one
gets N1 ´ N2 Ď ϕpM1 ´ M2q, which proves that F1pϕq is surjective.

Definition 3.9. Let i be a positive integer and let M‚ be a filtered R-module. We define
M‚`i to be the filtered R-module

Mi`1 Ě Mi`2 Ě . . .

Proposition 3.10. Let M‚, N‚ be two filtered modules. Let ϕ : M‚ Ñ N‚ be a filtered
epimorphism. Let i be a positive integer such that Fjpϕq is an isomorphism for every j
such that 1 ď j ď i. Then ϕ|M‚`i

: M‚`i Ñ N‚`i is a filtered epimorphism and Fi`1pϕq is
surjective.

Proof. Indeed, by Proposition 3.7, the hypothesis is equivalent to F1,i`1pϕq being a filtered
isomorphism. Thus ϕpM1 ´Mi`1q Ď N1 ´Ni`1. Thus, since ϕ is an epimorphism, it follows
that ϕpMi`1q “ Ni`1, in particular by remark 3.8 we have that Fi`1pϕq “ F1pϕ|M‚`i

q is
surjective, proving the statement. �

Proposition 3.11. Let M‚, N‚ be two filtered modules with M‚ complete. Let ϕ be an
element of HomfiltpM‚, N‚q. The following are equivalent:
(a) For every positive integer i, we have that cokerpFipϕqq “ 0.
(b) For every positive integer i, we have that cokerpϕ|Mi

: Mi Ñ Niq “ 0.

Proof. (a) Ñ (b) Let i be a positive integer. For a positive integer j ą i, the equality
Fjpϕ|M‚`i

q “ Fi`j´1pϕq trivially holds. Thus assumption paq is preserved by restriction of ϕ
to the filtered submodule M‚`i. So Proposition 3.7 implies that cokerpϕ|Mi

: Mi Ñ Niq “ 0.
(b) Ñ (a) The statement trivially follows applying remark 3.8 to every filtered morphism

ϕ|Mi
: M‚`i Ñ N‚`i since they are all assumed to be epimorphisms. �

Proposition 3.12. Let M‚, N‚ be two filtered modules, M‚ complete, and ϕ P HomfiltpM‚, N‚q.
Assume i P Zě1 is such that kerpFjpϕqq “ cokerpFjpϕqq “ 0 for all j ą i. Then kerpϕq X
w´1

M‚
ti,8u is an R-submodule, and the inclusion in Mi induces an isomorphism kerpϕq X

w´1
M¨

ti,8u » kerpFipϕqq.

Proof. Since kerpFjpϕqq “ 0 for all j ą i, it follows that kerpϕq X Mi “ kerpϕq X w´1
M¨

ti,8u
proving thus that is an R-submodule, and that the inclusion in FipM‚q is injective. Suppose
x P Mi ´Mi`1, ϕpxq P Ni`1 holds. Thanks to the assumption kerpFjpϕqq “ cokerpFjpϕqq “ 0
for all j ą i, and to Proposition 3.7, we see that ϕ|M‚`i`1

is an isomorphism and thus it follows
that there is exactly one y P Mi`1 such that ϕpxq “ ϕpyq. Thus, since x ” x ´ y mod Mi`1,
and x ´ y P kerpϕq we obtain that the natural map from kerpϕq X w´1

M‚
ti,8u to FipM‚q is

also surjective. �

Corollary 3.13. Let M‚, N‚ be two filtered modules, M‚ complete, and ϕ P HomfiltpM‚, N‚q.
Assume i P Zě1 is such that cokerpFjpϕqq “ 0 for all j ą i and kerpFjpϕqq “ 0 for all
j ‰ i. Then kerpϕq Ď w´1

M¨
ti,8u, and this inclusion induces an isomorphism kerpϕq »R-mod

kerpFipϕqq.
Proof. Clearly the assumption that kerpFjpϕqq “ 0 for all j ‰ i implies that kerpϕq Ď
w´1

M‚
ti,8u. Thus lemma 3.12 implies that this inclusion induces an isomorphism

kerpϕq “ kerpϕq X w´1
M‚ti,8u »R-mod kerpFipϕqq.
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(b) Ñ (a) Observe that assumption (b) implies that Mi “ 0 holds for all but countably
many i P I: indeed, by assumption, the function Mi,‚ Ñ minpwpMi,1qq has finite fiber over
every positive integer, so, except for a countable set of indices, wMi,‚pMi,1q “ t8u holds,
which is equivalent (by definition of filtered module) to Mi,1 “ 0 for all but countably many
indices. So we can assume that I “ Zě1. Thus fix v :“ pvnqnPZě1 P

ś

iPZě1
Mi,1. Consider

the sequence thlulPZě1 :“ tpwl,iqiPZě1ulPZě1 , where wl,i “ vi if i ď l, 0 otherwise. One has
that for all m P Zě1, pwś

iPZě1
Mi

qpv ´ wlq ą m, holds for all but finitely many values of

l. This means exactly that hl Ñ v as l Ñ 8. Thus the inclusion of filtered modules
p
À

iPI Mi, dÀ

iPI Mi,‚q Ď p
ś

iPI Mi, dś

iPI Mi,‚q induces a dense inclusion of metric spaces. For
the equivalence between (b) and (c) see Remark 3.16. �

Finally we look at the relation between injectivity/surjectivity of ϕ and the pointwise
injectivity/surjectivity of the sequence tFjpϕqujPZě1 :

3.2.6. Surjectivity and injectivity.

Proposition 3.7. Let M‚, N‚ be two filtered modules, and ϕ P HomfiltpM‚, N‚q. Then the
following holds:
(a) Assume M‚ complete. If for all i P Zě1 we have that cokerpFipϕqq “ 0, then cokerpϕq “ 0.
(b) We have that for all i P Zě1 the module kerpFipϕqq is 0 if and only if for all x P M1 the
weights wM‚pxq and wN‚pϕpxqq coincide.
(c) If for all i P Zě1 we have that kerpFipϕqq “ 0, then kerpϕq “ 0.
(d) If ϕ is an isomorphism then for all i P Zě1 the map Fipϕq is an isomorphism. If M‚ is
complete, the converse holds as well.

Proof. (a) Let x P N1. We construct inductively sequences txnunPZě0 , tynunPZě0 respectively
N1,M1-valued, which will do for us the following: t

řn
i“0 yiunPZě1 will be a convergent se-

quence, with ϕp
řn

i“0 yiq ´ x “ xn`1, with limnÑ8xn “ 0. Since ϕ is a filtered morphism and
in particular continuous, and M‚ is complete, we can conclude then that ϕp

ř8
i“0 yiq “ x.

The construction of txnunPZě0 , tynunPZě0 goes as follows. Put x0 “ x, y0 “ 0; construct
xn`1, yn`1 from xn in the following way. If xn “ 0 put xn`1 “ yn`1 “ 0. Otherwise
wN‚pxnq P Zě1 holds. Since the map FwN‚ pxnqpϕq is surjective, pick y P MwN‚ pxnq such that
pϕqpyq ” xn mod NwN‚ pxnq`1, and denote yn`1 “ y and xn`1 “ ´ϕpyq `xn. By construction,
the sequences txnunPZě0 , tynunPZě0 both converge to 0. So by the ultrametric inequality and
completeness of M‚ the series

ř

nPZě0
yn converges to an element of M1, which we denote by

y. By construction ϕp
ř

1ďjďn yjq ´ x “ xn`1 Ñ 0, so, since ϕ is continuous, ϕpyq “ x. So

cokerpϕq “ 0.
(b) By definition Mi ´ Mi`1 “ tx P Mi, wM‚pxq “ iu, on the other hand kerpϕqi “ 0 iff

ϕpMi ´ Mi`1q Ď Ni ´ Ni`1 “ ty P Ni, wM‚pyq “ iu, thus kerpϕqi “ 0 for all i P Zě1 iff
wM‚pxq “ wN‚pϕpxqq for all x P M1.

(c) Thanks to (b) the hypothesis in (c) is equivalent to ϕpMi ´ Mi`1q Ď Ni ´ Ni`1, which
implies that kerpϕq Ď

Ş

iPZě1
Mi “ t0u.

(d) The first implication follows from the general fact that a functor preserves isomor-
phisms, applied to the functors Fi. For the second implication: assume M‚ complete, then
(a) implies that ϕ is surjective. On the other hand (c) implies that ϕ is also injective. Thus
ϕ is a filtered isomorphism. �
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Remark 3.8. Suppose ϕ : M‚ Ñ N‚ is a filtered epimorphism. Then F1pϕq is surjective.
Indeed by definition of filtered epimorphism, and the fact that 1 is minimal in Zě1 we have
ϕ´1pN1 ´N2q Ď M1 ´M2: since ϕ is surjective, applying ϕ to both sizes of this relation one
gets N1 ´ N2 Ď ϕpM1 ´ M2q, which proves that F1pϕq is surjective.

Definition 3.9. Let i be a positive integer and let M‚ be a filtered R-module. We define
M‚`i to be the filtered R-module

Mi`1 Ě Mi`2 Ě . . .

Proposition 3.10. Let M‚, N‚ be two filtered modules. Let ϕ : M‚ Ñ N‚ be a filtered
epimorphism. Let i be a positive integer such that Fjpϕq is an isomorphism for every j
such that 1 ď j ď i. Then ϕ|M‚`i

: M‚`i Ñ N‚`i is a filtered epimorphism and Fi`1pϕq is
surjective.

Proof. Indeed, by Proposition 3.7, the hypothesis is equivalent to F1,i`1pϕq being a filtered
isomorphism. Thus ϕpM1 ´Mi`1q Ď N1 ´Ni`1. Thus, since ϕ is an epimorphism, it follows
that ϕpMi`1q “ Ni`1, in particular by remark 3.8 we have that Fi`1pϕq “ F1pϕ|M‚`i

q is
surjective, proving the statement. �

Proposition 3.11. Let M‚, N‚ be two filtered modules with M‚ complete. Let ϕ be an
element of HomfiltpM‚, N‚q. The following are equivalent:
(a) For every positive integer i, we have that cokerpFipϕqq “ 0.
(b) For every positive integer i, we have that cokerpϕ|Mi

: Mi Ñ Niq “ 0.

Proof. (a) Ñ (b) Let i be a positive integer. For a positive integer j ą i, the equality
Fjpϕ|M‚`i

q “ Fi`j´1pϕq trivially holds. Thus assumption paq is preserved by restriction of ϕ
to the filtered submodule M‚`i. So Proposition 3.7 implies that cokerpϕ|Mi

: Mi Ñ Niq “ 0.
(b) Ñ (a) The statement trivially follows applying remark 3.8 to every filtered morphism

ϕ|Mi
: M‚`i Ñ N‚`i since they are all assumed to be epimorphisms. �

Proposition 3.12. LetM‚, N‚ be two filtered modules, M‚ complete, and ϕ P HomfiltpM‚, N‚q.
Assume i P Zě1 is such that kerpFjpϕqq “ cokerpFjpϕqq “ 0 for all j ą i. Then kerpϕq X
w´1

M‚
ti,8u is an R-submodule, and the inclusion in Mi induces an isomorphism kerpϕq X

w´1
M¨

ti,8u » kerpFipϕqq.

Proof. Since kerpFjpϕqq “ 0 for all j ą i, it follows that kerpϕq X Mi “ kerpϕq X w´1
M¨

ti,8u
proving thus that is an R-submodule, and that the inclusion in FipM‚q is injective. Suppose
x P Mi ´Mi`1, ϕpxq P Ni`1 holds. Thanks to the assumption kerpFjpϕqq “ cokerpFjpϕqq “ 0
for all j ą i, and to Proposition 3.7, we see that ϕ|M‚`i`1

is an isomorphism and thus it follows
that there is exactly one y P Mi`1 such that ϕpxq “ ϕpyq. Thus, since x ” x ´ y mod Mi`1,
and x ´ y P kerpϕq we obtain that the natural map from kerpϕq X w´1

M‚
ti,8u to FipM‚q is

also surjective. �

Corollary 3.13. Let M‚, N‚ be two filtered modules, M‚ complete, and ϕ P HomfiltpM‚, N‚q.
Assume i P Zě1 is such that cokerpFjpϕqq “ 0 for all j ą i and kerpFjpϕqq “ 0 for all
j ‰ i. Then kerpϕq Ď w´1

M¨
ti,8u, and this inclusion induces an isomorphism kerpϕq »R-mod

kerpFipϕqq.
Proof. Clearly the assumption that kerpFjpϕqq “ 0 for all j ‰ i implies that kerpϕq Ď
w´1

M‚
ti,8u. Thus lemma 3.12 implies that this inclusion induces an isomorphism

kerpϕq “ kerpϕq X w´1
M‚ti,8u »R-mod kerpFipϕqq.
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�

Remark 3.14. Part (a),(c) of Proposition 3.7 do not hold without the assumption of com-
pleteness. An example is given as follows: take a collection of filtered modules tpMi, wMi

quiPZě1

such that for all m P Zě1 there are only finitely many i P I such that minpwipMiqq ď m.
Now consider

À

iPIpMi, wiq Ď
ś

iPIpMi, wiq. Then FmpMiq “ 0 for all but finitely many i.
Thus, by remark 3.5, we have that the inclusion of the direct sum of the direct product is
preserved by Fm, but since it is over a finite set of indices (the ones where Fm does not
vanish) it is also an isomorphism. But if Mi ‰ 0 for infinitely many i P Zě1 the inclusion
of the direct sum in the direct product is not an isomorphism. This suggests the following
proposition.

Proposition 3.15. Let M‚, N‚ be two filtered modules, and ϕ P HomfiltpM‚, N‚q, denote by

ϕ̂ : M̂ Ñ N̂ the map induced on the completions. Then the following hold:
(a) If cokerpFipϕqq “ 0 for all i P Zě1, then cokerpϕ̂q “ 0.
(b) If kerpFipϕqq “ 0 for all i P Zě1, then kerpϕ̂q “ 0.
(c) Fipϕq is an isomorphism for every i P Zě1 iff ϕ̂ is an isomorphism.

Proof. From remark 3.4, we know that Fi and Fipcomplq are isomorphic functors. Thus
cokerFipϕq “ 0 for all i P Zě1 is equivalent to cokerFipϕ̂q “ 0 for all i P Zě1, and kerpFipϕqq “
0 for all i P Zě1, is equivalent to kerpFipϕ̂qq “ 0 for all i P Zě1. Thus the proposition follows
from Proposition 3.7. �

Remark 3.16. Proposition 3.15 implies the equivalence between (b) and (c) in Proposition
3.6. Indeed if we have (c) of Proposition 3.6 then we conclude that the completion of

ś

iPI Mi

is also the completion of
À

iPI Mi. Hence in particular
À

iPI Mi is dense in
ś

iPI Mi. This
gives that (c) implies (a). But we have shown in Proposition 3.6 that (a) is equivalent to
(b), hence (c) implies (b). Conversely it is an immediate verification that (b) implies (c).

3.3. Filtered modules over a complete DVR. Now we specialize to the case where
R is a complete DVR: we ask completeness because in what follows, we want to apply
Propositions 3.7, 3.11, 3.13, and moreover it will be handy when taking filtered quotients of
finitely generated modules (see 3.2.4). We fix a uniformizer of R, and we denote it by πR.

3.3.1. The ρ-map. Let M‚ a filtered R-module, denote by w its weight map. Define ρM‚ :
Zě1 Ñ Zě1 Y t8u as follows: ρM‚piq :“ suptj P Zě1, πRMi Ď Mju. In terms of the weight
map we have that ρM‚piq “ minxPMi

twpπRxqu.

Remark 3.17. The condition that ρM‚ is a shift map is equivalent to the conjunction of the
following two conditions:
(a) For all positive integers i, one has that Mi{Mi`1 is an R{pπRq-vector space. Moreover
πRMi ‰ 0.
(b) For all positive integers i the R-linear map πR|Mi

: Mi Ñ MρM‚ piq, given by multiplication
by πR, is a filtered morphism.

Definition 3.18. We call a filtered R-module linear if it satisfies (a) of remark 3.17. We
call a filtered R-module strictly linear if it satisfies both part (a) and part (b) of remark
3.17.

Let M‚ be a linear filtered R-module. Multiplication by πR induces a map FipM‚q Ñ
FρM‚ piqpM‚q, which we denote by rπRsi. One has by definition that rπRsi “ F1pπR|Mi

q.

78 C. PAGANO

Observe that the right hand side is well defined thanks to part (b) of the definition of a
linear filtered R-module.

Definition 3.19. Let M‚ be a linear R-filtered module and let i be a positive integer.
(a) We denote by fipM‚q “ dimR{pπRqpFipM‚qq.
(b) We denote by defectM‚piq :“ dimR{pπRqpkerprπRsiqq.
(c) We denote by codefectM‚piq :“ dimR{pπRqpcokerprπRsiqq.

3.3.2. Free filtered modules. Fix ρ a shift map. Here we introduce the class of free filtered
R-modules with respect to ρ. Free filtered modules play a role in the category of filtered
modules similar to the one played by free R-modules in the category of R-modules. We thus
recall the role of the latter to clarify the introduction of the former.

Free R-modules. Recall that if X is a set, then we have a covariant functor HX : R-mod Ñ
Set, defined on an object M P R-mod as HXpMq :“ HomSetpX,Mq, and defined on a
morphism ϕ : M Ñ N as HXpϕqpfq :“ ϕ˝f for each f P HomSetpX,Mq. In other words HX

is the restriction of the functor HomSetpX,´q to the image of R-mod in Set via the forgetful
functor. This functor is representable in R-mod: up to isomorphism there is a unique R
module, NX , such that HX »functor HomR-modpNX ,´q. This module is called the free module
over X, and concretely it is the module of finite formal R-linear combinations of elements
of X. By Yoneda’s Lemma the different choices of an isomorphism Φ : HomR-modpNX ,´q Ñ
HX , correspond to the different choices of ΦNX

pidNX
q : X Ñ NX , which are the different

choices of a basis B for NX together with a bijection between B and X. Again, by Yoneda’s
Lemma, the set IsomfunctorspHX , NXq is a torsor under AutR-modpNXq.
Free R-modules are the easiest R-modules, and once we trivialize IsomfunctorspHX , NXq, by

the choice of a basis Φ, then, by construction, for anyR-moduleM , the set HomR-modpNX ,Mq
is in natural bijection with HomSetpX,Mq, via Φ. Thus we can easily use suitable free R-
modules to present other modules. The ease in defining presentations NX � M , once a
trivialization Φ is chosen, has the price of obscuring structural information about M . Thus
one is led to look for properties of the presentation which are invariant under AutR-modpNXq.
This is exactly the path we will follow in attaching jump sets to special filtered modules. So,
first, we need to define the analogue of a free filtered module, which we do next.

Free filtered R-modules. First we introduce the analogue of the functorsHX of the previous
paragraph. Consider pairs pX, gq, where X is a set and g is a map g : X Ñ Zě1. Denote by
ρ-Filt-R-mod the full sub-category of Compl-Filt-R-mod, having as objects complete linear
R-filtered modules M‚ such that ρM‚ ě ρ. Consider the functor HpX,gq : ρ-Filt-R-mod Ñ
Set, defined on an object M‚ P ρ-Filt-R-mod as HpX,gqpM‚q :“ tf P HomSetpX,M1q :
for all x in X, wpfpxqq ě gpxqu, and defined on morphisms by left composition. The goal of
this paragraph is show that this functor is representable. We start with the simplest possible
case of a pair pX, gq with X “ txu being a point. Put n :“ gpxq. Clearly the functor depends
only on n, so, for simplicity, we will denote it by Hn.

Definition 3.20. The n-th standard filtered module, Sn, for ρ, is given by: Sn “ R, with
weight map defined as wpxq “ ρordRpxqpnq, for all x in R.

Observe that Sn is an object of ρ-Filt-R-mod (recall that R is assumed complete). It turns
out that it represents Hn.

Proposition 3.21. The functor Hn is represented by Sn.
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�

Remark 3.14. Part (a),(c) of Proposition 3.7 do not hold without the assumption of com-
pleteness. An example is given as follows: take a collection of filtered modules tpMi, wMi

quiPZě1

such that for all m P Zě1 there are only finitely many i P I such that minpwipMiqq ď m.
Now consider

À

iPIpMi, wiq Ď
ś

iPIpMi, wiq. Then FmpMiq “ 0 for all but finitely many i.
Thus, by remark 3.5, we have that the inclusion of the direct sum of the direct product is
preserved by Fm, but since it is over a finite set of indices (the ones where Fm does not
vanish) it is also an isomorphism. But if Mi ‰ 0 for infinitely many i P Zě1 the inclusion
of the direct sum in the direct product is not an isomorphism. This suggests the following
proposition.

Proposition 3.15. Let M‚, N‚ be two filtered modules, and ϕ P HomfiltpM‚, N‚q, denote by

ϕ̂ : M̂ Ñ N̂ the map induced on the completions. Then the following hold:
(a) If cokerpFipϕqq “ 0 for all i P Zě1, then cokerpϕ̂q “ 0.
(b) If kerpFipϕqq “ 0 for all i P Zě1, then kerpϕ̂q “ 0.
(c) Fipϕq is an isomorphism for every i P Zě1 iff ϕ̂ is an isomorphism.

Proof. From remark 3.4, we know that Fi and Fipcomplq are isomorphic functors. Thus
cokerFipϕq “ 0 for all i P Zě1 is equivalent to cokerFipϕ̂q “ 0 for all i P Zě1, and kerpFipϕqq “
0 for all i P Zě1, is equivalent to kerpFipϕ̂qq “ 0 for all i P Zě1. Thus the proposition follows
from Proposition 3.7. �

Remark 3.16. Proposition 3.15 implies the equivalence between (b) and (c) in Proposition
3.6. Indeed if we have (c) of Proposition 3.6 then we conclude that the completion of

ś

iPI Mi

is also the completion of
À

iPI Mi. Hence in particular
À

iPI Mi is dense in
ś

iPI Mi. This
gives that (c) implies (a). But we have shown in Proposition 3.6 that (a) is equivalent to
(b), hence (c) implies (b). Conversely it is an immediate verification that (b) implies (c).

3.3. Filtered modules over a complete DVR. Now we specialize to the case where
R is a complete DVR: we ask completeness because in what follows, we want to apply
Propositions 3.7, 3.11, 3.13, and moreover it will be handy when taking filtered quotients of
finitely generated modules (see 3.2.4). We fix a uniformizer of R, and we denote it by πR.

3.3.1. The ρ-map. Let M‚ a filtered R-module, denote by w its weight map. Define ρM‚ :
Zě1 Ñ Zě1 Y t8u as follows: ρM‚piq :“ suptj P Zě1, πRMi Ď Mju. In terms of the weight
map we have that ρM‚piq “ minxPMi

twpπRxqu.

Remark 3.17. The condition that ρM‚ is a shift map is equivalent to the conjunction of the
following two conditions:
(a) For all positive integers i, one has that Mi{Mi`1 is an R{pπRq-vector space. Moreover
πRMi ‰ 0.
(b) For all positive integers i the R-linear map πR|Mi

: Mi Ñ MρM‚ piq, given by multiplication
by πR, is a filtered morphism.

Definition 3.18. We call a filtered R-module linear if it satisfies (a) of remark 3.17. We
call a filtered R-module strictly linear if it satisfies both part (a) and part (b) of remark
3.17.

Let M‚ be a linear filtered R-module. Multiplication by πR induces a map FipM‚q Ñ
FρM‚ piqpM‚q, which we denote by rπRsi. One has by definition that rπRsi “ F1pπR|Mi

q.
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Observe that the right hand side is well defined thanks to part (b) of the definition of a
linear filtered R-module.

Definition 3.19. Let M‚ be a linear R-filtered module and let i be a positive integer.
(a) We denote by fipM‚q “ dimR{pπRqpFipM‚qq.
(b) We denote by defectM‚piq :“ dimR{pπRqpkerprπRsiqq.
(c) We denote by codefectM‚piq :“ dimR{pπRqpcokerprπRsiqq.

3.3.2. Free filtered modules. Fix ρ a shift map. Here we introduce the class of free filtered
R-modules with respect to ρ. Free filtered modules play a role in the category of filtered
modules similar to the one played by free R-modules in the category of R-modules. We thus
recall the role of the latter to clarify the introduction of the former.

Free R-modules. Recall that if X is a set, then we have a covariant functor HX : R-mod Ñ
Set, defined on an object M P R-mod as HXpMq :“ HomSetpX,Mq, and defined on a
morphism ϕ : M Ñ N as HXpϕqpfq :“ ϕ˝f for each f P HomSetpX,Mq. In other words HX

is the restriction of the functor HomSetpX,´q to the image of R-mod in Set via the forgetful
functor. This functor is representable in R-mod: up to isomorphism there is a unique R
module, NX , such that HX »functor HomR-modpNX ,´q. This module is called the free module
over X, and concretely it is the module of finite formal R-linear combinations of elements
of X. By Yoneda’s Lemma the different choices of an isomorphism Φ : HomR-modpNX ,´q Ñ
HX , correspond to the different choices of ΦNX

pidNX
q : X Ñ NX , which are the different

choices of a basis B for NX together with a bijection between B and X. Again, by Yoneda’s
Lemma, the set IsomfunctorspHX , NXq is a torsor under AutR-modpNXq.
Free R-modules are the easiest R-modules, and once we trivialize IsomfunctorspHX , NXq, by

the choice of a basis Φ, then, by construction, for anyR-moduleM , the set HomR-modpNX ,Mq
is in natural bijection with HomSetpX,Mq, via Φ. Thus we can easily use suitable free R-
modules to present other modules. The ease in defining presentations NX � M , once a
trivialization Φ is chosen, has the price of obscuring structural information about M . Thus
one is led to look for properties of the presentation which are invariant under AutR-modpNXq.
This is exactly the path we will follow in attaching jump sets to special filtered modules. So,
first, we need to define the analogue of a free filtered module, which we do next.

Free filtered R-modules. First we introduce the analogue of the functorsHX of the previous
paragraph. Consider pairs pX, gq, where X is a set and g is a map g : X Ñ Zě1. Denote by
ρ-Filt-R-mod the full sub-category of Compl-Filt-R-mod, having as objects complete linear
R-filtered modules M‚ such that ρM‚ ě ρ. Consider the functor HpX,gq : ρ-Filt-R-mod Ñ
Set, defined on an object M‚ P ρ-Filt-R-mod as HpX,gqpM‚q :“ tf P HomSetpX,M1q :
for all x in X, wpfpxqq ě gpxqu, and defined on morphisms by left composition. The goal of
this paragraph is show that this functor is representable. We start with the simplest possible
case of a pair pX, gq with X “ txu being a point. Put n :“ gpxq. Clearly the functor depends
only on n, so, for simplicity, we will denote it by Hn.

Definition 3.20. The n-th standard filtered module, Sn, for ρ, is given by: Sn “ R, with
weight map defined as wpxq “ ρordRpxqpnq, for all x in R.

Observe that Sn is an object of ρ-Filt-R-mod (recall that R is assumed complete). It turns
out that it represents Hn.

Proposition 3.21. The functor Hn is represented by Sn.
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Proof. Observe that by definition Hn is simply the functor sending M‚ to the set Mn, and
sending a morphism ϕ : M‚ Ñ N‚ to the restriction ϕ|Mn

: Mn Ñ Nn. So it suffices to prove
that given M‚ P ρ-Filt-R-mod, and given v P Mn, the unique R-linear morphism from R to
M1 sending 1 ÞÑ v, is a filtered morphism from Sn to M‚, and that these are all the possible
filtered morphism from Sn to M‚. But this follows directly from the definition of Sn and the
fact that M‚ is an object of ρ-Filt-R-mod. �

Now we can prove that HpX,gq is representable for any set X and any map g : X Ñ Zě1.
For a positive integer i denote by cpX,gqpiq :“ |g´1piq|. Given c a cardinal number and N‚ a

filtered module, denote by N
pcq
‚ the direct sum of c copies of N‚.

Proposition 3.22. The functor HpX,gq is represented by the filtered R-module
ś

iPZě1

{

S
pcpX,gqpiqq
i .

Proof. The functor HpX,gq is isomorphic to the direct product of the functors Hgpxq as x
varies in X. So it follows from Proposition 3.6, Claim 3.21 and the universal property of the

completion, that HpX,gq is isomorphic to the functor Homfiltp
ś

iPZě1

{

S
pcpX,gqpiqq
i ,´q. �

Remark 3.23. Let i be a positive integer. If cpX,gqpiq finite, then we can omit the completion

of the factor S
pcpX,gqpiqq
i , since it is already a complete filtered module. In our application

cpX,gqpiq will always be finite.

An object M‚ in ρ-Filt-R-mod, representing HpX,gq (so by Yoneda’s Lemma and by Propo-

sition 3.22, isomorphic to
ś

iPZě1

{

S
pcpX,gqpiqq
i ), is said to be free on pX, gq. Motivated by the

discussion in the above paragraph on free modules, we introduce the following notion.

Definition 3.24. Let M‚ be in ρ-Filt-R-mod a free module on pX, gq. A filtered basis for
M‚ is an element of IsomfunctorpHomfiltpM‚,´q, HpX,gqq.
Given Φ a filtered basis for M‚, one recovers a more concrete version of the notion of a

filtered basis, by means of Yoneda’s Lemma, taking ΦM‚pidM‚q : X Ñ M1. The image of
this map generates a free R-module that is dense in M1 (coinciding with M1 if and only if
X is finite, observe that for X infinite the resulting module is never free as an R-module).

Clearly, the functor HpX,gq depends only on the map cpX,gq. So from now on we will directly
speak of the functors Hf˚ , where f˚ is a map from Zě1 to the cardinal numbers.
We next give an internal criterion for a filtered module to be representing the functor Hf˚ ,

under the assumption that f˚ is supported in Tρ, that is, we assume that f˚pImpρqq “ t0u.
Proposition 3.25. Let M‚ be an object of ρ-Filt-R-mod, and f˚ as above. Then the follow-
ing are equivalent:
(a) For every positive integer i one has defectM‚piq “ codefectM‚piq “ 0. Moreover if i is in
Tρ, one has fipM‚q “ f˚piq.
(b) One has an isomorphism of functors Hf˚ »functor HomfiltpM‚,´q.
(c) One has an isomorphism of filtered modules M‚ »filt

ś

iPZě1

{

S
f˚piq
i .

Proof. The equivalence between (b) and (c) is an immediate consequence of Proposition 3.22
and Yoneda’s Lemma. It is a straightforward verification that (c) implies (a). We prove that
(a) implies (c).

For every positive integer i in Tρ, lift a basis of Mi{Mi`1 to Mi and denote it by Bi.
The inclusion

Ť

iPTρ
Bi Ď M1 consists of an element of Hf̃ pM‚q, which thus gives, thanks
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to Proposition 3.22, a filtered morphism ϕ :
ś

iPZě1

{

S
f˚piq
i Ñ M‚. We claim that ϕ is an

isomorphism.
Indeed by construction Fipϕq is an isomorphism for every i in Tρ. But together with the

fact that for every positive integer i one has defectM‚piq “ codefectM‚piq “ 0, this easily
implies that for every positive integer i, the map Fipϕq is an isomorphism. So, since M‚ is
complete, we conclude by part (d) of Proposition 3.7. �

Definition 3.26. Let M‚ be an object of ρ-Filt-R-mod, and f a positive integer. Then
we call M‚ a pf, ρq-free filtered module if it satisfies any of the equivalent conditions of
Proposition 3.25, with respect to the constant map Tρ Ñ Zě1, i ÞÑ f .

We denote by Mρ :“
ś

iPTρ
Si, i.e. the p1, ρq-free filtered module. So M f

ρ is the pf, ρq-free
filtered module.

We next introduce the class of filtered modules that, together with those described in this
paragraph, will suffice to classify the possible filtered structures of U1.

3.3.3. Quasi-free filtered R-modules. Recall that in case ρ is a shift with #Tρ ă 8, then we
denote by e˚

ρ “ maxpTρq ` 1. Moreover we define e
1
ρ to be the unique positive integer such

that ρpe1
ρq “ e˚

ρ .

Definition 3.27. Let M‚ be an object of ρ-Filt-R-mod. Then we call it pf, ρq-quasi-free if
it satisfies the following three conditions:
(a) For every positive integer i, we have that fipM‚q “ f .
(b) If Tρ is finite (resp. if Tρ is not finite), for every positive integer i different from e

1
ρ (resp.

for every positive integer i), one has defectM‚piq “ codefectM‚piq “ 0.
(c) If Tρ is finite one has that defectM‚pe1

ρq ď 1.

So we see that if Tρ is not finite the notion of a pf, ρq-quasi-free module coincides with
the notion of a pf, ρq-free module. We characterize this distinction with a module-theoretic
property:

Proposition 3.28. Let M‚ be a pf, ρq-quasi-free filtered module. Then the following are
equivalent:
(a) Tρ is finite,
(b) M1 is finitely generated.

Proof. (a) Ñ (b) Since all the FipM‚q are finite dimensional, (b) is equivalent to the statement
that for some positive integer n, the R-module Mn is finitely generated. But for n ą e1

ρ,
the filtered R-module M‚`n is a pf, τ|Tρ|q-free-module, where for a positive integer m, the
symbol τm denotes the shift sending any positive integer x to x ` m. So one concludes by
Proposition 3.25.

(b) Ñ (a) Since M1 is finitely generated, so is Mn. But for n ą e1
ρ, one has that M‚`n

is a pf, ρ ˝ τn´1q-free module. So by Proposition 3.25 one has that Tρ˝τn´1 is finite, which is
equivalent to say that Tρ is finite. �

Until the end of the next paragraph, we will restrict to the case that Tρ is finite or
equivalently that M1 is finitely generated. We will work again in greater generality only
from Section 3.3.4 onward.

We now recover the distinction between pf, ρq-quasi-free and pf, ρq-free with a module-
theoretic property.
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Proof. Observe that by definition Hn is simply the functor sending M‚ to the set Mn, and
sending a morphism ϕ : M‚ Ñ N‚ to the restriction ϕ|Mn

: Mn Ñ Nn. So it suffices to prove
that given M‚ P ρ-Filt-R-mod, and given v P Mn, the unique R-linear morphism from R to
M1 sending 1 ÞÑ v, is a filtered morphism from Sn to M‚, and that these are all the possible
filtered morphism from Sn to M‚. But this follows directly from the definition of Sn and the
fact that M‚ is an object of ρ-Filt-R-mod. �

Now we can prove that HpX,gq is representable for any set X and any map g : X Ñ Zě1.
For a positive integer i denote by cpX,gqpiq :“ |g´1piq|. Given c a cardinal number and N‚ a

filtered module, denote by N
pcq
‚ the direct sum of c copies of N‚.

Proposition 3.22. The functor HpX,gq is represented by the filtered R-module
ś

iPZě1

{

S
pcpX,gqpiqq
i .

Proof. The functor HpX,gq is isomorphic to the direct product of the functors Hgpxq as x
varies in X. So it follows from Proposition 3.6, Claim 3.21 and the universal property of the

completion, that HpX,gq is isomorphic to the functor Homfiltp
ś

iPZě1

{

S
pcpX,gqpiqq
i ,´q. �

Remark 3.23. Let i be a positive integer. If cpX,gqpiq finite, then we can omit the completion

of the factor S
pcpX,gqpiqq
i , since it is already a complete filtered module. In our application

cpX,gqpiq will always be finite.

An object M‚ in ρ-Filt-R-mod, representing HpX,gq (so by Yoneda’s Lemma and by Propo-

sition 3.22, isomorphic to
ś

iPZě1

{

S
pcpX,gqpiqq
i ), is said to be free on pX, gq. Motivated by the

discussion in the above paragraph on free modules, we introduce the following notion.

Definition 3.24. Let M‚ be in ρ-Filt-R-mod a free module on pX, gq. A filtered basis for
M‚ is an element of IsomfunctorpHomfiltpM‚,´q, HpX,gqq.
Given Φ a filtered basis for M‚, one recovers a more concrete version of the notion of a

filtered basis, by means of Yoneda’s Lemma, taking ΦM‚pidM‚q : X Ñ M1. The image of
this map generates a free R-module that is dense in M1 (coinciding with M1 if and only if
X is finite, observe that for X infinite the resulting module is never free as an R-module).

Clearly, the functor HpX,gq depends only on the map cpX,gq. So from now on we will directly
speak of the functors Hf˚ , where f˚ is a map from Zě1 to the cardinal numbers.
We next give an internal criterion for a filtered module to be representing the functor Hf˚ ,

under the assumption that f˚ is supported in Tρ, that is, we assume that f˚pImpρqq “ t0u.
Proposition 3.25. Let M‚ be an object of ρ-Filt-R-mod, and f˚ as above. Then the follow-
ing are equivalent:
(a) For every positive integer i one has defectM‚piq “ codefectM‚piq “ 0. Moreover if i is in
Tρ, one has fipM‚q “ f˚piq.
(b) One has an isomorphism of functors Hf˚ »functor HomfiltpM‚,´q.
(c) One has an isomorphism of filtered modules M‚ »filt

ś

iPZě1

{

S
f˚piq
i .

Proof. The equivalence between (b) and (c) is an immediate consequence of Proposition 3.22
and Yoneda’s Lemma. It is a straightforward verification that (c) implies (a). We prove that
(a) implies (c).

For every positive integer i in Tρ, lift a basis of Mi{Mi`1 to Mi and denote it by Bi.
The inclusion

Ť

iPTρ
Bi Ď M1 consists of an element of Hf̃ pM‚q, which thus gives, thanks
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to Proposition 3.22, a filtered morphism ϕ :
ś

iPZě1

{

S
f˚piq
i Ñ M‚. We claim that ϕ is an

isomorphism.
Indeed by construction Fipϕq is an isomorphism for every i in Tρ. But together with the

fact that for every positive integer i one has defectM‚piq “ codefectM‚piq “ 0, this easily
implies that for every positive integer i, the map Fipϕq is an isomorphism. So, since M‚ is
complete, we conclude by part (d) of Proposition 3.7. �

Definition 3.26. Let M‚ be an object of ρ-Filt-R-mod, and f a positive integer. Then
we call M‚ a pf, ρq-free filtered module if it satisfies any of the equivalent conditions of
Proposition 3.25, with respect to the constant map Tρ Ñ Zě1, i ÞÑ f .

We denote by Mρ :“
ś

iPTρ
Si, i.e. the p1, ρq-free filtered module. So M f

ρ is the pf, ρq-free
filtered module.

We next introduce the class of filtered modules that, together with those described in this
paragraph, will suffice to classify the possible filtered structures of U1.

3.3.3. Quasi-free filtered R-modules. Recall that in case ρ is a shift with #Tρ ă 8, then we
denote by e˚

ρ “ maxpTρq ` 1. Moreover we define e
1
ρ to be the unique positive integer such

that ρpe1
ρq “ e˚

ρ .

Definition 3.27. Let M‚ be an object of ρ-Filt-R-mod. Then we call it pf, ρq-quasi-free if
it satisfies the following three conditions:
(a) For every positive integer i, we have that fipM‚q “ f .
(b) If Tρ is finite (resp. if Tρ is not finite), for every positive integer i different from e

1
ρ (resp.

for every positive integer i), one has defectM‚piq “ codefectM‚piq “ 0.
(c) If Tρ is finite one has that defectM‚pe1

ρq ď 1.

So we see that if Tρ is not finite the notion of a pf, ρq-quasi-free module coincides with
the notion of a pf, ρq-free module. We characterize this distinction with a module-theoretic
property:

Proposition 3.28. Let M‚ be a pf, ρq-quasi-free filtered module. Then the following are
equivalent:
(a) Tρ is finite,
(b) M1 is finitely generated.

Proof. (a) Ñ (b) Since all the FipM‚q are finite dimensional, (b) is equivalent to the statement
that for some positive integer n, the R-module Mn is finitely generated. But for n ą e1

ρ,
the filtered R-module M‚`n is a pf, τ|Tρ|q-free-module, where for a positive integer m, the
symbol τm denotes the shift sending any positive integer x to x ` m. So one concludes by
Proposition 3.25.

(b) Ñ (a) Since M1 is finitely generated, so is Mn. But for n ą e1
ρ, one has that M‚`n

is a pf, ρ ˝ τn´1q-free module. So by Proposition 3.25 one has that Tρ˝τn´1 is finite, which is
equivalent to say that Tρ is finite. �

Until the end of the next paragraph, we will restrict to the case that Tρ is finite or
equivalently that M1 is finitely generated. We will work again in greater generality only
from Section 3.3.4 onward.

We now recover the distinction between pf, ρq-quasi-free and pf, ρq-free with a module-
theoretic property.
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Proposition 3.29. Let M‚ be a ρ-Filt-R-Mod such that fipM‚q “ f for every positive integer
i, and defectM‚pjq “ codefectM‚pjq “ 0 for every positive integer j ‰ e1

ρ. Then the following
are equivalent:
(a) M‚ is pf, ρq-quasi-free.
(b) M1rπRs is a cyclic R-module.

Proof. Given the hypothesis we have to prove that defectM‚pe1
ρq ď 1 is equivalent to M rπRs

cyclic. One has that multiplication by πR is a filtered morphism πR : M‚`e1
ρ´1 Ñ M‚`e˚

ρ ´1.
Thus the conclusion follows immediately from Corollary 3.13. �

In particular we have the following.

Corollary 3.30. Let M‚ be a pf, ρq-quasi-free module which is not pf, ρq-free. Then we have
an isomorphism M rπRs »R-mod R{πR and wM‚pM rπRsq “ te1

ρ,8u.

3.3.4. Presentations of a quasi-free modules are conjugate. We keep assuming that Tρ is
finite. Let f be a positive integer. We will proceed classifying pf, ρq-quasi-free modules with
the help of the additional free module M˚

ρ :“ Mρ ‘Se˚
ρ
: we will use the module M f´1

ρ ‘M˚
ρ .

This module is the free module over the map f˚ : Zě1 Ñ Zě1 defined as f˚piq “ f for i P Tρ,
f˚pe˚

ρq “ 1 and f˚piq “ 0 for all the other i. So we fix an isomorphism between M f´1
ρ ‘ M˚

ρ

and Hf˚ , that is we fix a filtered basis for M f´1
ρ ‘ M˚

ρ . Let now M‚ be a pf, ρq-quasi-free
module that is not pf, ρq-free. We call a subset B Ď M1 a quasi-basis if it consists of the
union of the lifting of a basis of Mi{Mi`1 for each i P Tρ together with the lifting of a
generator of cokerrπRse1

ρ
(this cokernel is 1-dimensional because the kernel is 1-dimensional

and we assume that fipM‚q is constantly f). By the universal property proved in Proposition
3.22, each inclusion of a quasi-basis B Ď M1 gives uniquely (via the above choice of a filtered
basis for M f´1

ρ ‘ M˚
ρ ) a morphism ϕB : M f´1

ρ ‘ M˚
ρ Ñ M‚.

Proposition 3.31. For each quasi-basis B, one has that ϕB is a filtered epimorphism.

Proof. By construction for each i P T ˚
ρ , one has that FipϕBq is surjective. But since for

both modules one has that rπRsi is surjective for i different from e1
ρ, and at e˚

ρ a generator
of the co-kernel has been added, one clearly concludes that FipϕBq is surjective for all i, by
repeatedly using the above conditions and the multiplication by πR. Since M‚ is complete,
we conclude with Proposition 3.7. �

We have found for M‚ presentations with the easiest possible type of filtered module with
the given constraints (namely those on the ρ-map) and in a minimal way: M‚ andM f´1

ρ ‘M˚
ρ

have the same minimal number of generators as R-modules. This presentation is obtained via
the choice of a quasi-basis. To read off the intrinsic structure of M‚ via these presentations
we proceed looking at the action of AutfiltpM f´1

ρ ‘M˚
ρ q on EpifiltpM f´1

ρ ‘M˚
ρ ,M‚q, in search

of invariants. The next proposition is then quite relevant for us.

Proposition 3.32. The action of AutfiltpM f´1
ρ ‘M˚

ρ q on EpifiltpM f´1
ρ ‘M˚

ρ ,M‚q is transitive.
Proof. Recall from definition 3.3 that for a positive integer i we denote by F1,i the functor
F1,i : Filt-R-mod Ñ Filt-R-mod, defined as F1,ipN‚q :“ N1{Ni, with the quotient filtration,
on the objects, and on a morphism ϕ : M‚ Ñ N‚, one has that F1,ipϕq is defined as the
morphism induced by ϕ, from F1,ipM‚q to F1,ipN‚q. Fix B a quasi-basis of M‚. Take
ϕ P EpifiltpM f´1

ρ ‘ M˚
ρ ,M‚q. We claim that we can find a filtered basis B1 of M f´1

ρ ‘ M˚
ρ

such that ϕpB1q “ B. We prove this in 2 steps.
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1) Firstly we observe that F1,eρ˚pϕq is an isomorphism. Indeed by construction Fipϕq “
FipF1,e˚

ρ
qpϕq is an isomorphism for each i P Tρ, and on both sides the rπsi-maps are iso-

morphisms for each i ă e1
ρ since they are pf, ρq-quasi-free. So it follows that they are

isomorphisms for all i ă e˚
ρ . So the observation is proved by Proposition 3.7. This provides

us with the piece of the filtered basis corresponding to the elements x P B with wpxq P Tρ.
2) Take the unique x P B with wpxq “ e˚

ρ . By Proposition 3.10, together with Step 1),

we can find y P ϕ´1pxq with wpyq “ e˚
ρ . Now we claim that y must generate cokerrπse1

ρ
.

Since this is a 1-dimensional R{pπRq-vector space this is equivalent to claiming that y is
not the 0-class in that cokernel. But if it were the 0-class, then it there would exist z with
wpzq “ e1

ρ, such that πRz “ y mod pM f´1
ρ ‘ M˚

ρ q
e˚
ρ `1

. But, from Step 1), it follows that

wpϕpzqq “ e1
ρ, but then, since x “ πRϕpzq mod pM f´1

ρ ‘ M˚
ρ q

e˚
ρ `1

, we see that x is in the

0-class in cokerrπse1
ρ
, which is a contradiction.

So given ϕ1, ϕ2 P EpifiltpM f´1
ρ ‘M˚

ρ ,M‚q, there are two filtered basis B1,B2 of M
f´1
ρ ‘M˚

ρ

mapping to B via respectively ϕ1, ϕ2 as explained above. It follows that there exists a
suitable bijection, θ, between B1 and B2 that respects the weights and such that ϕ2 ˝θ “ ϕ1

on B1. But then, by Proposition 3.22, we have that θ extends to a filtered automorphism
of M f´1

ρ ‘ M˚
ρ and ϕ2 ˝ θ “ ϕ1 holds on all M f´1

ρ ‘ M˚
ρ and we are done. �

Proposition 3.32 and Proposition 3.31 tell us that to classify-pf, ρq-quasi-free filtered mod-
ules we have to accomplish two tasks:
(a) Classify the orbits of vectors in M f´1

ρ ‘ M˚
ρ under AutfiltpM f´1

ρ ‘ M˚
ρ q.

(b) Recover which orbits of task (a) arise from pf, ρq-quasi-free filtered modules.
This is what we do next.

3.3.5. Jump sets parametrize orbits. We keep denoting by ρ a shift map, and by f a positive
integer. Whenever a star is added, and we refer to an extended jump set in the following
statements, we will be implicitly assuming that, in that case, Tρ is finite. On the other hand,
in the parts of the statements where there is no star and we refer to regular jump sets, we
only require ρ to be a shift. We begin by attaching to each jump set a vector.

Definition 3.33. Let pI, βq be a ρ-jump set (resp. an extended ρ-jump set). We denote by
vpI,βq the following vector of πRM

f
ρ (resp. πRpM f´1

ρ ‘ M˚
ρ q): for each i P Tρ (resp. in T ˚

ρ )

with i R I, the projection of vpI,βq on Sf
i (resp. the same and on Se˚

ρ
) is 0. For each i P I, the

projection of vpI,βq on Sf
i (resp. the same and on Se˚

ρ
) is the vector pπβpiq

R , 0, . . . , 0q, having
π
βpiq
R on the first coordinate and 0 on all the others (resp. pπβpe˚

ρ q
R q).

We now prove that with the map pI, βq ÞÑ vpI,βq we catch each orbit at least once. For a
vector v P πRM

f
ρ (resp. πRM

f´1
ρ ‘πRM

˚
ρ ), denote by Av the set of elements of Tρ (resp. T

˚
ρ ),

such that projipvq ‰ 0, where proji denotes the projection on the factor Sf
i (resp. the same

if i P Tρ and we look at projS
eρ̊

for i “ e˚
ρ). For a P Av define bvpaq “ ordRpprojipvqq, the

valuation of the a-th projection. Recall the definition of pI´
pAv ,bvq, β

´
pAv ,bvqq from Proposition

2.7.

Proposition 3.34. For each v P πRM
f
ρ (resp. πRM

f´1
ρ ‘ πRM

˚
ρ ) there exists an auto-

morphism θ P AutfiltpM f
ρ q (resp. θ P AutfiltpM f´1

ρ ‘ M˚
ρ q) such that θpvq “ vpI,βq, where

pI, βq :“ pI´
pAv ,bvq, β

´
pAv ,bvqq.

c. pagano

94

Carlo Pagano-BNW.indd   94 20-11-18   19:40



JUMP SETS IN LOCAL FIELDS 81

Proposition 3.29. Let M‚ be a ρ-Filt-R-Mod such that fipM‚q “ f for every positive integer
i, and defectM‚pjq “ codefectM‚pjq “ 0 for every positive integer j ‰ e1

ρ. Then the following
are equivalent:
(a) M‚ is pf, ρq-quasi-free.
(b) M1rπRs is a cyclic R-module.

Proof. Given the hypothesis we have to prove that defectM‚pe1
ρq ď 1 is equivalent to M rπRs

cyclic. One has that multiplication by πR is a filtered morphism πR : M‚`e1
ρ´1 Ñ M‚`e˚

ρ ´1.
Thus the conclusion follows immediately from Corollary 3.13. �

In particular we have the following.

Corollary 3.30. Let M‚ be a pf, ρq-quasi-free module which is not pf, ρq-free. Then we have
an isomorphism M rπRs »R-mod R{πR and wM‚pM rπRsq “ te1

ρ,8u.

3.3.4. Presentations of a quasi-free modules are conjugate. We keep assuming that Tρ is
finite. Let f be a positive integer. We will proceed classifying pf, ρq-quasi-free modules with
the help of the additional free module M˚

ρ :“ Mρ ‘Se˚
ρ
: we will use the module M f´1

ρ ‘M˚
ρ .

This module is the free module over the map f˚ : Zě1 Ñ Zě1 defined as f˚piq “ f for i P Tρ,
f˚pe˚

ρq “ 1 and f˚piq “ 0 for all the other i. So we fix an isomorphism between M f´1
ρ ‘ M˚

ρ

and Hf˚ , that is we fix a filtered basis for M f´1
ρ ‘ M˚

ρ . Let now M‚ be a pf, ρq-quasi-free
module that is not pf, ρq-free. We call a subset B Ď M1 a quasi-basis if it consists of the
union of the lifting of a basis of Mi{Mi`1 for each i P Tρ together with the lifting of a
generator of cokerrπRse1

ρ
(this cokernel is 1-dimensional because the kernel is 1-dimensional

and we assume that fipM‚q is constantly f). By the universal property proved in Proposition
3.22, each inclusion of a quasi-basis B Ď M1 gives uniquely (via the above choice of a filtered
basis for M f´1

ρ ‘ M˚
ρ ) a morphism ϕB : M f´1

ρ ‘ M˚
ρ Ñ M‚.

Proposition 3.31. For each quasi-basis B, one has that ϕB is a filtered epimorphism.

Proof. By construction for each i P T ˚
ρ , one has that FipϕBq is surjective. But since for

both modules one has that rπRsi is surjective for i different from e1
ρ, and at e˚

ρ a generator
of the co-kernel has been added, one clearly concludes that FipϕBq is surjective for all i, by
repeatedly using the above conditions and the multiplication by πR. Since M‚ is complete,
we conclude with Proposition 3.7. �

We have found for M‚ presentations with the easiest possible type of filtered module with
the given constraints (namely those on the ρ-map) and in a minimal way: M‚ andM f´1

ρ ‘M˚
ρ

have the same minimal number of generators as R-modules. This presentation is obtained via
the choice of a quasi-basis. To read off the intrinsic structure of M‚ via these presentations
we proceed looking at the action of AutfiltpM f´1

ρ ‘M˚
ρ q on EpifiltpM f´1

ρ ‘M˚
ρ ,M‚q, in search

of invariants. The next proposition is then quite relevant for us.

Proposition 3.32. The action of AutfiltpM f´1
ρ ‘M˚

ρ q on EpifiltpM f´1
ρ ‘M˚

ρ ,M‚q is transitive.
Proof. Recall from definition 3.3 that for a positive integer i we denote by F1,i the functor
F1,i : Filt-R-mod Ñ Filt-R-mod, defined as F1,ipN‚q :“ N1{Ni, with the quotient filtration,
on the objects, and on a morphism ϕ : M‚ Ñ N‚, one has that F1,ipϕq is defined as the
morphism induced by ϕ, from F1,ipM‚q to F1,ipN‚q. Fix B a quasi-basis of M‚. Take
ϕ P EpifiltpM f´1

ρ ‘ M˚
ρ ,M‚q. We claim that we can find a filtered basis B1 of M f´1

ρ ‘ M˚
ρ

such that ϕpB1q “ B. We prove this in 2 steps.
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1) Firstly we observe that F1,eρ˚pϕq is an isomorphism. Indeed by construction Fipϕq “
FipF1,e˚

ρ
qpϕq is an isomorphism for each i P Tρ, and on both sides the rπsi-maps are iso-

morphisms for each i ă e1
ρ since they are pf, ρq-quasi-free. So it follows that they are

isomorphisms for all i ă e˚
ρ . So the observation is proved by Proposition 3.7. This provides

us with the piece of the filtered basis corresponding to the elements x P B with wpxq P Tρ.
2) Take the unique x P B with wpxq “ e˚

ρ . By Proposition 3.10, together with Step 1),

we can find y P ϕ´1pxq with wpyq “ e˚
ρ . Now we claim that y must generate cokerrπse1

ρ
.

Since this is a 1-dimensional R{pπRq-vector space this is equivalent to claiming that y is
not the 0-class in that cokernel. But if it were the 0-class, then it there would exist z with
wpzq “ e1

ρ, such that πRz “ y mod pM f´1
ρ ‘ M˚

ρ q
e˚
ρ `1

. But, from Step 1), it follows that

wpϕpzqq “ e1
ρ, but then, since x “ πRϕpzq mod pM f´1

ρ ‘ M˚
ρ q

e˚
ρ `1

, we see that x is in the

0-class in cokerrπse1
ρ
, which is a contradiction.

So given ϕ1, ϕ2 P EpifiltpM f´1
ρ ‘M˚

ρ ,M‚q, there are two filtered basis B1,B2 of M
f´1
ρ ‘M˚

ρ

mapping to B via respectively ϕ1, ϕ2 as explained above. It follows that there exists a
suitable bijection, θ, between B1 and B2 that respects the weights and such that ϕ2 ˝θ “ ϕ1

on B1. But then, by Proposition 3.22, we have that θ extends to a filtered automorphism
of M f´1

ρ ‘ M˚
ρ and ϕ2 ˝ θ “ ϕ1 holds on all M f´1

ρ ‘ M˚
ρ and we are done. �

Proposition 3.32 and Proposition 3.31 tell us that to classify-pf, ρq-quasi-free filtered mod-
ules we have to accomplish two tasks:
(a) Classify the orbits of vectors in M f´1

ρ ‘ M˚
ρ under AutfiltpM f´1

ρ ‘ M˚
ρ q.

(b) Recover which orbits of task (a) arise from pf, ρq-quasi-free filtered modules.
This is what we do next.

3.3.5. Jump sets parametrize orbits. We keep denoting by ρ a shift map, and by f a positive
integer. Whenever a star is added, and we refer to an extended jump set in the following
statements, we will be implicitly assuming that, in that case, Tρ is finite. On the other hand,
in the parts of the statements where there is no star and we refer to regular jump sets, we
only require ρ to be a shift. We begin by attaching to each jump set a vector.

Definition 3.33. Let pI, βq be a ρ-jump set (resp. an extended ρ-jump set). We denote by
vpI,βq the following vector of πRM

f
ρ (resp. πRpM f´1

ρ ‘ M˚
ρ q): for each i P Tρ (resp. in T ˚

ρ )

with i R I, the projection of vpI,βq on Sf
i (resp. the same and on Se˚

ρ
) is 0. For each i P I, the

projection of vpI,βq on Sf
i (resp. the same and on Se˚

ρ
) is the vector pπβpiq

R , 0, . . . , 0q, having
π
βpiq
R on the first coordinate and 0 on all the others (resp. pπβpe˚

ρ q
R q).

We now prove that with the map pI, βq ÞÑ vpI,βq we catch each orbit at least once. For a
vector v P πRM

f
ρ (resp. πRM

f´1
ρ ‘πRM

˚
ρ ), denote by Av the set of elements of Tρ (resp. T

˚
ρ ),

such that projipvq ‰ 0, where proji denotes the projection on the factor Sf
i (resp. the same

if i P Tρ and we look at projS
eρ̊

for i “ e˚
ρ). For a P Av define bvpaq “ ordRpprojipvqq, the

valuation of the a-th projection. Recall the definition of pI´
pAv ,bvq, β

´
pAv ,bvqq from Proposition

2.7.

Proposition 3.34. For each v P πRM
f
ρ (resp. πRM

f´1
ρ ‘ πRM

˚
ρ ) there exists an auto-

morphism θ P AutfiltpM f
ρ q (resp. θ P AutfiltpM f´1

ρ ‘ M˚
ρ q) such that θpvq “ vpI,βq, where

pI, βq :“ pI´
pAv ,bvq, β

´
pAv ,bvqq.
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Proof. Clearly we can find a filtered automorphism θ0 such that θ0pvq “ vpAv ,bvq, where
vpAv ,bvq denotes the following vector of πRM

f
ρ (resp. πRpM f´1

ρ ‘ M˚
ρ q): for each i P Tρ (resp.

T ˚
ρ ) with i R Av, the projection of vpAv ,bvq on Sf

i (resp. the same and to Se˚
ρ
) is 0, while for

each i P Av, the projection of vpAv ,bvq on Sf
i is pπbvpiq

R , 0, . . . , 0q (resp. the same and for i “ e˚
ρ

is pπbvpe˚
ρ q

R q). So without loss of generality, we can assume that v has this special form.
Next, let pi, bvpiqq ăρ pj, bvpjqq. That means that either i ă j and bvpiq ă bvpjq, or that i ą

j and ρbvpiqpiq ă ρbvpjqpjq. Observe that in either case we have bvpiq ă bvpjq and the R-linear

automorphism θi,j on Mρ (resp. M˚
ρ ), defined as θi,jppxhqhPTρq “ pxh ´ π

bvpjq´bvpiq
R δi,hxjqiPTρ

(resp. as θi,jppxhqhPT˚
ρ

q “ pxh ´ π
bvpjq´bvpiq
R δi,hxjqiPT˚

ρ
) is filtered, precisely due to the above

inequalities. Clearly we can extend θi,j to a filtered automorphism of M f
ρ (resp. M f´1

ρ ‘M˚
ρ )

by simply letting it act as the identity on the complementary factor M f´1
ρ . The obtained

filtered automorphism θi,j satisfies the identity

Aθi,jpvq “ Av ´ tju, bθi,jpvq “ bv |Av´tju.

If Tρ is finite, by repeatedly applying transformations θi,j we end up precisely having con-
structed a θ as claimed in this Proposition. If Tρ is infinite, one can repeatedly apply such
elementary transformations θi,j in a a sequence that converges to a filtered automorphism θ
as we wanted to prove this Proposition. �

For a vector v P πRM
f
ρ (resp. in πRM

f´1
ρ ‘ πRM

˚
ρ ), denote by gv the map gv : Zě0 Ñ

Zě0 Y t8u defined as gvpiq :“ wMf
ρ {πi

RMf
ρ

pvq (resp. gvpiq :“ wMf´1
ρ ‘M˚

ρ {πi
RpMf´1

ρ ‘M˚
ρ qpvq). Here

wMf
ρ {πi

RMf
ρ

pvq (resp. wMf´1
ρ ‘M˚

ρ {πi
RpMf´1

ρ ‘M˚
ρ qpvq) denotes the weight of v in the R-module

M f
ρ {πi

RM
f
ρ (resp. M f´1

ρ ‘ M˚
ρ {πi

RpM f´1
ρ ‘ M˚

ρ q) viewed as a filtered R-module with the
quotient filtration (see Section 3.2.4). Say that gv breaks at i if gvpiq ‰ gvpi ` 1q.

Proposition 3.35. Let pI, βq be a ρ-jump set (resp. an extended ρ-jump set). Let vpI,βq P
πRM

f
ρ (resp. vpI,βq P πRM

f´1
ρ ‘πRM

˚
ρ ). Then gv breaks at i if and only if i P βpIq. Moreover

if i P I, then we have that gvpβpiq ` 1q “ ρβpiqpiq.

Proof. Let n be a positive integer such that there exists an i P I with βpiq ă n. Denote by
i0 the smallest such i. Fix the standard basis for M f

ρ (resp. for M f´1
ρ ‘ M˚

ρ ) and denote it
by tbij : i P Tρ, j P t1, . . . , fuu (resp. denote it by tbij : i P Tρ, j P t1, . . . , fuu Y tbe˚

ρ ,1u). In
this notation we have that vpI,βq “

ř

iPI π
βpiq
R ei,1. It is clear that

vpI,βq ”
ÿ

iPI:βpiqăn

π
βpiq
R ei,1 mod πn

RM
f
ρ .

(resp. vpI,βq ”
ř

iPI:βpiqăn π
βpiq
R ei,1 mod πn

R ¨ pM f´1
ρ ‘ M˚

ρ q). Observe that, thanks to the
definition of a jump set, we have that

wMf
ρ

p
ÿ

iPI:βpiqăn

π
βpiq
R ei,1q “ ρβpi0qpi0q.

(resp. wMf´1
ρ ‘M˚

ρ
p
ř

iPI:βpiqăn π
βpiq
R ei,1q “ ρβpi0qpi0q). Therefore we conclude that

wMf
ρ {πn

RMf
ρ

p
ÿ

iPI:βpiqăn

π
βpiq
R ei,1q ě ρβpi0qpi0q.

84 C. PAGANO

(resp. wpMf´1
ρ ‘M˚

ρ q{πn
R¨pMf´1

ρ ‘M˚
ρ qp

ř

iPI:βpiqăn π
βpiq
R ei,1q ě ρβpi0qpi0q). We next prove that this

inequality is actually an equality which clearly gives the desired result.
Let x P M f

ρ (resp. in M f´1
ρ ‘ M˚

ρ ). We claim that

wMf
ρ

pπn
Rx `

ÿ

iPI:βpiqăn

π
βpiq
R ei,1q ď ρβpi0qpi0q.

(resp. wMf´1
ρ ‘M˚

ρ
pπn

Rx`
ř

iPI:βpiqăn π
βpiq
R ei,1q ď ρβpi0qpi0q). Indeed if this claim would not hold

we must conclude that
wMf

ρ
pπn

Rxq “ ρβpi0qpi0q.
(resp. wMf´1

ρ ‘M˚
ρ

pπn
Rxq “ ρβpi0qpi0q). But, by construction of the free filtered modules, we

have that wMf
ρ

pπn
Rxq “ ρnpwMf

ρ
pxqq (resp. wMf´1

ρ ‘M˚
ρ

pπn
Rxq “ ρnpwMf´1

ρ ‘M˚
ρ

pxqq). This im-

plies that ρn´βpi0qpwMf
ρ

pxqq “ i0, contradicting that i0 P Tρ, since n ą βpi0q by construction

(resp. it implies that ρn´βpi0qpwMf´1
ρ ‘M˚

ρ
pxqq “ i0. In case i0 ă e˚

ρ , it again contradicts that

i0 P Tρ. If i0 “ e˚
ρ we would conclude that be˚

ρ ,1 P πR ¨ pM f´1
ρ ‘ M˚

ρ ), which is not possible).
This ends the proof. �

This allows us to conclude the following important corollary.

Corollary 3.36. In each orbit O of πRM
f
ρ under AutfiltpM f

ρ q (resp. M f´1
ρ ‘ M˚

ρ under

AutfiltpM f´1
ρ ‘ M˚

ρ q), there exist at most one ρ-jump set (resp. extended ρ-jump set) such
that vpI,βq belongs to O.

Proof. Clearly the function gv is preserved by applying a filtered automorphism. But by
Proposition 3.35 it follows that from the function gvpI,βq one can reconstruct pI, βq. The
conclusion follows. �

So, putting together Proposition 3.34 and 3.36, we see that with the map pI, βq ÞÑ vpI,βq
we catch each orbit exactly once:

Theorem 3.37. The map pI, βq Ñ vpI,βq induces a bijection between the set of ρ-jump sets
(resp. extended ρ-jump sets) and the set of orbits of πRM

f
ρ under the action of AutfiltpM f

ρ q
(resp. orbits of πRM

f´1
ρ ‘ πRM

˚
ρ under the action of AutfiltpM f´1

ρ ‘ M˚
ρ q).

Given a vector v P πRM
f
ρ (resp. in πRM

f´1
ρ ‘ πRM

˚
ρ ) we define filt-ordpvq to be the jump

set corresponding to the orbit of v under the above bijection. As the terminology suggests,
the map filt-ord can be considered as the filtered analogue of the map ord, which gives
the valuation of the vector v. Indeed in the latter case knowing ordpvq gives exactly the
orbit, under R-linear automorphisms, of v, likewise in the former case knowing filt-ordpvq
gives exactly the orbit, under filtered R-linear automorphisms, of v. Moreover as ordpvq
is computed by taking the minimum valuation of the coordinates of v, with respect to an
R-linear basis, so filt-ordpvq is computed by taking the set of minimal points with respect
to ďρ for the graph of valuations of the coordinates of v, with respect to a filtered basis (see
definition 3.24).

3.3.6. Jump sets parametrize quasi-free filtered module. Now we fix ρ a shift with Tρ finite
and f a positive integer. Let M‚ be a pf, ρq-quasi-free filtered module that is not free.
By Proposition 3.31 and 3.32 we see that M‚ correspond to a unique orbit of vectors in
M f´1

ρ ‘M˚
ρ under AutfiltpM f´1

ρ ‘M˚
ρ q. So, together with Theorem 3.37, we obtain a unique
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Proof. Clearly we can find a filtered automorphism θ0 such that θ0pvq “ vpAv ,bvq, where
vpAv ,bvq denotes the following vector of πRM

f
ρ (resp. πRpM f´1

ρ ‘ M˚
ρ q): for each i P Tρ (resp.

T ˚
ρ ) with i R Av, the projection of vpAv ,bvq on Sf

i (resp. the same and to Se˚
ρ
) is 0, while for

each i P Av, the projection of vpAv ,bvq on Sf
i is pπbvpiq

R , 0, . . . , 0q (resp. the same and for i “ e˚
ρ

is pπbvpe˚
ρ q

R q). So without loss of generality, we can assume that v has this special form.
Next, let pi, bvpiqq ăρ pj, bvpjqq. That means that either i ă j and bvpiq ă bvpjq, or that i ą

j and ρbvpiqpiq ă ρbvpjqpjq. Observe that in either case we have bvpiq ă bvpjq and the R-linear

automorphism θi,j on Mρ (resp. M˚
ρ ), defined as θi,jppxhqhPTρq “ pxh ´ π

bvpjq´bvpiq
R δi,hxjqiPTρ

(resp. as θi,jppxhqhPT˚
ρ

q “ pxh ´ π
bvpjq´bvpiq
R δi,hxjqiPT˚

ρ
) is filtered, precisely due to the above

inequalities. Clearly we can extend θi,j to a filtered automorphism of M f
ρ (resp. M f´1

ρ ‘M˚
ρ )

by simply letting it act as the identity on the complementary factor M f´1
ρ . The obtained

filtered automorphism θi,j satisfies the identity

Aθi,jpvq “ Av ´ tju, bθi,jpvq “ bv |Av´tju.

If Tρ is finite, by repeatedly applying transformations θi,j we end up precisely having con-
structed a θ as claimed in this Proposition. If Tρ is infinite, one can repeatedly apply such
elementary transformations θi,j in a a sequence that converges to a filtered automorphism θ
as we wanted to prove this Proposition. �

For a vector v P πRM
f
ρ (resp. in πRM

f´1
ρ ‘ πRM

˚
ρ ), denote by gv the map gv : Zě0 Ñ

Zě0 Y t8u defined as gvpiq :“ wMf
ρ {πi

RMf
ρ

pvq (resp. gvpiq :“ wMf´1
ρ ‘M˚

ρ {πi
RpMf´1

ρ ‘M˚
ρ qpvq). Here

wMf
ρ {πi

RMf
ρ

pvq (resp. wMf´1
ρ ‘M˚

ρ {πi
RpMf´1

ρ ‘M˚
ρ qpvq) denotes the weight of v in the R-module

M f
ρ {πi

RM
f
ρ (resp. M f´1

ρ ‘ M˚
ρ {πi

RpM f´1
ρ ‘ M˚

ρ q) viewed as a filtered R-module with the
quotient filtration (see Section 3.2.4). Say that gv breaks at i if gvpiq ‰ gvpi ` 1q.

Proposition 3.35. Let pI, βq be a ρ-jump set (resp. an extended ρ-jump set). Let vpI,βq P
πRM

f
ρ (resp. vpI,βq P πRM

f´1
ρ ‘πRM

˚
ρ ). Then gv breaks at i if and only if i P βpIq. Moreover

if i P I, then we have that gvpβpiq ` 1q “ ρβpiqpiq.

Proof. Let n be a positive integer such that there exists an i P I with βpiq ă n. Denote by
i0 the smallest such i. Fix the standard basis for M f

ρ (resp. for M f´1
ρ ‘ M˚

ρ ) and denote it
by tbij : i P Tρ, j P t1, . . . , fuu (resp. denote it by tbij : i P Tρ, j P t1, . . . , fuu Y tbe˚

ρ ,1u). In
this notation we have that vpI,βq “

ř

iPI π
βpiq
R ei,1. It is clear that

vpI,βq ”
ÿ

iPI:βpiqăn

π
βpiq
R ei,1 mod πn

RM
f
ρ .

(resp. vpI,βq ”
ř

iPI:βpiqăn π
βpiq
R ei,1 mod πn

R ¨ pM f´1
ρ ‘ M˚

ρ q). Observe that, thanks to the
definition of a jump set, we have that

wMf
ρ

p
ÿ

iPI:βpiqăn

π
βpiq
R ei,1q “ ρβpi0qpi0q.

(resp. wMf´1
ρ ‘M˚

ρ
p
ř

iPI:βpiqăn π
βpiq
R ei,1q “ ρβpi0qpi0q). Therefore we conclude that

wMf
ρ {πn

RMf
ρ

p
ÿ

iPI:βpiqăn

π
βpiq
R ei,1q ě ρβpi0qpi0q.
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(resp. wpMf´1
ρ ‘M˚

ρ q{πn
R¨pMf´1

ρ ‘M˚
ρ qp

ř

iPI:βpiqăn π
βpiq
R ei,1q ě ρβpi0qpi0q). We next prove that this

inequality is actually an equality which clearly gives the desired result.
Let x P M f

ρ (resp. in M f´1
ρ ‘ M˚

ρ ). We claim that

wMf
ρ

pπn
Rx `

ÿ

iPI:βpiqăn

π
βpiq
R ei,1q ď ρβpi0qpi0q.

(resp. wMf´1
ρ ‘M˚

ρ
pπn

Rx`
ř

iPI:βpiqăn π
βpiq
R ei,1q ď ρβpi0qpi0q). Indeed if this claim would not hold

we must conclude that
wMf

ρ
pπn

Rxq “ ρβpi0qpi0q.
(resp. wMf´1

ρ ‘M˚
ρ

pπn
Rxq “ ρβpi0qpi0q). But, by construction of the free filtered modules, we

have that wMf
ρ

pπn
Rxq “ ρnpwMf

ρ
pxqq (resp. wMf´1

ρ ‘M˚
ρ

pπn
Rxq “ ρnpwMf´1

ρ ‘M˚
ρ

pxqq). This im-

plies that ρn´βpi0qpwMf
ρ

pxqq “ i0, contradicting that i0 P Tρ, since n ą βpi0q by construction

(resp. it implies that ρn´βpi0qpwMf´1
ρ ‘M˚

ρ
pxqq “ i0. In case i0 ă e˚

ρ , it again contradicts that

i0 P Tρ. If i0 “ e˚
ρ we would conclude that be˚

ρ ,1 P πR ¨ pM f´1
ρ ‘ M˚

ρ ), which is not possible).
This ends the proof. �

This allows us to conclude the following important corollary.

Corollary 3.36. In each orbit O of πRM
f
ρ under AutfiltpM f

ρ q (resp. M f´1
ρ ‘ M˚

ρ under

AutfiltpM f´1
ρ ‘ M˚

ρ q), there exist at most one ρ-jump set (resp. extended ρ-jump set) such
that vpI,βq belongs to O.

Proof. Clearly the function gv is preserved by applying a filtered automorphism. But by
Proposition 3.35 it follows that from the function gvpI,βq one can reconstruct pI, βq. The
conclusion follows. �

So, putting together Proposition 3.34 and 3.36, we see that with the map pI, βq ÞÑ vpI,βq
we catch each orbit exactly once:

Theorem 3.37. The map pI, βq Ñ vpI,βq induces a bijection between the set of ρ-jump sets
(resp. extended ρ-jump sets) and the set of orbits of πRM

f
ρ under the action of AutfiltpM f

ρ q
(resp. orbits of πRM

f´1
ρ ‘ πRM

˚
ρ under the action of AutfiltpM f´1

ρ ‘ M˚
ρ q).

Given a vector v P πRM
f
ρ (resp. in πRM

f´1
ρ ‘ πRM

˚
ρ ) we define filt-ordpvq to be the jump

set corresponding to the orbit of v under the above bijection. As the terminology suggests,
the map filt-ord can be considered as the filtered analogue of the map ord, which gives
the valuation of the vector v. Indeed in the latter case knowing ordpvq gives exactly the
orbit, under R-linear automorphisms, of v, likewise in the former case knowing filt-ordpvq
gives exactly the orbit, under filtered R-linear automorphisms, of v. Moreover as ordpvq
is computed by taking the minimum valuation of the coordinates of v, with respect to an
R-linear basis, so filt-ordpvq is computed by taking the set of minimal points with respect
to ďρ for the graph of valuations of the coordinates of v, with respect to a filtered basis (see
definition 3.24).

3.3.6. Jump sets parametrize quasi-free filtered module. Now we fix ρ a shift with Tρ finite
and f a positive integer. Let M‚ be a pf, ρq-quasi-free filtered module that is not free.
By Proposition 3.31 and 3.32 we see that M‚ correspond to a unique orbit of vectors in
M f´1

ρ ‘M˚
ρ under AutfiltpM f´1

ρ ‘M˚
ρ q. So, together with Theorem 3.37, we obtain a unique
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extended ρ-jump set pIM‚ , βM‚q that determinesM‚ as a filtered module. Thus the mapM‚ ÞÑ
pIM‚ , βM‚q gives an injection of the set of isomorphism classes of pf, ρq-quasi-free module that
are not pf, ρq-free to the set of extended ρ-jump sets. We now want to describe the image.
By Proposition 3.35, together with Corollary 3.30, we find that ρβpminpIM‚ qqpminpIM‚qq “
e˚
ρ . Conversely one checks immediately that for an extended ρ-jump set pI, βq such that

ρβpminpIqqpminpIqq “ e˚
ρ , the filtered R-module pM f´1

ρ ‘ M˚
ρ q{RvpI,βq is a pf, ρq-quasi-free

module. We call these jump sets admissible. We have thus proved the following theorem.

Theorem 3.38. The map sending an admissible extended ρ-jump set pI, βq to pM f´1
ρ ‘

M˚
ρ q{RvpI,βq induces a bijection from the set of admissible extended ρ-jump sets to the set of

pf, ρq-quasi-free filtered modules that are not pf, ρq-free.

3.3.7. Reading the jump set inside the module. We have classified pf, ρq-quasi-free modules
(which are not free) via admissible extended ρ-jump sets. We have proceeded by introducing
an external module, M f´1

ρ ‘M˚
ρ , presenting each of them, and proving that the invariant of

each presentation is an admissible extended pf, ρq-jump set.
We now provide a description of the jump set pIM‚ , βM‚q, internally from M‚, without any

further reference to an external module M f´1
ρ ‘ M˚

ρ . In other words we face the task of

providing the inverse of the bijection in Theorem 3.38, without reference to M f´1
ρ ‘M˚

ρ . We
will proceed by imitating the way we reconstructed the jump set belonging to each orbit in
Proposition 3.35. For v P M‚ denote by gv,M‚ the map gv,M‚ : Zě0 Ñ Zě0 Y t8u defined as
gv,M‚piq :“ wM‚{πR

iM‚pvq. Say that gv breaks at i if gv,M‚piq ‰ gv,M‚pi`1q. Fix m̃ a generator
of pM1qtors, denote by N the exponent of the torsion, that is N :“ minti P Zě1 : π

i
Rm̃ “ 0u.

The following proposition can be proved by a straightforward imitation of the proof of
Proposition 3.35.

Proposition 3.39. The function gm̃,M‚ breaks exactly at the elements of βM‚pIM‚q ´ N ,
moreover if i P IM‚ then gm̃,M‚pi ` 1q “ ρβM‚ piq´Npiq.

So we deduce the following corollary.

Corollary 3.40. Let M‚ be a pf, ρq-quasi-free filtered module that is not free. Let m̃ P M1

be a generator of pM1qtors, then the map gm̃,M‚ determines M‚ as a filtered module.

The following simple corollary of Theorem 3.38 will be often useful. Recall the notation
pI´

pA,bq, β
´
pA,bqq introduced in Proposition 2.7.

Corollary 3.41. Let M‚ be a pf, ρq-quasi-free filtered module that is not free. Let I be a
subset of T ˚

ρ and b a map from I to Zě1. Suppose that for each i P I we have mi P Mi

satisfying the following three conditions.
(1) For each i P I we have that wM‚pmiq “ i.
(2) We have that

ÿ

iPI
π
bpiq
R mi “ 0.

(3) If e˚
ρ P I then me˚

ρ
R πRM1.

Then it must be that
pI´

pA,bq, β
´
pA,bqq “ pIM‚ , βM‚q.

The following proposition shall be often used to recover the structure of the R-module
M1rπ8

R s :“ pM1qtors from pIM‚ , βM‚q. This goes as follows.
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Proposition 3.42. Let M‚ be a pf, ρq-quasi-free filtered R-module. Then we have that

M1rπ8
R s » R{πβpmaxpIM‚ qq

R R,

as R-modules.

Proof. Using Theorem 3.38 we deduce that

M1rπ8
R s » R{πminpβpIM‚ qq

R R.

Since pIM‚ , βM‚q is a jump set, the map βM‚ is in particular decreasing. Hence minpβpIM‚qq “
βpmaxpIM‚qq, which gives precisely the desired conclusion. �

4. Jumps of characters of a quasi-free module

4.1. Motivation and main results. In section 5 we will see that U1 as a filtered module
is quasi-free. So, as we will see in detail in 6, via the local reciprocity map the question of
determining the possible upper jumps of a cyclic p-power totally ramified extension of a given
local field is a special case of the question of determining the jumps of a cyclic character of
a given pf, ρq-quasi-free filtered module, which is the goal of the present section.
Let R be a complete DVR. We denote by QpRq the fraction field of R. We equip QpRq{R

with the discrete topology.

Definition 4.1. (a) Let M‚ be a filtered R-module. A character of M‚ is a continuous
R-linear homomorphism χ : M1 Ñ QpRq{R, where the implicit topology on M1 is the one
coming from the filtration, see 3.2.2.
(b) Let χ be a character of M‚. A positive integer i is said to be a jump of χ, if χpMiq ‰

χpMi`1q. We denote the collection of jumps of χ by Jχ. Finally we denote by JM‚ the
collection of all Jχ as χ varies among characters of M‚.

One can easily show that if M‚ is linear (see definition 3.18), then for each character χ of
M‚ the set Jχ is finite. We fix a shift map ρ, and a positive integer f . Recall that pf, ρq-
quasi-free modules are in particular linear. The goal of this section is to understand exactly
which are the possible sets of jumps:

Goal. Let M‚ be a pf, ρq-quasi-free module. Characterize the sets A Ď Zě1 such that A “ Jχ
for some character χ of M‚.

We will proceed as follows: in 4.2 we prove that JMf
ρ

“ Jumpρ and JMf´1
ρ ‘M˚

ρ
“ Jump˚

ρ .

Next in 4.3 we examine the case of pf, ρq-quasi-free modules that are not free. Given such a
module M‚, we know from Theorem 3.38 that all we need to know to understand M‚ as a
filtered module is the extended jump set pIM‚ , βM‚q. So it must be possible to predict JM‚

from pIM‚ , βM‚q. We achieve this in Theorem 4.8, where it is shown that JM‚ Ď Jump˚
ρ , and

the missing jump sets are characterized by a combinatorial criterion involving pIM‚ , βM‚q.

4.2. Set of jumps are jump set for a free module. We proceed in the same way as we
did for orbits of vectors in 3.3.5. Clearly the set of jumps of a character does not change
if we apply to it a filtered automorphism of M‚. Therefore we shall take advantage of this
symmetry. It turns out that, for free filtered modules, knowing the set of jumps of a character
χ is equivalent to knowing to which orbit χ belongs (under the action of the group of filtered
automorphisms).
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extended ρ-jump set pIM‚ , βM‚q that determinesM‚ as a filtered module. Thus the mapM‚ ÞÑ
pIM‚ , βM‚q gives an injection of the set of isomorphism classes of pf, ρq-quasi-free module that
are not pf, ρq-free to the set of extended ρ-jump sets. We now want to describe the image.
By Proposition 3.35, together with Corollary 3.30, we find that ρβpminpIM‚ qqpminpIM‚qq “
e˚
ρ . Conversely one checks immediately that for an extended ρ-jump set pI, βq such that

ρβpminpIqqpminpIqq “ e˚
ρ , the filtered R-module pM f´1

ρ ‘ M˚
ρ q{RvpI,βq is a pf, ρq-quasi-free

module. We call these jump sets admissible. We have thus proved the following theorem.

Theorem 3.38. The map sending an admissible extended ρ-jump set pI, βq to pM f´1
ρ ‘

M˚
ρ q{RvpI,βq induces a bijection from the set of admissible extended ρ-jump sets to the set of

pf, ρq-quasi-free filtered modules that are not pf, ρq-free.

3.3.7. Reading the jump set inside the module. We have classified pf, ρq-quasi-free modules
(which are not free) via admissible extended ρ-jump sets. We have proceeded by introducing
an external module, M f´1

ρ ‘M˚
ρ , presenting each of them, and proving that the invariant of

each presentation is an admissible extended pf, ρq-jump set.
We now provide a description of the jump set pIM‚ , βM‚q, internally from M‚, without any

further reference to an external module M f´1
ρ ‘ M˚

ρ . In other words we face the task of

providing the inverse of the bijection in Theorem 3.38, without reference to M f´1
ρ ‘M˚

ρ . We
will proceed by imitating the way we reconstructed the jump set belonging to each orbit in
Proposition 3.35. For v P M‚ denote by gv,M‚ the map gv,M‚ : Zě0 Ñ Zě0 Y t8u defined as
gv,M‚piq :“ wM‚{πR

iM‚pvq. Say that gv breaks at i if gv,M‚piq ‰ gv,M‚pi`1q. Fix m̃ a generator
of pM1qtors, denote by N the exponent of the torsion, that is N :“ minti P Zě1 : π

i
Rm̃ “ 0u.

The following proposition can be proved by a straightforward imitation of the proof of
Proposition 3.35.

Proposition 3.39. The function gm̃,M‚ breaks exactly at the elements of βM‚pIM‚q ´ N ,
moreover if i P IM‚ then gm̃,M‚pi ` 1q “ ρβM‚ piq´Npiq.

So we deduce the following corollary.

Corollary 3.40. Let M‚ be a pf, ρq-quasi-free filtered module that is not free. Let m̃ P M1

be a generator of pM1qtors, then the map gm̃,M‚ determines M‚ as a filtered module.

The following simple corollary of Theorem 3.38 will be often useful. Recall the notation
pI´

pA,bq, β
´
pA,bqq introduced in Proposition 2.7.

Corollary 3.41. Let M‚ be a pf, ρq-quasi-free filtered module that is not free. Let I be a
subset of T ˚

ρ and b a map from I to Zě1. Suppose that for each i P I we have mi P Mi

satisfying the following three conditions.
(1) For each i P I we have that wM‚pmiq “ i.
(2) We have that

ÿ

iPI
π
bpiq
R mi “ 0.

(3) If e˚
ρ P I then me˚

ρ
R πRM1.

Then it must be that
pI´

pA,bq, β
´
pA,bqq “ pIM‚ , βM‚q.

The following proposition shall be often used to recover the structure of the R-module
M1rπ8

R s :“ pM1qtors from pIM‚ , βM‚q. This goes as follows.
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Proposition 3.42. Let M‚ be a pf, ρq-quasi-free filtered R-module. Then we have that

M1rπ8
R s » R{πβpmaxpIM‚ qq

R R,

as R-modules.

Proof. Using Theorem 3.38 we deduce that

M1rπ8
R s » R{πminpβpIM‚ qq

R R.

Since pIM‚ , βM‚q is a jump set, the map βM‚ is in particular decreasing. Hence minpβpIM‚qq “
βpmaxpIM‚qq, which gives precisely the desired conclusion. �

4. Jumps of characters of a quasi-free module

4.1. Motivation and main results. In section 5 we will see that U1 as a filtered module
is quasi-free. So, as we will see in detail in 6, via the local reciprocity map the question of
determining the possible upper jumps of a cyclic p-power totally ramified extension of a given
local field is a special case of the question of determining the jumps of a cyclic character of
a given pf, ρq-quasi-free filtered module, which is the goal of the present section.
Let R be a complete DVR. We denote by QpRq the fraction field of R. We equip QpRq{R

with the discrete topology.

Definition 4.1. (a) Let M‚ be a filtered R-module. A character of M‚ is a continuous
R-linear homomorphism χ : M1 Ñ QpRq{R, where the implicit topology on M1 is the one
coming from the filtration, see 3.2.2.
(b) Let χ be a character of M‚. A positive integer i is said to be a jump of χ, if χpMiq ‰

χpMi`1q. We denote the collection of jumps of χ by Jχ. Finally we denote by JM‚ the
collection of all Jχ as χ varies among characters of M‚.

One can easily show that if M‚ is linear (see definition 3.18), then for each character χ of
M‚ the set Jχ is finite. We fix a shift map ρ, and a positive integer f . Recall that pf, ρq-
quasi-free modules are in particular linear. The goal of this section is to understand exactly
which are the possible sets of jumps:

Goal. Let M‚ be a pf, ρq-quasi-free module. Characterize the sets A Ď Zě1 such that A “ Jχ
for some character χ of M‚.

We will proceed as follows: in 4.2 we prove that JMf
ρ

“ Jumpρ and JMf´1
ρ ‘M˚

ρ
“ Jump˚

ρ .

Next in 4.3 we examine the case of pf, ρq-quasi-free modules that are not free. Given such a
module M‚, we know from Theorem 3.38 that all we need to know to understand M‚ as a
filtered module is the extended jump set pIM‚ , βM‚q. So it must be possible to predict JM‚

from pIM‚ , βM‚q. We achieve this in Theorem 4.8, where it is shown that JM‚ Ď Jump˚
ρ , and

the missing jump sets are characterized by a combinatorial criterion involving pIM‚ , βM‚q.

4.2. Set of jumps are jump set for a free module. We proceed in the same way as we
did for orbits of vectors in 3.3.5. Clearly the set of jumps of a character does not change
if we apply to it a filtered automorphism of M‚. Therefore we shall take advantage of this
symmetry. It turns out that, for free filtered modules, knowing the set of jumps of a character
χ is equivalent to knowing to which orbit χ belongs (under the action of the group of filtered
automorphisms).
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Definition 4.2. (a) Let χ be a character of M f
ρ (resp. of M f´1

ρ ‘ M˚
ρ ). Denote by Aχ the

set of i in Tρ (resp. T ˚
ρ ), such that χpprojiq ‰ t0u, where proji denotes the projection on Sf

i

(resp. the same if i P T ˚
ρ , where the projection is on Se˚

ρ
for the last coordinate).

(b) For a in Aχ, denote by bχpaq “ mintr P Zě1 : π
r
Rχpprojaq “ t0uu.

We next show that, after applying a suitable filtered automorphism, one can make the pair
pAχ, bχq a jump set (resp. an extended jump set). Recall the notation pA`

χ , b
`
χ q introduced

in Proposition 2.7.

Proposition 4.3. Let χ be a character of M f
ρ (resp. of M f´1

ρ ‘ M˚
ρ ). Then there exists

θ P AutfiltpM f
ρ q (resp. AutfiltpM f´1

ρ ‘ M˚
ρ q) such that pAχ˝θ, bχ˝θq “ pA`

χ , b
`
χ q. In particular

pAχ˝θ, bχ˝θq is a ρ-jump set (resp. an extended ρ-jump set).

Proof. The structure of the proof is the same as the one given for Proposition 3.34, we just
mention some differences. Just as in that proof, as a first step we can assume χ is a character
vanishing on the factor M f´1

ρ ‘0 and, as a character of the factor Mρ (resp. M
˚
ρ ), it is defined

as follows. If i R Aχ, then we have χ|Si
“ 0. If i P Aχ, we have χ|Si

p1q “ π
´bχpiq
R . Next if for

two points pi, bχpiq, pj, bχpjqq in Graphpbχq we have pi, bχpiq ăρ pj, bχpjqq, it follows that the
transformation θi,j, introduced in the proof of Proposition 3.34, is filtered. Now, the only
difference with that proof, is that the effect of applying θi,j is to erase the smaller point,
namely pi, bχpiqq. Indeed the character χ ˝ θi,j will send to 0 all the factors Sa with a R Aχ,
and it will be 0, additionally also on Si. On the other hand, on all the other factors Sa, with
a P Aχ ´ tiu it coincides with χ. Thus by repeatedly applying this type of transformation
the sequence of filtered automorphism so produced converges to a filtered automorphism θ
with pAχ˝θ, bχ˝θq “ pA`

χ , b
`
χ q, concluding the proof. �

We now show that if pAχ, bχq is a ρ-jump set (resp. an extended ρ-jump set), then, if
viewed as a subset of Zě1, it is the set of jumps of χ.

Proposition 4.4. Let χ be a character of M f
ρ (resp. of M f´1

ρ ‘ M˚
ρ ), such that pAχ, bχq is

a jump set (resp. an extended jump set). Then Jχ “ JpAχ,bχq.

Proof. For a general χ we have the following formula

ordpχpM f
ρ qiq “ maxptbχpjq ´ vρpj, iqujPTρq,

where for i P Zě1 and j P Tρ (resp. T ˚
ρ ) we have that vρpj, iq “ minpts P Zě0 : ρspjq ě iuq

(respectively we have the formula

ordpχpM f
ρ qiq “ maxptbχpjq ´ vρpj, iqujPT˚

ρ
qq.

Since pAχ, bχq is a jump set (resp. an extended jump set), it is visible from the definition
that the right hand side, as a function of i, changes value precisely in the set JpAχ,bχq, which
is precisely giving the desired identity JpAχ,bχq “ Jχ. �

So for two characters of M f
ρ or M f´1

ρ ‘ M˚
ρ the equivalence relation “having the same

set of jumps” and “being in the same filtered orbit” are precisely the same relation and one
obtains the following fact.

Theorem 4.5. Let ρ be a shift map, and let f be a positive integer. We have that JMf
ρ

“
Jumpρ, and if Tρ is finite, then JMf´1

ρ ‘M˚
ρ

“ Jump˚
ρ.

The similarity with Theorem 1.4 is noteworthy: in both cases jump sets parametrize orbits.
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4.3. Sets of jumps for a quasi-free module. Let ρ be a shift map with Tρ finite. Let f be
a positive integer. Let M‚ be a pf, ρq-quasi-free module that is not free. Then from Theorem
3.38 we know that the knowledge of M‚ as a filtered module is equivalent to the knowledge
of the extended ρ-jump set pIM‚ , βM‚q. So the invariant JM‚ is completely determined once
we know pIM‚ , βM‚q. Here we explain how. We know from Proposition 3.31 that M‚ admits
a presentation ϕ : M f´1

ρ ‘ M˚
ρ Ñ M‚, with cokerpFipϕqq “ 0 for every positive integer i, so

from Proposition 3.11 we know that ϕ|pMf´1
ρ ‘M˚

ρ qi is a map onto Mi for each positive integer

i. It follows that given a character χ of M‚, the induced character on M f´1
ρ ‘ M˚

ρ obtained
by post-composition to ϕ, has the same set of jumps of χ. So together with Theorem 4.5 we
obtain:

Proposition 4.6. Let M‚ be a pf, ρq-quasi-free module. Then JM‚ Ď Jump˚
ρ.

Thus we see that to characterize which elements of Jump˚
ρ belongs to JM‚ we need to see

which jump sets are ruled out when on a character χ of M f´1
ρ ‘M˚

ρ we impose the condition
χpvpIM‚ ,βM‚ qq “ 0. The following simple lemma will be relevant to this end. For x P QpRq{R
we denote by ordpxq the smallest non-negative integer n such that πn

Rx “ 0. Equivalently we
can say that ordpxq is the unique non-negative integer such that Rx is isomorphic to R{πn

RR
as R-modules.

Lemma 4.7. Let n be a positive integer and pv1, . . . , vnq P pQpRq{Rqn. Write Y :“ ti P
t1, . . . , nu : 0 ă ordpviq, ordpviq “ maxtordpvjq, j P t1, . . . , nuuu. Then the following hold:
(a) Assume |R{mR| ‰ 2. Then there exists a vector pa1, . . . , anq P pR˚qn such that

řn
i“1 aivi “ 0 if and only if |Y | ‰ 1.
(b) Assume |R{mR| “ 2. Then there exists a vector pa1, . . . , anq P pR˚qn such that

řn
i“1 aivi “ 0 if and only if |Y | ” 0 mod 2.

Proof. (a) Assume |Y | ‰ 1. We can assume |Y | ‰ 0 because otherwise pv1, . . . , vnq is the
zero vector and any pa1, . . . , anq P pR˚qn would prove the conclusion. Since |R{mR| ‰ 2 we
can find λ P R˚ such that λ ı 1 mod mR. Now pick i, j distinct elements of Y , and observe
that at least one of the following two hold:
1) ordpviq “ ordpvj `

ř

hRti,ju vhq.
2) ordpviq “ ordpλvj `

ř

hRti,ju vhq.
In each case, 1) and 2), we can find µ P R˚ such that, respectively µvi “ vj `

ř

hRti,ju vh, or

µvi “ λvj `
ř

hRti,ju vh. In each of the two cases we obtain the desired conclusion. Conversely

assume that there exists a vector pa1, . . . , anq P pR˚qn such that
řn

i“1 aivi “ 0. Suppose that
|Y | “ 1, call k its unique element: then we have ordpvkq “ ordp

řn
i“1 aiviq “ 0, contradicting

the definition of Y .
(b) Assume |Y | ” 0 mod 2. We can assume |Y | ‰ 0 because otherwise pv1, . . . , vnq is

the zero vector and any pa1, . . . , anq P pR˚qn would prove the conclusion. So pick i P Y .
Then observe that, since |Y ´ tiu| ” 1 mod 2 and |R{mR| “ 2, we have that ordpviq “
ordp

ř

h‰i vhq. Thus, it follows that there exists µ P R˚ such that µvi “
ř

h‰i vh, which is
the desired conclusion. Conversely assume there exists a vector pa1, . . . , anq P pR˚qn such
that

řn
i“1 aivi “ 0. Suppose that |Y | ” 1 mod 2. Then pick k P Y and observe that, since

|R{mR| “ 2, we have ordpvkq “ ordp
řn

i“1 aiviq “ 0 contradicting the definition of Y . �

We can now give a criterion to decide if an extended jump set pI, βq is realizable as a
set of jumps of a character of M‚. Such a criterion consists in a combinatorial comparison
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Definition 4.2. (a) Let χ be a character of M f
ρ (resp. of M f´1

ρ ‘ M˚
ρ ). Denote by Aχ the

set of i in Tρ (resp. T ˚
ρ ), such that χpprojiq ‰ t0u, where proji denotes the projection on Sf

i

(resp. the same if i P T ˚
ρ , where the projection is on Se˚

ρ
for the last coordinate).

(b) For a in Aχ, denote by bχpaq “ mintr P Zě1 : π
r
Rχpprojaq “ t0uu.

We next show that, after applying a suitable filtered automorphism, one can make the pair
pAχ, bχq a jump set (resp. an extended jump set). Recall the notation pA`

χ , b
`
χ q introduced

in Proposition 2.7.

Proposition 4.3. Let χ be a character of M f
ρ (resp. of M f´1

ρ ‘ M˚
ρ ). Then there exists

θ P AutfiltpM f
ρ q (resp. AutfiltpM f´1

ρ ‘ M˚
ρ q) such that pAχ˝θ, bχ˝θq “ pA`

χ , b
`
χ q. In particular

pAχ˝θ, bχ˝θq is a ρ-jump set (resp. an extended ρ-jump set).

Proof. The structure of the proof is the same as the one given for Proposition 3.34, we just
mention some differences. Just as in that proof, as a first step we can assume χ is a character
vanishing on the factor M f´1

ρ ‘0 and, as a character of the factor Mρ (resp. M
˚
ρ ), it is defined

as follows. If i R Aχ, then we have χ|Si
“ 0. If i P Aχ, we have χ|Si

p1q “ π
´bχpiq
R . Next if for

two points pi, bχpiq, pj, bχpjqq in Graphpbχq we have pi, bχpiq ăρ pj, bχpjqq, it follows that the
transformation θi,j, introduced in the proof of Proposition 3.34, is filtered. Now, the only
difference with that proof, is that the effect of applying θi,j is to erase the smaller point,
namely pi, bχpiqq. Indeed the character χ ˝ θi,j will send to 0 all the factors Sa with a R Aχ,
and it will be 0, additionally also on Si. On the other hand, on all the other factors Sa, with
a P Aχ ´ tiu it coincides with χ. Thus by repeatedly applying this type of transformation
the sequence of filtered automorphism so produced converges to a filtered automorphism θ
with pAχ˝θ, bχ˝θq “ pA`

χ , b
`
χ q, concluding the proof. �

We now show that if pAχ, bχq is a ρ-jump set (resp. an extended ρ-jump set), then, if
viewed as a subset of Zě1, it is the set of jumps of χ.

Proposition 4.4. Let χ be a character of M f
ρ (resp. of M f´1

ρ ‘ M˚
ρ ), such that pAχ, bχq is

a jump set (resp. an extended jump set). Then Jχ “ JpAχ,bχq.

Proof. For a general χ we have the following formula

ordpχpM f
ρ qiq “ maxptbχpjq ´ vρpj, iqujPTρq,

where for i P Zě1 and j P Tρ (resp. T ˚
ρ ) we have that vρpj, iq “ minpts P Zě0 : ρspjq ě iuq

(respectively we have the formula

ordpχpM f
ρ qiq “ maxptbχpjq ´ vρpj, iqujPT˚

ρ
qq.

Since pAχ, bχq is a jump set (resp. an extended jump set), it is visible from the definition
that the right hand side, as a function of i, changes value precisely in the set JpAχ,bχq, which
is precisely giving the desired identity JpAχ,bχq “ Jχ. �

So for two characters of M f
ρ or M f´1

ρ ‘ M˚
ρ the equivalence relation “having the same

set of jumps” and “being in the same filtered orbit” are precisely the same relation and one
obtains the following fact.

Theorem 4.5. Let ρ be a shift map, and let f be a positive integer. We have that JMf
ρ

“
Jumpρ, and if Tρ is finite, then JMf´1

ρ ‘M˚
ρ

“ Jump˚
ρ.

The similarity with Theorem 1.4 is noteworthy: in both cases jump sets parametrize orbits.
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4.3. Sets of jumps for a quasi-free module. Let ρ be a shift map with Tρ finite. Let f be
a positive integer. Let M‚ be a pf, ρq-quasi-free module that is not free. Then from Theorem
3.38 we know that the knowledge of M‚ as a filtered module is equivalent to the knowledge
of the extended ρ-jump set pIM‚ , βM‚q. So the invariant JM‚ is completely determined once
we know pIM‚ , βM‚q. Here we explain how. We know from Proposition 3.31 that M‚ admits
a presentation ϕ : M f´1

ρ ‘ M˚
ρ Ñ M‚, with cokerpFipϕqq “ 0 for every positive integer i, so

from Proposition 3.11 we know that ϕ|pMf´1
ρ ‘M˚

ρ qi is a map onto Mi for each positive integer

i. It follows that given a character χ of M‚, the induced character on M f´1
ρ ‘ M˚

ρ obtained
by post-composition to ϕ, has the same set of jumps of χ. So together with Theorem 4.5 we
obtain:

Proposition 4.6. Let M‚ be a pf, ρq-quasi-free module. Then JM‚ Ď Jump˚
ρ.

Thus we see that to characterize which elements of Jump˚
ρ belongs to JM‚ we need to see

which jump sets are ruled out when on a character χ of M f´1
ρ ‘M˚

ρ we impose the condition
χpvpIM‚ ,βM‚ qq “ 0. The following simple lemma will be relevant to this end. For x P QpRq{R
we denote by ordpxq the smallest non-negative integer n such that πn

Rx “ 0. Equivalently we
can say that ordpxq is the unique non-negative integer such that Rx is isomorphic to R{πn

RR
as R-modules.

Lemma 4.7. Let n be a positive integer and pv1, . . . , vnq P pQpRq{Rqn. Write Y :“ ti P
t1, . . . , nu : 0 ă ordpviq, ordpviq “ maxtordpvjq, j P t1, . . . , nuuu. Then the following hold:
(a) Assume |R{mR| ‰ 2. Then there exists a vector pa1, . . . , anq P pR˚qn such that

řn
i“1 aivi “ 0 if and only if |Y | ‰ 1.
(b) Assume |R{mR| “ 2. Then there exists a vector pa1, . . . , anq P pR˚qn such that

řn
i“1 aivi “ 0 if and only if |Y | ” 0 mod 2.

Proof. (a) Assume |Y | ‰ 1. We can assume |Y | ‰ 0 because otherwise pv1, . . . , vnq is the
zero vector and any pa1, . . . , anq P pR˚qn would prove the conclusion. Since |R{mR| ‰ 2 we
can find λ P R˚ such that λ ı 1 mod mR. Now pick i, j distinct elements of Y , and observe
that at least one of the following two hold:
1) ordpviq “ ordpvj `

ř

hRti,ju vhq.
2) ordpviq “ ordpλvj `

ř

hRti,ju vhq.
In each case, 1) and 2), we can find µ P R˚ such that, respectively µvi “ vj `

ř

hRti,ju vh, or

µvi “ λvj `
ř

hRti,ju vh. In each of the two cases we obtain the desired conclusion. Conversely

assume that there exists a vector pa1, . . . , anq P pR˚qn such that
řn

i“1 aivi “ 0. Suppose that
|Y | “ 1, call k its unique element: then we have ordpvkq “ ordp

řn
i“1 aiviq “ 0, contradicting

the definition of Y .
(b) Assume |Y | ” 0 mod 2. We can assume |Y | ‰ 0 because otherwise pv1, . . . , vnq is

the zero vector and any pa1, . . . , anq P pR˚qn would prove the conclusion. So pick i P Y .
Then observe that, since |Y ´ tiu| ” 1 mod 2 and |R{mR| “ 2, we have that ordpviq “
ordp

ř

h‰i vhq. Thus, it follows that there exists µ P R˚ such that µvi “
ř

h‰i vh, which is
the desired conclusion. Conversely assume there exists a vector pa1, . . . , anq P pR˚qn such
that

řn
i“1 aivi “ 0. Suppose that |Y | ” 1 mod 2. Then pick k P Y and observe that, since

|R{mR| “ 2, we have ordpvkq “ ordp
řn

i“1 aiviq “ 0 contradicting the definition of Y . �

We can now give a criterion to decide if an extended jump set pI, βq is realizable as a
set of jumps of a character of M‚. Such a criterion consists in a combinatorial comparison
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between pI, βq and pIM‚ , βM‚q. The precise condition for pI, βq to be ruled out are conditions
2.1) and 2.2) of the following theorem (in case (a) and (b) respectively).

Theorem 4.8. Let f be a positive integer and let ρ be a shift. Let M‚ be a pf, ρq-quasi-free
filtered R-module that is not free. Let pI, βq P Jump˚

ρ. Define MaxppI, βq, pIM‚ , βM‚qq :“ ti P
I X IM‚ : βpiq ´ βM‚piq ą 0 ^ @j P I X IM‚ , βpiq ´ βM‚piq ě βpjq ´ βM‚pjqu. In what follows
we denote by Max :“ MaxppI, βq, pIM‚ , βM‚q.

(a) Suppose |R{mR| ‰ 2. Then one has that pI, βq R JM‚ if and only if the following two
conditions are satisfied:
(a.1) |Max| “ 1 and if f ą 1 then Max “ te˚

ρu.
(a.2) Let j be the unique element of MaxM‚ppI, βqq. For every i P IM‚ ´I, the point pi, βpjq´
βM‚pjq ` βM‚piqq is maximal in Graphpβq Y tpi, βpjq ´ βM‚pjq ` βM‚piqqu, with respect to the
ordering ďρ.
(b) Suppose |R{mR| “ 2. Then pI, βq R JM‚ if and only if the following two conditions

are satisfied:
(b.1) |Max| ” 1 mod 2 and if f ą 1 then Max “ te˚

ρu.
(b.2) Let j be any element of Max. For every i P IM‚ ´ I, the point pi, βpjq ´ βM‚pjq ` βpiqq
is maximal in Graphpβq Y tpi, βpjq ´ βM‚pjq ` βM‚piqqu, with respect to the ordering ďρ.

Proof. (a) Denote by tbi,j : i P Tρ, j P t1, . . . , fuu Y tbe˚
ρ ,1u the standard filtered basis for

M f´1
ρ ‘ M˚

ρ ). With this notation we have that

vpIM‚ ,βM‚ q “
ÿ

iPI
π
βM‚ piq
R bi,1.

We divide the proof in 9 elementary steps.
1) We fix a presentation ϕ : M f´1

ρ ‘ M˚
ρ Ñ M‚ as in Proposition 3.31, with kerpϕq “

RvpIM‚ ,βM‚ q as in Theorem 3.38.
2) The task of realizing pI, βq from a character is equivalent to the task of finding a

χ : M f´1
ρ ‘ M˚

ρ Ñ QpRq{R such that pIχ, βχq “ pI, βq, and
ř

iPIM‚
π
βM‚ piq
R χpbi,1q “ 0.

3) Suppose that I XIM‚ is either empty or that β´βM‚ does not assume a strictly positive
maximum on I X IM‚ . We claim that then task 2) is realizable. Indeed thanks to Lemma
4.7 part (a), we can find for each i P I X IM‚ a unit εi P R˚ with the property that

ÿ

iPIXIM‚

εi

π
βpiq´βM‚ piq
R

“ 0.

Therefore we can realize task 2) with the following character χ. For i P I X IM‚ we put
χpb1,iq :“ εi

π
βpiq
R

. For i P I ´ IM‚ we put χpb1,iq :“ 1

π
βpiq
R

. For any pi, hq P Tρ ˆ t1, . . . , fu Y
te˚

ρu ˆ t1u with i R I or h ą 1 we put χpbi,hq “ 0. With Proposition 4.4 we conclude
immediately that Jχ “ pI, βq and we are done. So we can assume that I X IM‚ is non-empty
and that β ´ βM‚ assumes a positive maximum at a unique point of I X IM‚ , which we shall
call j.

4) Assume that j ‰ e˚
ρ and f ą 1. Then we proceed by distinguishing two cases.

4.1) There is no other k P I X IM‚ different from j such that βpkq ´ βM‚pkq ą 0. Then we
consider the following character χ. For each i in I ´ te˚

ρu we put χpbi,2q “ 1

π
βpiq
R

. If e˚
ρ P I we

put χpbe˚
ρ ,1q “ 1

π
βpeρ̊ q
R

. For all the other pi1, hq in T ˚
ρ ˆ t1, . . . , fu we put χpbi1,hq “ 0. We see
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that since f ą 1 and j ‰ e˚
ρ we trivially obtain

ÿ

iPIM‚

π
βM‚ piq
R χpbi,1q “ 0.

Hence task 2) is accomplished thanks to Proposition 4.4. So we can assume that such a k
exists.
4.2) Suppose that there exists k1 P I X IM‚ different from j such that βpk1q ´ βM‚pk1q ą 0.
Choose a k such that βpkq ´ βM‚pkq ě βpk1q ´ βM‚pk1q for each k1 P I X IM‚ with k1 different
from j. Next observe that thanks to Proposition 4.7 part (a), we can find for each i P I XIM‚

a unit εi P R˚ in such a way that
ÿ

iPpIXIM‚ q´tju

εi

π
βpiq´βM‚ piq
R

` εj

π
βpkq´βM‚ pkq
R

“ 0.

Now we proceed constructing a character χ. We put χpbj,1q “ εj

π
βpkq´βM‚ pkq`βM‚ pjq
R

and χpbj,2q “
1

π
βpjq
R

. For all i P pIXIM‚q´tju we put χpbi,1q “ εi

π
βpiq
R

. For all i P I´IM‚ we put χpbi,1q “ 1

π
βpiq
R

.

For all remaining vectors b of the basis we put χpbq “ 0. Since βpkq ´ βM‚pkq ` βM‚pjq ă
βpjq we conclude by Proposition 4.3 and Proposition 4.4 that Jχ “ pI, βq. Moreover, by
construction,

ÿ

iPIM‚

π
βM‚ piq
R χpbi,1q “ 0.

Hence we have realized task 2) in this case as well.
5) Thanks to Step 1)–4) we can assume that |Max| “ 1, and that either f “ 1 or Max “

te˚
ρu. Otherwise we have shown, in the previous steps, that we can accomplish task 2). Keep

denoting by j the unique point of Max.
6) Assume there is i1 P IM‚ ´ I such that the point pi1, βpjq ´ βM‚pjq ` βM‚pi1qq is not

maximal in Graphpβq Y tpi1, βpjq ´βM‚pjq `βM‚pi1qu, with respect to the ordering ďρ. Then
we can accomplish task 2) constructing a character χ in the following manner. Observe that,
thanks to Proposition 4.7 part (a), we can attach to each i P pI X IM‚q Y ti1u a unit εi P R˚

in such a way that
ÿ

iPIXIM‚

εi

π
βpiq´βM‚
R

` εi1

π
βpjq´βM‚ pjq
R

“ 0.

For each i P I X IM‚ put χpbi,1q “ εi

π
βpiq
R

. Moreover put χpbi1,1q “ 1

π
βpjq´βM‚ pjq`βM‚ pi1q
R

and

χpbi,1q “ 1

π
βpiq
R

for each i P I ´ IM‚ . By construction we obtain

ÿ

iPIM‚

π
βM‚ piq
R χpbi,1q “ 0.

Finally the hypothesis that the point pi1, βpjq ´ βM‚pjq ` βM‚pi1qq is not larger, with respect
to ďρ, than some point in Graphpβq, tells us, through Proposition 4.3 and Proposition 4.4,
that Jχ “ pI, βq.

7) Steps 1)–6) prove that if (a.1) and (a.2) are not both satisfied then pI, βq P JM‚ . We
next proceed proving the converse implication.

8) Observe that if a set A Ď Z2 is given, together with a point px, yq P A that is maximal
in A with respect to ďρ, then any point of the form px, ỹq with ỹ ě y is maximal in A, with
respect to ďρ.
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between pI, βq and pIM‚ , βM‚q. The precise condition for pI, βq to be ruled out are conditions
2.1) and 2.2) of the following theorem (in case (a) and (b) respectively).

Theorem 4.8. Let f be a positive integer and let ρ be a shift. Let M‚ be a pf, ρq-quasi-free
filtered R-module that is not free. Let pI, βq P Jump˚

ρ. Define MaxppI, βq, pIM‚ , βM‚qq :“ ti P
I X IM‚ : βpiq ´ βM‚piq ą 0 ^ @j P I X IM‚ , βpiq ´ βM‚piq ě βpjq ´ βM‚pjqu. In what follows
we denote by Max :“ MaxppI, βq, pIM‚ , βM‚q.

(a) Suppose |R{mR| ‰ 2. Then one has that pI, βq R JM‚ if and only if the following two
conditions are satisfied:
(a.1) |Max| “ 1 and if f ą 1 then Max “ te˚

ρu.
(a.2) Let j be the unique element of MaxM‚ppI, βqq. For every i P IM‚ ´I, the point pi, βpjq´
βM‚pjq ` βM‚piqq is maximal in Graphpβq Y tpi, βpjq ´ βM‚pjq ` βM‚piqqu, with respect to the
ordering ďρ.
(b) Suppose |R{mR| “ 2. Then pI, βq R JM‚ if and only if the following two conditions

are satisfied:
(b.1) |Max| ” 1 mod 2 and if f ą 1 then Max “ te˚

ρu.
(b.2) Let j be any element of Max. For every i P IM‚ ´ I, the point pi, βpjq ´ βM‚pjq ` βpiqq
is maximal in Graphpβq Y tpi, βpjq ´ βM‚pjq ` βM‚piqqu, with respect to the ordering ďρ.

Proof. (a) Denote by tbi,j : i P Tρ, j P t1, . . . , fuu Y tbe˚
ρ ,1u the standard filtered basis for

M f´1
ρ ‘ M˚

ρ ). With this notation we have that

vpIM‚ ,βM‚ q “
ÿ

iPI
π
βM‚ piq
R bi,1.

We divide the proof in 9 elementary steps.
1) We fix a presentation ϕ : M f´1

ρ ‘ M˚
ρ Ñ M‚ as in Proposition 3.31, with kerpϕq “

RvpIM‚ ,βM‚ q as in Theorem 3.38.
2) The task of realizing pI, βq from a character is equivalent to the task of finding a

χ : M f´1
ρ ‘ M˚

ρ Ñ QpRq{R such that pIχ, βχq “ pI, βq, and
ř

iPIM‚
π
βM‚ piq
R χpbi,1q “ 0.

3) Suppose that I XIM‚ is either empty or that β´βM‚ does not assume a strictly positive
maximum on I X IM‚ . We claim that then task 2) is realizable. Indeed thanks to Lemma
4.7 part (a), we can find for each i P I X IM‚ a unit εi P R˚ with the property that

ÿ

iPIXIM‚

εi

π
βpiq´βM‚ piq
R

“ 0.

Therefore we can realize task 2) with the following character χ. For i P I X IM‚ we put
χpb1,iq :“ εi

π
βpiq
R

. For i P I ´ IM‚ we put χpb1,iq :“ 1

π
βpiq
R

. For any pi, hq P Tρ ˆ t1, . . . , fu Y
te˚

ρu ˆ t1u with i R I or h ą 1 we put χpbi,hq “ 0. With Proposition 4.4 we conclude
immediately that Jχ “ pI, βq and we are done. So we can assume that I X IM‚ is non-empty
and that β ´ βM‚ assumes a positive maximum at a unique point of I X IM‚ , which we shall
call j.

4) Assume that j ‰ e˚
ρ and f ą 1. Then we proceed by distinguishing two cases.

4.1) There is no other k P I X IM‚ different from j such that βpkq ´ βM‚pkq ą 0. Then we
consider the following character χ. For each i in I ´ te˚

ρu we put χpbi,2q “ 1

π
βpiq
R

. If e˚
ρ P I we

put χpbe˚
ρ ,1q “ 1

π
βpeρ̊ q
R

. For all the other pi1, hq in T ˚
ρ ˆ t1, . . . , fu we put χpbi1,hq “ 0. We see

90 C. PAGANO

that since f ą 1 and j ‰ e˚
ρ we trivially obtain

ÿ

iPIM‚

π
βM‚ piq
R χpbi,1q “ 0.

Hence task 2) is accomplished thanks to Proposition 4.4. So we can assume that such a k
exists.
4.2) Suppose that there exists k1 P I X IM‚ different from j such that βpk1q ´ βM‚pk1q ą 0.
Choose a k such that βpkq ´ βM‚pkq ě βpk1q ´ βM‚pk1q for each k1 P I X IM‚ with k1 different
from j. Next observe that thanks to Proposition 4.7 part (a), we can find for each i P I XIM‚

a unit εi P R˚ in such a way that
ÿ

iPpIXIM‚ q´tju

εi

π
βpiq´βM‚ piq
R

` εj

π
βpkq´βM‚ pkq
R

“ 0.

Now we proceed constructing a character χ. We put χpbj,1q “ εj

π
βpkq´βM‚ pkq`βM‚ pjq
R

and χpbj,2q “
1

π
βpjq
R

. For all i P pIXIM‚q´tju we put χpbi,1q “ εi

π
βpiq
R

. For all i P I´IM‚ we put χpbi,1q “ 1

π
βpiq
R

.

For all remaining vectors b of the basis we put χpbq “ 0. Since βpkq ´ βM‚pkq ` βM‚pjq ă
βpjq we conclude by Proposition 4.3 and Proposition 4.4 that Jχ “ pI, βq. Moreover, by
construction,

ÿ

iPIM‚

π
βM‚ piq
R χpbi,1q “ 0.

Hence we have realized task 2) in this case as well.
5) Thanks to Step 1)–4) we can assume that |Max| “ 1, and that either f “ 1 or Max “

te˚
ρu. Otherwise we have shown, in the previous steps, that we can accomplish task 2). Keep

denoting by j the unique point of Max.
6) Assume there is i1 P IM‚ ´ I such that the point pi1, βpjq ´ βM‚pjq ` βM‚pi1qq is not

maximal in Graphpβq Y tpi1, βpjq ´βM‚pjq `βM‚pi1qu, with respect to the ordering ďρ. Then
we can accomplish task 2) constructing a character χ in the following manner. Observe that,
thanks to Proposition 4.7 part (a), we can attach to each i P pI X IM‚q Y ti1u a unit εi P R˚

in such a way that
ÿ

iPIXIM‚

εi

π
βpiq´βM‚
R

` εi1

π
βpjq´βM‚ pjq
R

“ 0.

For each i P I X IM‚ put χpbi,1q “ εi

π
βpiq
R

. Moreover put χpbi1,1q “ 1

π
βpjq´βM‚ pjq`βM‚ pi1q
R

and

χpbi,1q “ 1

π
βpiq
R

for each i P I ´ IM‚ . By construction we obtain

ÿ

iPIM‚

π
βM‚ piq
R χpbi,1q “ 0.

Finally the hypothesis that the point pi1, βpjq ´ βM‚pjq ` βM‚pi1qq is not larger, with respect
to ďρ, than some point in Graphpβq, tells us, through Proposition 4.3 and Proposition 4.4,
that Jχ “ pI, βq.
7) Steps 1)–6) prove that if (a.1) and (a.2) are not both satisfied then pI, βq P JM‚ . We

next proceed proving the converse implication.
8) Observe that if a set A Ď Z2 is given, together with a point px, yq P A that is maximal

in A with respect to ďρ, then any point of the form px, ỹq with ỹ ě y is maximal in A, with
respect to ďρ.
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9) Suppose (a.1) and (a.2) both hold. Denote by j the unique element of Max. Let χ be
a character of M f´1

ρ ‘ M˚
ρ with Jχ “ pI, βq. We shall prove that

ÿ

iPI
π
βM‚ piq
R χpbi,1q ‰ 0.

We proceed by contradiction. Suppose that
ř

iPI π
βM‚ piq
R χpbi,1q “ 0. By Proposition 4.3 and

Proposition 4.4 we have that ordpχpbj,1qq “ βpjq: this is clear for f “ 1 and if f ě 2 we are
using that in this case j must be e˚

ρ . Next using Lemma 4.7 part (a), we see that at least
one i P IM‚ ´ tju must satisfy ordpχpbi,1qq ě βM‚piq ` βpjq ´ βM‚pjq. Such an i cannot be
in I. Indeed in that case we would conclude by Proposition 4.3 and Proposition 4.4 that
Jχ ‰ pI, βq since we would have βpiq ě βM‚piq ` βpjq ´ βM‚pjq, which would contradict the
defining property of Max. Hence it must be that i P IM‚ ´ I. But then Step 8) together
with assumption (a.2) and Proposition 4.3 and Proposition 4.4 imply again that χ does not
belong to the orbit of characters χ1 having Jχ1 “ pI, βq. This ends the proof.
Statement (b) can be proved by the same 9 steps of part (a) of this proof, replacing each

time, part (a) of Lemma 4.7 with part (b) of Lemma 4.7. �

5. U1 as a filtered module

In this section we apply the results of Section 3 to classify the possible structures of U‚ as
a filtered Zp-module. Let p be a prime number and let e be in pp ´ 1qZě1 Y t8u. Recall the
definition of ρe,p from Example 2.1.
Let K be a local field with residue characteristic p. Denote by fK the residue degree,

fK “ rOK{mK : Fps. Denote by ρK :“ ρeK ,p. Recall that e
˚
ρK

“ peK
p´1

and e
1
ρK

“ eK
p´1

.

Proposition 5.1. One has that U‚pKq is a pfK , ρKq-quasi-free filtered Zp-module.

Proof. Firstly one has that Ui{Ui`1 »ab.gr. O{m, which gives for every positive integer i
that fipU‚pKqq “ fK (for a definition of fipU‚pKqq see 3.19). Observe that the formula
p1 ` xqp “ 1 ` px ` . . . ` xp implies that given u P UipKq then up P UρKpiq. Moreover if
u P UipKq ´ Ui`1pKq and up P UρKpiq`1, then pi “ i ` eK , which implies that i “ e1

ρK
. So we

have firstly that ρU‚pKq ě ρK (for a definition of ρU‚pKq see subsection 3.3.1), which means that
U‚pKq is a ρK-filtered-Zp-module (see subsection 3.3.2), and secondly that defectU‚pKqpiq “
codefectU‚pKqpiq “ 0 for every positive integer i ‰ e1

ρK
(for a definition of defectU‚pKqpiq and

codefectU‚pKqpiq, see 3.19). On the other hand we know that µppU1pKqq is a cyclic group.
Thus we conclude by Proposition 3.29. �

Therefore we deduce the following.

Theorem 5.2. One has that U‚pKq is a free pfK , ρKq-filtered module if and only if µppKq “
t1u. In other words, U‚pKq »filt M

fK
ρK

if and only if µppKq “ t1u.
Proof. This follows immediately from Proposition 3.25, Proposition 3.29 and Corollary 3.30
combined. �

If instead µppKq ‰ t1u the following holds.

Theorem 5.3. Let K be a local field with µppKq ‰ t1u. Then there is a unique pIK , βKq P
Jump˚

ρK
such that

U1 » M fK´1
ρK

‘ pM˚
ρK

{ZpvpIK ,βKqq
as filtered Zp-module.
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Proof. This follows immediately from Proposition 5.1 and Theorem 3.38 combined. �

We now fix eK “ e, and therefore we have ρK “ ρe,p. Fix as well fK “ f . Our next
goal is to show that every pρe,p, fq-quasi-free filtered module can be realized as U‚pKq for
some K, a totally ramified degree e

p´1
extension of Qpf pζpq. In view of Theorem 3.38, this is

tantamount to prove that every jump set realizable from a filtered module can be realized by
a local field. Recall from Theorem 3.38 that the latter are precisely the admissible extended
ρe,p-jump sets. For a definition of these jump sets see the discussion immediately before
Theorem 3.38.

Theorem 5.4. Let pI, βq be an extended admissible ρe,p-jump set. Then there is a totally
ramified extension K{Qpf pζpq with eK “ e and with

pIK , βKq “ pI, βq.
During the proof we will make use of the two propositions that follow below. Recall

that if ζp P K, then the extension L{K :“ Kp p

b

U peK
p´1

{U peK
p´1

`1q{K is the unique unram-

ified extension of degree p of K. Indeed rL : Ks “ p, so if eL{K ą 1 then eL{K “ p.
Observe that the inclusion UpeK pKq Ď UpeLpLq would, in case that eL{K “ p, induce an iso-
morphism U peK

p´1
pKq{U peK

p´1
`1pKq Ñ U peL

p´1
pLq{U peL

p´1
`1pLq, which, by construction would imply

that codefectU‚pLqpe
1
Lq “ 0, which is impossible since ζp P L. So it must be that eL{K “ 1

and fL{K “ rL : Ks.
Proposition 5.5. Let K be a finite extension of Qppζpq. Then e˚

K P IK if and only if

Kp p
a

µp8pKqq{K is unramified.

Proof. Let ζpj be a generator of U1pKqtors. Thanks to Proposition 3.39, we have that e˚
K P IK

if and only if wU1pKq{U1pKqppζpjq “ peK
p´1

. On the other hand this is equivalent to Kpζpj`1q “
Kp p

b

U peK
p´1

{U peK
p´1

`1q, which, as explained just above this proposition, is the unique unramified

degree p extension of K. �

Let j be a positive integer. The following notation will be helpful. Consider the composi-
tum extension Qppf pζpjq ¨ Qpf pζpj`1q{Qpf pζpjq, which is a Galois extension with Galois group
Cp ˆ Cp. So one is provided with p ` 1 degree p sub-extensions. We denote the unique
unramified one as Qpf pζpjqp0q (which of course is just Qppf pζpjq). Further we list the p ´ 1
totally ramified ones without an element of order pj`1 as Qpf pζpjqpiq with i running through
t1, . . . , p´1u. And we will sometimes make use of an extended notation for i “ p, by letting
Qpf pζpjqppq :“ Qpf pζpj`1q.
Proposition 5.6. Let j be a positive integer. Let K be a totally ramified extension of Qpf pζpq
with eK “: e. Then the following are equivalent:
(1) e˚ P IK and βKpe˚q “ j.
(2) There is exactly one i P t1, . . . , p ´ 1u such that K contains Qpf pζpjqpiq.
Proof. p1q Ñ p2q Thanks to Proposition 5.5, we have that p1q implies that Kpζpj`1q{K is
unramified, thus we have that Kpζpj`1q{Qpf pζpjq contains Qpf pζpj`1q ¨ Qppf pζpjq. But this
last one must then intersect K non-trivially, otherwise one would have rKpζpj`1q : Ks “ p2,
which is impossible. At the same time the intersection cannot be Qppf pζpjq because fK “ f ,
and it cannot be Qpf pζpj`1q. Indeed we have βKpe˚q “ j and Proposition 3.42 implies that
pj “ #µp8pKq. So there must be an i P t1, . . . , p´ 1u such that K contains Qpf pζpjqpiq. But
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9) Suppose (a.1) and (a.2) both hold. Denote by j the unique element of Max. Let χ be
a character of M f´1

ρ ‘ M˚
ρ with Jχ “ pI, βq. We shall prove that

ÿ

iPI
π
βM‚ piq
R χpbi,1q ‰ 0.

We proceed by contradiction. Suppose that
ř

iPI π
βM‚ piq
R χpbi,1q “ 0. By Proposition 4.3 and

Proposition 4.4 we have that ordpχpbj,1qq “ βpjq: this is clear for f “ 1 and if f ě 2 we are
using that in this case j must be e˚

ρ . Next using Lemma 4.7 part (a), we see that at least
one i P IM‚ ´ tju must satisfy ordpχpbi,1qq ě βM‚piq ` βpjq ´ βM‚pjq. Such an i cannot be
in I. Indeed in that case we would conclude by Proposition 4.3 and Proposition 4.4 that
Jχ ‰ pI, βq since we would have βpiq ě βM‚piq ` βpjq ´ βM‚pjq, which would contradict the
defining property of Max. Hence it must be that i P IM‚ ´ I. But then Step 8) together
with assumption (a.2) and Proposition 4.3 and Proposition 4.4 imply again that χ does not
belong to the orbit of characters χ1 having Jχ1 “ pI, βq. This ends the proof.
Statement (b) can be proved by the same 9 steps of part (a) of this proof, replacing each

time, part (a) of Lemma 4.7 with part (b) of Lemma 4.7. �

5. U1 as a filtered module

In this section we apply the results of Section 3 to classify the possible structures of U‚ as
a filtered Zp-module. Let p be a prime number and let e be in pp ´ 1qZě1 Y t8u. Recall the
definition of ρe,p from Example 2.1.
Let K be a local field with residue characteristic p. Denote by fK the residue degree,

fK “ rOK{mK : Fps. Denote by ρK :“ ρeK ,p. Recall that e
˚
ρK

“ peK
p´1

and e
1
ρK

“ eK
p´1

.

Proposition 5.1. One has that U‚pKq is a pfK , ρKq-quasi-free filtered Zp-module.

Proof. Firstly one has that Ui{Ui`1 »ab.gr. O{m, which gives for every positive integer i
that fipU‚pKqq “ fK (for a definition of fipU‚pKqq see 3.19). Observe that the formula
p1 ` xqp “ 1 ` px ` . . . ` xp implies that given u P UipKq then up P UρKpiq. Moreover if
u P UipKq ´ Ui`1pKq and up P UρKpiq`1, then pi “ i ` eK , which implies that i “ e1

ρK
. So we

have firstly that ρU‚pKq ě ρK (for a definition of ρU‚pKq see subsection 3.3.1), which means that
U‚pKq is a ρK-filtered-Zp-module (see subsection 3.3.2), and secondly that defectU‚pKqpiq “
codefectU‚pKqpiq “ 0 for every positive integer i ‰ e1

ρK
(for a definition of defectU‚pKqpiq and

codefectU‚pKqpiq, see 3.19). On the other hand we know that µppU1pKqq is a cyclic group.
Thus we conclude by Proposition 3.29. �

Therefore we deduce the following.

Theorem 5.2. One has that U‚pKq is a free pfK , ρKq-filtered module if and only if µppKq “
t1u. In other words, U‚pKq »filt M

fK
ρK

if and only if µppKq “ t1u.
Proof. This follows immediately from Proposition 3.25, Proposition 3.29 and Corollary 3.30
combined. �

If instead µppKq ‰ t1u the following holds.

Theorem 5.3. Let K be a local field with µppKq ‰ t1u. Then there is a unique pIK , βKq P
Jump˚

ρK
such that

U1 » M fK´1
ρK

‘ pM˚
ρK

{ZpvpIK ,βKqq
as filtered Zp-module.

92 C. PAGANO

Proof. This follows immediately from Proposition 5.1 and Theorem 3.38 combined. �

We now fix eK “ e, and therefore we have ρK “ ρe,p. Fix as well fK “ f . Our next
goal is to show that every pρe,p, fq-quasi-free filtered module can be realized as U‚pKq for
some K, a totally ramified degree e

p´1
extension of Qpf pζpq. In view of Theorem 3.38, this is

tantamount to prove that every jump set realizable from a filtered module can be realized by
a local field. Recall from Theorem 3.38 that the latter are precisely the admissible extended
ρe,p-jump sets. For a definition of these jump sets see the discussion immediately before
Theorem 3.38.

Theorem 5.4. Let pI, βq be an extended admissible ρe,p-jump set. Then there is a totally
ramified extension K{Qpf pζpq with eK “ e and with

pIK , βKq “ pI, βq.
During the proof we will make use of the two propositions that follow below. Recall

that if ζp P K, then the extension L{K :“ Kp p

b

U peK
p´1

{U peK
p´1

`1q{K is the unique unram-

ified extension of degree p of K. Indeed rL : Ks “ p, so if eL{K ą 1 then eL{K “ p.
Observe that the inclusion UpeK pKq Ď UpeLpLq would, in case that eL{K “ p, induce an iso-
morphism U peK

p´1
pKq{U peK

p´1
`1pKq Ñ U peL

p´1
pLq{U peL

p´1
`1pLq, which, by construction would imply

that codefectU‚pLqpe
1
Lq “ 0, which is impossible since ζp P L. So it must be that eL{K “ 1

and fL{K “ rL : Ks.
Proposition 5.5. Let K be a finite extension of Qppζpq. Then e˚

K P IK if and only if

Kp p
a

µp8pKqq{K is unramified.

Proof. Let ζpj be a generator of U1pKqtors. Thanks to Proposition 3.39, we have that e˚
K P IK

if and only if wU1pKq{U1pKqppζpjq “ peK
p´1

. On the other hand this is equivalent to Kpζpj`1q “
Kp p

b

U peK
p´1

{U peK
p´1

`1q, which, as explained just above this proposition, is the unique unramified

degree p extension of K. �

Let j be a positive integer. The following notation will be helpful. Consider the composi-
tum extension Qppf pζpjq ¨ Qpf pζpj`1q{Qpf pζpjq, which is a Galois extension with Galois group
Cp ˆ Cp. So one is provided with p ` 1 degree p sub-extensions. We denote the unique
unramified one as Qpf pζpjqp0q (which of course is just Qppf pζpjq). Further we list the p ´ 1
totally ramified ones without an element of order pj`1 as Qpf pζpjqpiq with i running through
t1, . . . , p´1u. And we will sometimes make use of an extended notation for i “ p, by letting
Qpf pζpjqppq :“ Qpf pζpj`1q.
Proposition 5.6. Let j be a positive integer. Let K be a totally ramified extension of Qpf pζpq
with eK “: e. Then the following are equivalent:
(1) e˚ P IK and βKpe˚q “ j.
(2) There is exactly one i P t1, . . . , p ´ 1u such that K contains Qpf pζpjqpiq.
Proof. p1q Ñ p2q Thanks to Proposition 5.5, we have that p1q implies that Kpζpj`1q{K is
unramified, thus we have that Kpζpj`1q{Qpf pζpjq contains Qpf pζpj`1q ¨ Qppf pζpjq. But this
last one must then intersect K non-trivially, otherwise one would have rKpζpj`1q : Ks “ p2,
which is impossible. At the same time the intersection cannot be Qppf pζpjq because fK “ f ,
and it cannot be Qpf pζpj`1q. Indeed we have βKpe˚q “ j and Proposition 3.42 implies that
pj “ #µp8pKq. So there must be an i P t1, . . . , p´ 1u such that K contains Qpf pζpjqpiq. But
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there must be exactly one since otherwise the whole extension Qpf pζpj`1q ¨ Qppf pζpjq would
be in K, which has been already explained to be not possible.

p2q Ñ p1q We have that Kp p
a

U1pKqtorsq{K contains Qpf pζpjqpiqpζpj`1q Ą Qppf , thus one

concludes that Kp p
a

U1pKqtorsq{K is unramified and by Proposition 5.5 one concludes that
e˚ P IK . Moreover we must have that βKpe˚q “ j. Indeed K contains in particular ζpj ,
which, by Proposition 3.42, implies that βKpe˚q ě j. If we would have βKpe˚q ą j then,
still by Proposition 3.42, the field K would contain also Qpf pζpj`1q. Hence K would contain
the compositum of Qpf pζpj`1q and Qpf pζpjqpiq. Therefore K would contain the field Qppf

providing a contradiction with fK “ f . Hence, since βKpe˚q ě j and βKpe˚q ă j `1, it must
be that βKpe˚q “ j. �

In particular we derive the following:

Corollary 5.7. Let j, f be positive integers, and i P t1, . . . , p ´ 1u. Then

IQ
pf

pζ
pj

qpiq “ t1, pj`1u, βQ
pf

pζ
pj

qpiqp1q “ j ` 1 and βQ
pf

pζ
pj

qpiqppj`1q “ j.

Proof. Since the jump set must be admissible, we know that 1 P IQ
pf

pζ
pj

qpiq with βQ
pf

pζ
pj

qpiqp1q “
j ` 1. By Proposition 5.5, we know that pj`1 P IQ

pf
pζ

pj
qpiq with βQ

pf
pζ

pj
qpiqppj`1q “ j.

Moreover we certainly have that 1 “ minpIQ
pf

pζ
pj

qpiqq and pj`1 “ maxpIQ
pf

pζ
pj

qpiqq since 1

and pj`1 are respectively the smallest and the largest elements of T ˚
ρ , for ρ :“ ρe,p with

e :“ pjpp ´ 1q. Moreover the very beginning of this proof gives us in particular that
βQ

pf
pζ

pj
qpiqp1q ´ βQ

pf
pζ

pj
qpiqppj`1q “ 1. Therefore, recalling that the map β is strictly de-

creasing (by definition of a jump set), we must conclude that between 1 and pj`1 no other
value of IQ

pf
pζ

pj
qpiq can be found. This gives us the desired conclusion. �

Now we can proceed proving Theorem 5.4. Take pI, βq an extended admissible ρe,p-jump
set. We distinguish two cases, depending on whether e˚ P I. First assume that e˚ R I. Next
define the polynomial

Gpxq :“
ź

iPI
p1 ` xiqpβpiq´1 ´ ζp P Qpf pζpqrxs.

Using the fact that pI, βq is admissible (for a definition see immediately before the state-
ment of Theorem 3.38) one finds that the Newton polygon of Gpxq consists of the segment
connecting p0, 1q and p e

p´1
, 0q continued with a horizontal segment starting from p e

p´1
, 0q.

Therefore there exists a degree e
p´1

Eisenstein polynomial gpxq P Qpf pζpq, such that gpxq
divides Gpxq. Define

K :“ Qpf pζpqrxs{gpxq.
Clearly π :“ x is a uniformizer in K. Moreover we have that

ź

iPI
p1 ` πiqpβpiq “ 1

with vKpp1 ` πiq ´ 1q “ i, thus giving

pIK , βKq “ pI, βq,

thanks to Corollary 3.41. Now suppose that e˚ P I and write j :“ βpe˚q. We prove that
pjpp ´ 1q|e. Indeed we have that minpIq ă e˚ giving that βpminpIqq ě j ` 1. Thus, since
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we have that ρβpminpIqqpminpIqq “ pβpminpIqqpminpIqq “ pe
p´1

, we obtain that pjpp ´ 1q|e. Next,
pick u1, u2 P Qpf pζpjqp1q such that

vQ
pf

pζ
pj

qp1qpu1 ´ 1q “ 1, vQ
pf

pζ
pj

qp1qpu2 ´ 1q “ pj`1, u2 R pQpf pζpjqp1qq˚p

and
upj`1

1 upj

2 “ 1

as guaranteed by Corollary 5.7. Now define

G˚pxq :“
ź

iPI,iăe˚

p1 ` xiqpβpiq´j´1 ´ u1 P Qpf pζpjqp1qrxs.

Using the fact that pI, βq is admissible one finds that the Newton polygon of G˚pxq con-
sists of the segment connecting p0, 1q and p e

pjpp´1q , 0q continued with a horizontal segment

starting from p e
pjpp´1q , 0q. Therefore there exists a degree e

pjpp´1q Eisenstein polynomial

g˚pxq P Qpf pζpjqp1qrxs such that g˚pxq divides G˚pxq. Define

K̃ :“ Qpf pζpjqp1qrxs{g˚pxq.

Clearly π :“ x is a uniformizer in K̃. Moreover we have that

p
ź

iPI,iăe˚

p1 ` πiqpβpiqqupj

2 “ 1

with vK̃pp1 ` πiq ´ 1q “ i for each i P I, with i ă e˚ and with vK̃pu2 ´ 1q “ e˚. Thus, in

order to apply Corollary 3.41, we are only left with checking that u2 R K̃˚p. But this follows
at once from the fact that Qppf Ď Qpf pζpjqp1qp p

?
u2q and the fact that g˚pxq is an Eisenstein

polynomial and thus K̃{Qpf pζpjqp1q is totally ramified. This ends the proof of Theorem 5.4
and therefore of Theorem 1.6 in the Introduction.

6. Upper jumps of cyclic extensions

In this section we use Theorem 4.8, together with Theorem 5.1, to establish Theorem 6.2,
a classification in terms of jump sets for the possible sets of upper jumps of a cyclic wild
extension of a local field K. We next prove combinatorially that the classification obtained is
equivalent to that obtained by Miki [6], Maus [5] and Sueyoshi [11]: in this way those results
are deduced from Theorem 6.2. Finally we give a sense of how in practice the classification of
Theorem 6.2 may look, by examining it for several possible values of the triple ppI, βq, f, pq,
and in particular we do so for the most typical occurrences of pI, βq in the sense of Theorem
1.7. We also show that forK{Qppζpq totally ramified, the knowledge of the filtered Zp-module
U‚pKq is equivalent to the knowledge of all possible sets of upper jumps of cyclic wild totally
ramified extensions of K (see Corollary 6.12).

6.1. Classification of possible sets of jumps. In the rest of the section K will denote
as usual a local field of residue characteristic a prime number denoted by p. We fix Ksep a
separable closure of K and we denote by GK :“ GalpKsep{Kq the absolute Galois group of
K. Let H be a normal closed subgroup of GK . Recall that for every α P Rě0 the Galois
group GK{H is provided with a subgroup pGK{Hqα via the so-called upper ramification
filtration (see [9]). Let L{K be a finite cyclic totally ramified extension of K, with degree a
power of p. Denote by G the Galois group GalpL{Kq. A number α P Rě0 is said to be an
upper jump for L{K if Gα Ľ Gα`ε for each ε ą 0. We denote by JpL{Kq the set of upper
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there must be exactly one since otherwise the whole extension Qpf pζpj`1q ¨ Qppf pζpjq would
be in K, which has been already explained to be not possible.

p2q Ñ p1q We have that Kp p
a

U1pKqtorsq{K contains Qpf pζpjqpiqpζpj`1q Ą Qppf , thus one

concludes that Kp p
a

U1pKqtorsq{K is unramified and by Proposition 5.5 one concludes that
e˚ P IK . Moreover we must have that βKpe˚q “ j. Indeed K contains in particular ζpj ,
which, by Proposition 3.42, implies that βKpe˚q ě j. If we would have βKpe˚q ą j then,
still by Proposition 3.42, the field K would contain also Qpf pζpj`1q. Hence K would contain
the compositum of Qpf pζpj`1q and Qpf pζpjqpiq. Therefore K would contain the field Qppf

providing a contradiction with fK “ f . Hence, since βKpe˚q ě j and βKpe˚q ă j `1, it must
be that βKpe˚q “ j. �

In particular we derive the following:

Corollary 5.7. Let j, f be positive integers, and i P t1, . . . , p ´ 1u. Then

IQ
pf

pζ
pj

qpiq “ t1, pj`1u, βQ
pf

pζ
pj

qpiqp1q “ j ` 1 and βQ
pf

pζ
pj

qpiqppj`1q “ j.

Proof. Since the jump set must be admissible, we know that 1 P IQ
pf

pζ
pj

qpiq with βQ
pf

pζ
pj

qpiqp1q “
j ` 1. By Proposition 5.5, we know that pj`1 P IQ

pf
pζ

pj
qpiq with βQ

pf
pζ

pj
qpiqppj`1q “ j.

Moreover we certainly have that 1 “ minpIQ
pf

pζ
pj

qpiqq and pj`1 “ maxpIQ
pf

pζ
pj

qpiqq since 1

and pj`1 are respectively the smallest and the largest elements of T ˚
ρ , for ρ :“ ρe,p with

e :“ pjpp ´ 1q. Moreover the very beginning of this proof gives us in particular that
βQ

pf
pζ

pj
qpiqp1q ´ βQ

pf
pζ

pj
qpiqppj`1q “ 1. Therefore, recalling that the map β is strictly de-

creasing (by definition of a jump set), we must conclude that between 1 and pj`1 no other
value of IQ

pf
pζ

pj
qpiq can be found. This gives us the desired conclusion. �

Now we can proceed proving Theorem 5.4. Take pI, βq an extended admissible ρe,p-jump
set. We distinguish two cases, depending on whether e˚ P I. First assume that e˚ R I. Next
define the polynomial

Gpxq :“
ź

iPI
p1 ` xiqpβpiq´1 ´ ζp P Qpf pζpqrxs.

Using the fact that pI, βq is admissible (for a definition see immediately before the state-
ment of Theorem 3.38) one finds that the Newton polygon of Gpxq consists of the segment
connecting p0, 1q and p e

p´1
, 0q continued with a horizontal segment starting from p e

p´1
, 0q.

Therefore there exists a degree e
p´1

Eisenstein polynomial gpxq P Qpf pζpq, such that gpxq
divides Gpxq. Define

K :“ Qpf pζpqrxs{gpxq.
Clearly π :“ x is a uniformizer in K. Moreover we have that

ź

iPI
p1 ` πiqpβpiq “ 1

with vKpp1 ` πiq ´ 1q “ i, thus giving

pIK , βKq “ pI, βq,

thanks to Corollary 3.41. Now suppose that e˚ P I and write j :“ βpe˚q. We prove that
pjpp ´ 1q|e. Indeed we have that minpIq ă e˚ giving that βpminpIqq ě j ` 1. Thus, since
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we have that ρβpminpIqqpminpIqq “ pβpminpIqqpminpIqq “ pe
p´1

, we obtain that pjpp ´ 1q|e. Next,
pick u1, u2 P Qpf pζpjqp1q such that

vQ
pf

pζ
pj

qp1qpu1 ´ 1q “ 1, vQ
pf

pζ
pj

qp1qpu2 ´ 1q “ pj`1, u2 R pQpf pζpjqp1qq˚p

and
upj`1

1 upj

2 “ 1

as guaranteed by Corollary 5.7. Now define

G˚pxq :“
ź

iPI,iăe˚

p1 ` xiqpβpiq´j´1 ´ u1 P Qpf pζpjqp1qrxs.

Using the fact that pI, βq is admissible one finds that the Newton polygon of G˚pxq con-
sists of the segment connecting p0, 1q and p e

pjpp´1q , 0q continued with a horizontal segment

starting from p e
pjpp´1q , 0q. Therefore there exists a degree e

pjpp´1q Eisenstein polynomial

g˚pxq P Qpf pζpjqp1qrxs such that g˚pxq divides G˚pxq. Define

K̃ :“ Qpf pζpjqp1qrxs{g˚pxq.

Clearly π :“ x is a uniformizer in K̃. Moreover we have that

p
ź

iPI,iăe˚

p1 ` πiqpβpiqqupj

2 “ 1

with vK̃pp1 ` πiq ´ 1q “ i for each i P I, with i ă e˚ and with vK̃pu2 ´ 1q “ e˚. Thus, in

order to apply Corollary 3.41, we are only left with checking that u2 R K̃˚p. But this follows
at once from the fact that Qppf Ď Qpf pζpjqp1qp p

?
u2q and the fact that g˚pxq is an Eisenstein

polynomial and thus K̃{Qpf pζpjqp1q is totally ramified. This ends the proof of Theorem 5.4
and therefore of Theorem 1.6 in the Introduction.

6. Upper jumps of cyclic extensions

In this section we use Theorem 4.8, together with Theorem 5.1, to establish Theorem 6.2,
a classification in terms of jump sets for the possible sets of upper jumps of a cyclic wild
extension of a local field K. We next prove combinatorially that the classification obtained is
equivalent to that obtained by Miki [6], Maus [5] and Sueyoshi [11]: in this way those results
are deduced from Theorem 6.2. Finally we give a sense of how in practice the classification of
Theorem 6.2 may look, by examining it for several possible values of the triple ppI, βq, f, pq,
and in particular we do so for the most typical occurrences of pI, βq in the sense of Theorem
1.7. We also show that forK{Qppζpq totally ramified, the knowledge of the filtered Zp-module
U‚pKq is equivalent to the knowledge of all possible sets of upper jumps of cyclic wild totally
ramified extensions of K (see Corollary 6.12).

6.1. Classification of possible sets of jumps. In the rest of the section K will denote
as usual a local field of residue characteristic a prime number denoted by p. We fix Ksep a
separable closure of K and we denote by GK :“ GalpKsep{Kq the absolute Galois group of
K. Let H be a normal closed subgroup of GK . Recall that for every α P Rě0 the Galois
group GK{H is provided with a subgroup pGK{Hqα via the so-called upper ramification
filtration (see [9]). Let L{K be a finite cyclic totally ramified extension of K, with degree a
power of p. Denote by G the Galois group GalpL{Kq. A number α P Rě0 is said to be an
upper jump for L{K if Gα Ľ Gα`ε for each ε ą 0. We denote by JpL{Kq the set of upper
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jumps for L{K. From the Hasse–Arf Theorem (see [9]) we have that JpL{Kq Ă Zě1. We
denote by JK the collection of all such subsets of Zě1 as L varies among all cyclic, p-power,
totally ramified extensions of K. The set JK can be also described as follows. We consider
all totally ramified continuous homomorphisms

χ : GK Ñ Qp{Zp,

where χ is said to be totally ramified if the corresponding field extension is totally ramified.
The set of upper jumps for χ are the α P Rě0 such that χpGα

Kq ‰ χpGα`ε
K q for all ε ą 0.

This set is denoted by Jχ. One has that Jχ “ JppKsepqkerpχq{Kq, so that JK consists of the
collection of all Jχ as χ varies among continuous totally ramified characters χ : GK Ñ Qp{Zp.
Of course the set of such continuous totally characters χ : GK Ñ Qp{Zp can be equivalently
described as the set of all χ : Gab

K Ñ Qp{Zp continuous totally ramified. Finally it is not
difficult to see that JK is also the collection of all Jχ for all continuous homomorphisms
χ : pGab

K q1 Ñ Qp{Zp. On the other hand pGab
K q1 »Zp-filt U‚pKq via the Artin local reciprocity

law. Therefore we see that the definition of JK given in this section is equivalent to the
one given in the introduction: we have JK “ JU‚pKq, where the right hand side is defined
at the beginning of Section 4. Therefore we are in a position to apply the results of Section
4, notably Theorem 4.8. To make the statements simpler we first make a definition. Let
ρ denote a general shift with Tρ finite, f a positive integer, and p a prime number. Let
moreover pI, βq, pI 1, β1q be in Jump˚

ρ .

Definition 6.1. We say that pI, βq is ppI 1, β1q, f, pq-incompatible if the following conditions
hold.

p1q The set IXI 1 is non-empty. Moreover the subset MaxppI, βq, pI 1, β1qq of IXI 1 consisting
of those i in I X I 1 where βpiq ´ β1piq is strictly positive and assumes the maximal possible
value, which we denote by c, has precisely one element if p ą 2 and an odd number of
elements if p “ 2.

p2q If f ą 1 then MaxppI, βq, pI 1, β1qq “ te˚
ρu.

p3q Given any i P I 1 ´ I, there is no j P I such that pj, β1pjqq ěρ pi, c ` β1piqq.
We say that pI, βq is ppI 1, β1q, f, pq-compatible if it is not ppI 1, β1q, f, pq-incompatible.

Combining Theorem 4.5 and Theorem 4.8 together with Theorem 5.1 we obtain the fol-
lowing.

Theorem 6.2. Suppose that µppKq “ t1u. Then JK “ JumpρK
. Suppose that µppKq ‰ t1u.

Then JK consists precisely of the elements of Jump˚
ρK

that are ppIK , βKq, fK , pq-compatible.

We conclude this subsection by proving that the notion of ppI 1, β1q, f, pq-incompatibility is
equivalent to a slightly simpler criterion. This is given by the next proposition, which will
be repeatedly applied in the next subsection. We make first the following definition.

Definition 6.3. Let a be a positive integer and let pI, βq be an extended ρ-jump set with
I ‰ ∅. Suppose that a ě minpIq, then we denote by tauI the largest element i of I such
that i ď a. Suppose that a ď maxpIq, then we denote by rasI the smallest element i of I
such that a ď i.

Let now pI, βq and pI 1, β1q be two extended ρ-jump sets.

Proposition 6.4. The jump set pI, βq is ppI 1, β1q, f, pq-incompatible if and only if the fol-
lowing holds.
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(a) Conditions p1q and p2q from definition 6.1 hold. If that is the case, let cpI, I 1q :“
βpi0q ´ β1pi0q for any i0 P MaxppI, βq, pI 1, β1qq.
(b) For every point i P I 1 ´ MaxppI, βq, pI 1, β1qq, we have that

β1piq ` cpI, I 1q ą βprisIq,

whenever i ě minpIq and

ρβ
1piq`cpI,I 1qpiq ą ρβptiuIqptiuIq,

whenever i ď maxpIq.

Proof. This follows immediately by noticing that condition p3q of definition 6.1, requires only
the comparisons with tiuI and risI , as soon as they are defined, since the two inequalities in
part (b) of the present statement must certainly hold, but they trivially imply all the others
since j ÞÑ βpjq is strictly decreasing and j ÞÑ ρβpjqpjq is strictly increasing, by definition of a
jump set. �

6.2. Comparison with Miki-Maus-Sueyoshi. In this subsection we give a direct com-
binatorial verification that Theorem 6.2 and the main Theorem of [5] are indeed classifying
precisely the same sets. Of course this follows also from applying both theorems, but both
criteria being of a purely combinatorial form, it is natural to provide a combinatorial proof of
their equivalence, not relying on local fields. As an upshot we can deduce Miki’s classification
from Theorem 6.2 and the bit extra of combinatorial work of this subsection. Moreover the
combinatorial nature of the equivalence between the two classification is highlighted from the
fact that it follows from a statement about a general shift, see Proposition 6.7. Recall indeed
that the case discussed in the present section is only a very special case of the classification
we provide Theorem 4.8, which is about a general pf, ρq-quasi-free R-module (see Definition
3.27), where R is any complete DVR, f is any positive integer and ρ is a general shift. In
the case µppKq “ t1u the two descriptions are literally equal. So we pass to examine the
case µppKq ‰ t1u, where both Theorems say that JK Ď Jump˚

ρK
and they both provide a

criterion for an element of Jump˚
ρK

to be realizable as the set of jumps of a character. In the
case of Theorem 6.2, this is precisely the notion of being ppIK , βKq, fK , pq-compatible. For
the convenience of the reader we recap the formulation of Miki’s criterion as stated in [11]
in terms of a general definition, valid for any shift ρ with Tρ finite. As usual, let p denote a
prime number and f a positive integer. Let moreover pI, βq and pI 1, β1q be in Jump˚

ρ , with
both I, I 1 being non-empty.

Definition 6.5. We say that pI, βq is ppI 1, β1q, f, pq-inadequate if the following holds. Write
JpI,βq “ tt1, . . . , tmu and JpI 1,β1q “ tλ1, . . . , λlu (see immediately above Proposition 2.3 for
the notation JpI 1,β1q) with ttiu1ďiďm and tλiu1ďiďl written in increasing order. Write s “
β1pmaxpI 1qq. Then there is a positive integer L with L ă m´ ps´1q such that the sequences
txiu0ďiăl´ps´1q, tyiu0ďiăl´ps´1q defined as xi :“ tL´i, yi :“ λl´i´ps´1q, with xi “ 0 when L ď i,
satisfy the following condition. Whenever yi P I 1, then xi ď yi, with equality occurring,
among these inequalities, precisely once if p ą 2, and an odd number of times if p “ 2.
Moreover, in case f ą 2, equality occurs precisely once, for all p, and it occurs for i “ 0 with
x0 “ y0 “ e˚

ρ P I X I 1 (i.e. x1, y1 ă e
1
ρ). Recall that e˚

ρ “ maxpTρq ` 1 and that e
1
ρ is the

unique positive integer such that ρpe1
ρq “ e˚

ρ .
We say that pI, βq is ppI 1, β1q, f, pq-adequate if it is not ppI 1, β1q, f, pq-inadequate.
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jumps for L{K. From the Hasse–Arf Theorem (see [9]) we have that JpL{Kq Ă Zě1. We
denote by JK the collection of all such subsets of Zě1 as L varies among all cyclic, p-power,
totally ramified extensions of K. The set JK can be also described as follows. We consider
all totally ramified continuous homomorphisms

χ : GK Ñ Qp{Zp,

where χ is said to be totally ramified if the corresponding field extension is totally ramified.
The set of upper jumps for χ are the α P Rě0 such that χpGα

Kq ‰ χpGα`ε
K q for all ε ą 0.

This set is denoted by Jχ. One has that Jχ “ JppKsepqkerpχq{Kq, so that JK consists of the
collection of all Jχ as χ varies among continuous totally ramified characters χ : GK Ñ Qp{Zp.
Of course the set of such continuous totally characters χ : GK Ñ Qp{Zp can be equivalently
described as the set of all χ : Gab

K Ñ Qp{Zp continuous totally ramified. Finally it is not
difficult to see that JK is also the collection of all Jχ for all continuous homomorphisms
χ : pGab

K q1 Ñ Qp{Zp. On the other hand pGab
K q1 »Zp-filt U‚pKq via the Artin local reciprocity

law. Therefore we see that the definition of JK given in this section is equivalent to the
one given in the introduction: we have JK “ JU‚pKq, where the right hand side is defined
at the beginning of Section 4. Therefore we are in a position to apply the results of Section
4, notably Theorem 4.8. To make the statements simpler we first make a definition. Let
ρ denote a general shift with Tρ finite, f a positive integer, and p a prime number. Let
moreover pI, βq, pI 1, β1q be in Jump˚

ρ .

Definition 6.1. We say that pI, βq is ppI 1, β1q, f, pq-incompatible if the following conditions
hold.

p1q The set IXI 1 is non-empty. Moreover the subset MaxppI, βq, pI 1, β1qq of IXI 1 consisting
of those i in I X I 1 where βpiq ´ β1piq is strictly positive and assumes the maximal possible
value, which we denote by c, has precisely one element if p ą 2 and an odd number of
elements if p “ 2.

p2q If f ą 1 then MaxppI, βq, pI 1, β1qq “ te˚
ρu.

p3q Given any i P I 1 ´ I, there is no j P I such that pj, β1pjqq ěρ pi, c ` β1piqq.
We say that pI, βq is ppI 1, β1q, f, pq-compatible if it is not ppI 1, β1q, f, pq-incompatible.

Combining Theorem 4.5 and Theorem 4.8 together with Theorem 5.1 we obtain the fol-
lowing.

Theorem 6.2. Suppose that µppKq “ t1u. Then JK “ JumpρK
. Suppose that µppKq ‰ t1u.

Then JK consists precisely of the elements of Jump˚
ρK

that are ppIK , βKq, fK , pq-compatible.

We conclude this subsection by proving that the notion of ppI 1, β1q, f, pq-incompatibility is
equivalent to a slightly simpler criterion. This is given by the next proposition, which will
be repeatedly applied in the next subsection. We make first the following definition.

Definition 6.3. Let a be a positive integer and let pI, βq be an extended ρ-jump set with
I ‰ ∅. Suppose that a ě minpIq, then we denote by tauI the largest element i of I such
that i ď a. Suppose that a ď maxpIq, then we denote by rasI the smallest element i of I
such that a ď i.

Let now pI, βq and pI 1, β1q be two extended ρ-jump sets.

Proposition 6.4. The jump set pI, βq is ppI 1, β1q, f, pq-incompatible if and only if the fol-
lowing holds.
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(a) Conditions p1q and p2q from definition 6.1 hold. If that is the case, let cpI, I 1q :“
βpi0q ´ β1pi0q for any i0 P MaxppI, βq, pI 1, β1qq.
(b) For every point i P I 1 ´ MaxppI, βq, pI 1, β1qq, we have that

β1piq ` cpI, I 1q ą βprisIq,

whenever i ě minpIq and

ρβ
1piq`cpI,I 1qpiq ą ρβptiuIqptiuIq,

whenever i ď maxpIq.

Proof. This follows immediately by noticing that condition p3q of definition 6.1, requires only
the comparisons with tiuI and risI , as soon as they are defined, since the two inequalities in
part (b) of the present statement must certainly hold, but they trivially imply all the others
since j ÞÑ βpjq is strictly decreasing and j ÞÑ ρβpjqpjq is strictly increasing, by definition of a
jump set. �

6.2. Comparison with Miki-Maus-Sueyoshi. In this subsection we give a direct com-
binatorial verification that Theorem 6.2 and the main Theorem of [5] are indeed classifying
precisely the same sets. Of course this follows also from applying both theorems, but both
criteria being of a purely combinatorial form, it is natural to provide a combinatorial proof of
their equivalence, not relying on local fields. As an upshot we can deduce Miki’s classification
from Theorem 6.2 and the bit extra of combinatorial work of this subsection. Moreover the
combinatorial nature of the equivalence between the two classification is highlighted from the
fact that it follows from a statement about a general shift, see Proposition 6.7. Recall indeed
that the case discussed in the present section is only a very special case of the classification
we provide Theorem 4.8, which is about a general pf, ρq-quasi-free R-module (see Definition
3.27), where R is any complete DVR, f is any positive integer and ρ is a general shift. In
the case µppKq “ t1u the two descriptions are literally equal. So we pass to examine the
case µppKq ‰ t1u, where both Theorems say that JK Ď Jump˚

ρK
and they both provide a

criterion for an element of Jump˚
ρK

to be realizable as the set of jumps of a character. In the
case of Theorem 6.2, this is precisely the notion of being ppIK , βKq, fK , pq-compatible. For
the convenience of the reader we recap the formulation of Miki’s criterion as stated in [11]
in terms of a general definition, valid for any shift ρ with Tρ finite. As usual, let p denote a
prime number and f a positive integer. Let moreover pI, βq and pI 1, β1q be in Jump˚

ρ , with
both I, I 1 being non-empty.

Definition 6.5. We say that pI, βq is ppI 1, β1q, f, pq-inadequate if the following holds. Write
JpI,βq “ tt1, . . . , tmu and JpI 1,β1q “ tλ1, . . . , λlu (see immediately above Proposition 2.3 for
the notation JpI 1,β1q) with ttiu1ďiďm and tλiu1ďiďl written in increasing order. Write s “
β1pmaxpI 1qq. Then there is a positive integer L with L ă m´ ps´1q such that the sequences
txiu0ďiăl´ps´1q, tyiu0ďiăl´ps´1q defined as xi :“ tL´i, yi :“ λl´i´ps´1q, with xi “ 0 when L ď i,
satisfy the following condition. Whenever yi P I 1, then xi ď yi, with equality occurring,
among these inequalities, precisely once if p ą 2, and an odd number of times if p “ 2.
Moreover, in case f ą 2, equality occurs precisely once, for all p, and it occurs for i “ 0 with
x0 “ y0 “ e˚

ρ P I X I 1 (i.e. x1, y1 ă e
1
ρ). Recall that e˚

ρ “ maxpTρq ` 1 and that e
1
ρ is the

unique positive integer such that ρpe1
ρq “ e˚

ρ .
We say that pI, βq is ppI 1, β1q, f, pq-adequate if it is not ppI 1, β1q, f, pq-inadequate.
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Remark 6.6. In [11], the final condition requires only that x1 ă e
1
ρ (i.e. that e

˚
ρ P I) because

in that case pI 1, β1q is admissible (since it is the jump set of a local field, see definition right
after Theorem 1.6), so the condition y0 “ e˚

ρ , which is equivalent to e˚
ρ P JpI 1,β1q, is actually

equivalent to e˚
ρ P I 1.

We next furnish a direct combinatorial proof that incompatibility and inadequacy are the
same notion.

Proposition 6.7. Let ρ be a shift with finite Tρ, let p be a prime number and f a positive
integer. Let pI, βq and pI 1, β1q be in Jump˚

ρ. Then pI, βq is ppI 1, β1q, f, pq-inadequate if and
only if it is ppI 1, β1q, f, pq-incompatible.

Proof. Suppose that pI, βq is ppI 1, β1q, f, pq-inadequate. Let L ă m ´ ps ´ 1q and the two
sequences txiu0ďiďl´ps´1q, tyiu0ďiďl´ps´1q be as in definition 6.5. Let M be the set of non-
negative integers i0, with i0 ď l ´ ps ´ 1q, yi0 P I 1 and xi0 “ yi0 : the size of M must be, by
definition, equal to 1 if p ą 2, and odd if p “ 2. We claim that tyiuiPM “ MaxppI, βq, pI 1, β1qq
(for a definition of MaxppI, βq, pI 1, β1qq see Theorem 4.8). We know that, in either case, M
is non-empty. Let i0 be one of its elements. Firstly, from the fact that L ă m ´ ps ´ 1q we
deduce precisely that the set JpI,βq Xryi0 ,8q has strictly more elements than JpI 1,β1q Xryi0 ,8q.
In other words yi0 P I X I 1 with βpyi0q ´ β1pyi0q ą 0. Next let 0 ď i ď l ´ ps ´ 1q be any
other index such that yi P I X I 1. Assume yi ą yi0 , i.e. that i ă i0. From the fact that
xi ď yi, we conclude that in the interval ryi0 , yis there are at least as many points of JpI,βq
as there are points of JpI 1,β1q, which amounts to βpyi0q ´ βpyiq ě β1pyi0q ´ β1pyiq, which can
be rewritten as βpyi0q ´ β1pyi0q ě βpyiq ´ β1pyiq, with equality iff i P M . A completely
analogous reasoning in the case i ą i0 brings us to the same conclusion. In other words we
have just shown that yi0 P MaxppI, βq, pI 1, β1qq and all other i P M are precisely the i such
that yi P MaxppI, βq, pI 1, β1qq. Therefore we conclude by the very definition of inadequacy
that conditions p1q ´ p2q of definition 6.1 hold. We are left with proving condition p3q.
Let i1 be an index such that yi1 P I 1 ´ I. Take i0 P M , and suppose i1 ă i0. Since
|JpI,βq X ryi0 , xi1s| “ |JpI 1,β1q X ryi0 , yi1s|, we have that βpyi0q ´ βpryi1sIq ą β1pyi0q ´ β1pyi1q,
which can be rewritten as c ` β1pyi1q ą βpryi1sIq. This last inequality is precisely the
first of the two inequalities in Proposition 6.4. Next, always assuming i1 ă i0, consider
the two possible cases: xi1 ă tyi1uI or tyi1uI ď xi1 ă ryi1sI . In the first case observe
that βpyi0q ´ βptyi1uIq ą β1pyi0q ´ β1pyi1q, which can be recast as c ` β1pyi1q ą βptyi1uIq.
This last inequality trivially implies that ρc`β1pyi1 qpyi1q ą ρβptyi1 uIqptyi1uIq, since ρ is strictly
increasing. So in the first case one, trivially, obtains the second inequality of Proposition
6.4. In the second case observe that pβ1pyi0q ´ β1pyi1qq ´ pβpxi0q ´ βptyi1uIqq “ vρpxi0q, i.e.
ρβ

1pyi0 q´β1pyi1 qq´pβpyi0 q´βptyi1 uIqptyi1uIq “ xi1 ă yi1 , which can be rewritten as ρβptyi1 uIqptyi1uIq ă
ρc`β1pyi1 qpyi1q. This last inequality is precisely the second inequality in Proposition 6.4.
The case i1 ą i0 can be treated in the same way. Altogether this proves that pI, βq is
ppI 1, β1q, f, pq-incompatible.
The proof of the converse implication proceeds analogously, and basically it can be ob-

tained by inverting the above arguments. �

From Proposition 6.7 we can infer the main Theorem in [11].

Theorem 6.8. (Miki’s Theorem) Suppose that µppKq ‰ t1u. Then JK consists precisely
of the elements of Jump˚

ρK
that are ppIK , βKq, fK , pq-adequate.

Proof. This follows immediately from Theorem 6.2 and Proposition 6.7 together. �
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6.3. Examples and special cases. We begin by providing several cases where Theorem 6.2
specializes to something much simpler, the interesting case being clearly that µppKq ‰ t1u,
which we will assume in the rest of this subsection.

Corollary 6.9. Let pI, βq P Jump˚
ρ, with I X IK “ ∅. Then pI, βq P JK.

Proof. Indeed, in this case condition p1q of definition 6.1 cannot possibly hold if pI 1, β1q :“
pIK , βKq, f :“ fK , p :“ charpOK{mKq. Therefore pI, βq is ppIK , βKq, f, pq-compatible and the
conclusion follows from Theorem 6.2. �

As soon as fK ě 2 we can say the following.

Corollary 6.10. Suppose that fK ě 2. Then the following facts holds.
(a) Suppose that e˚

ρK
R IK. Then JK “ Jump˚

ρK
.

(b) Suppose that e˚
ρK

P IK. Then JumpρK
Ď JK Ĺ Jump˚

ρK
.

(c) Suppose that e˚
ρK

P IK. Then each pI, βq P Jump˚
ρK

with e˚
ρK

P I and βpe˚
ρK

q ď βKpe˚
ρK

q
is in JK.

Proof. Let pI, βq be in Jump˚
ρK
. Then condition p2q of definition 6.1 cannot possibly hold if

pI 1, β1q :“ pIK , βKq, f :“ fK , p :“ charpOK{mKq, therefore by Theorem 6.2, we obtain that
pI, βq P JK , thus giving (a). Similarly if e˚

ρK
R I, which amounts to saying that pI, βq P

JumpρK
, then condition p2q from definition 6.1 cannot possibly hold, giving JumpρK Ď JK

from (b). The inclusion JK Ď Jump˚
ρK

always holds, thanks to Theorem 6.2, so, to conclude
the proof of (b), we only need to prove the strict inclusion, i.e. to provide, under the
conditions of (b), an element of Jump˚

ρK
that is not in JK . Consider pte˚

ρK
u, pe˚

ρK
ÞÑ nqq

with n ą βKpe˚
ρK

q: it trivially satisfies condition (a) from Proposition 6.4. Condition (b)
amounts to saying that for any i P IK ´ te˚

ρK
u we need to have n ´ βKpe˚

ρK
q ` βKpiq ą n.

This last inequality is equivalent to the inequality βKpiq ´ βKpe˚
ρK

q ą 0 and this inequality
holds by definition of jump set. Hence we conclude by Theorem 6.2 and Proposition 6.4 that
pte˚

ρK
u, pe˚

ρK
ÞÑ nqq R JK . This concludes the proof of (b).

For (c), notice that the assumption βpe˚
ρK

q ă βKpe˚
ρK

q together with fK ě 2 makes condi-
tion p2q of 6.1 impossible to hold for pI, βq, giving by Theorem 6.2 that pI, βq P JK . �

If instead fK “ 1, then there are always exceptions.

Corollary 6.11. If fK “ 1, then JK Ĺ Jump˚
ρK
.

Proof. We proceed as in (b) of the previous corollary. For any i P IK we consider the jump
set ptiu, pi ÞÑ nqq with n ą βKpiq. We proceed to show that this jump set is ppIK , βKq, 1, pq-
incompatible. Condition (a) of Proposition 6.4 is clearly satisfied, so we proceed to ver-
ify condition (b) of that Proposition. Taking j P IK with j ă i, we need to check that
βKpjq ` n ´ βKpiq ą n, or equivalently that βKpjq ą βKpiq. This last inequality follows
from the definition of a jump set. Take now j P IK with j ą i, we need to check that

ρ
βKpjq`n´βKpiq
K pjq ą ρnKpiq, which, ρK being strictly increasing, reduces to ρ

βKpiq´βKpjq
K piq ă j,

which follows from the definition of a jump set. Therefore we conclude from Theorem 6.2
and Proposition 6.4 that ptiu, pi ÞÑ nqq R JK . �

We remark that if we would have put n ď βKpiq during the proof of Corollary 6.11 we
would have found, thanks to Theorem 6.2, that ptiu, pi ÞÑ nqq P JK , since condition p1q
of 6.1 is not satisfied. This will be helpful in the next corollary. It turns out that in the
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Remark 6.6. In [11], the final condition requires only that x1 ă e
1
ρ (i.e. that e

˚
ρ P I) because

in that case pI 1, β1q is admissible (since it is the jump set of a local field, see definition right
after Theorem 1.6), so the condition y0 “ e˚

ρ , which is equivalent to e˚
ρ P JpI 1,β1q, is actually

equivalent to e˚
ρ P I 1.

We next furnish a direct combinatorial proof that incompatibility and inadequacy are the
same notion.

Proposition 6.7. Let ρ be a shift with finite Tρ, let p be a prime number and f a positive
integer. Let pI, βq and pI 1, β1q be in Jump˚

ρ. Then pI, βq is ppI 1, β1q, f, pq-inadequate if and
only if it is ppI 1, β1q, f, pq-incompatible.

Proof. Suppose that pI, βq is ppI 1, β1q, f, pq-inadequate. Let L ă m ´ ps ´ 1q and the two
sequences txiu0ďiďl´ps´1q, tyiu0ďiďl´ps´1q be as in definition 6.5. Let M be the set of non-
negative integers i0, with i0 ď l ´ ps ´ 1q, yi0 P I 1 and xi0 “ yi0 : the size of M must be, by
definition, equal to 1 if p ą 2, and odd if p “ 2. We claim that tyiuiPM “ MaxppI, βq, pI 1, β1qq
(for a definition of MaxppI, βq, pI 1, β1qq see Theorem 4.8). We know that, in either case, M
is non-empty. Let i0 be one of its elements. Firstly, from the fact that L ă m ´ ps ´ 1q we
deduce precisely that the set JpI,βq Xryi0 ,8q has strictly more elements than JpI 1,β1q Xryi0 ,8q.
In other words yi0 P I X I 1 with βpyi0q ´ β1pyi0q ą 0. Next let 0 ď i ď l ´ ps ´ 1q be any
other index such that yi P I X I 1. Assume yi ą yi0 , i.e. that i ă i0. From the fact that
xi ď yi, we conclude that in the interval ryi0 , yis there are at least as many points of JpI,βq
as there are points of JpI 1,β1q, which amounts to βpyi0q ´ βpyiq ě β1pyi0q ´ β1pyiq, which can
be rewritten as βpyi0q ´ β1pyi0q ě βpyiq ´ β1pyiq, with equality iff i P M . A completely
analogous reasoning in the case i ą i0 brings us to the same conclusion. In other words we
have just shown that yi0 P MaxppI, βq, pI 1, β1qq and all other i P M are precisely the i such
that yi P MaxppI, βq, pI 1, β1qq. Therefore we conclude by the very definition of inadequacy
that conditions p1q ´ p2q of definition 6.1 hold. We are left with proving condition p3q.
Let i1 be an index such that yi1 P I 1 ´ I. Take i0 P M , and suppose i1 ă i0. Since
|JpI,βq X ryi0 , xi1s| “ |JpI 1,β1q X ryi0 , yi1s|, we have that βpyi0q ´ βpryi1sIq ą β1pyi0q ´ β1pyi1q,
which can be rewritten as c ` β1pyi1q ą βpryi1sIq. This last inequality is precisely the
first of the two inequalities in Proposition 6.4. Next, always assuming i1 ă i0, consider
the two possible cases: xi1 ă tyi1uI or tyi1uI ď xi1 ă ryi1sI . In the first case observe
that βpyi0q ´ βptyi1uIq ą β1pyi0q ´ β1pyi1q, which can be recast as c ` β1pyi1q ą βptyi1uIq.
This last inequality trivially implies that ρc`β1pyi1 qpyi1q ą ρβptyi1 uIqptyi1uIq, since ρ is strictly
increasing. So in the first case one, trivially, obtains the second inequality of Proposition
6.4. In the second case observe that pβ1pyi0q ´ β1pyi1qq ´ pβpxi0q ´ βptyi1uIqq “ vρpxi0q, i.e.
ρβ

1pyi0 q´β1pyi1 qq´pβpyi0 q´βptyi1 uIqptyi1uIq “ xi1 ă yi1 , which can be rewritten as ρβptyi1 uIqptyi1uIq ă
ρc`β1pyi1 qpyi1q. This last inequality is precisely the second inequality in Proposition 6.4.
The case i1 ą i0 can be treated in the same way. Altogether this proves that pI, βq is
ppI 1, β1q, f, pq-incompatible.
The proof of the converse implication proceeds analogously, and basically it can be ob-

tained by inverting the above arguments. �

From Proposition 6.7 we can infer the main Theorem in [11].

Theorem 6.8. (Miki’s Theorem) Suppose that µppKq ‰ t1u. Then JK consists precisely
of the elements of Jump˚

ρK
that are ppIK , βKq, fK , pq-adequate.

Proof. This follows immediately from Theorem 6.2 and Proposition 6.7 together. �

98 C. PAGANO

6.3. Examples and special cases. We begin by providing several cases where Theorem 6.2
specializes to something much simpler, the interesting case being clearly that µppKq ‰ t1u,
which we will assume in the rest of this subsection.

Corollary 6.9. Let pI, βq P Jump˚
ρ, with I X IK “ ∅. Then pI, βq P JK.

Proof. Indeed, in this case condition p1q of definition 6.1 cannot possibly hold if pI 1, β1q :“
pIK , βKq, f :“ fK , p :“ charpOK{mKq. Therefore pI, βq is ppIK , βKq, f, pq-compatible and the
conclusion follows from Theorem 6.2. �

As soon as fK ě 2 we can say the following.

Corollary 6.10. Suppose that fK ě 2. Then the following facts holds.
(a) Suppose that e˚

ρK
R IK. Then JK “ Jump˚

ρK
.

(b) Suppose that e˚
ρK

P IK. Then JumpρK
Ď JK Ĺ Jump˚

ρK
.

(c) Suppose that e˚
ρK

P IK. Then each pI, βq P Jump˚
ρK

with e˚
ρK

P I and βpe˚
ρK

q ď βKpe˚
ρK

q
is in JK.

Proof. Let pI, βq be in Jump˚
ρK
. Then condition p2q of definition 6.1 cannot possibly hold if

pI 1, β1q :“ pIK , βKq, f :“ fK , p :“ charpOK{mKq, therefore by Theorem 6.2, we obtain that
pI, βq P JK , thus giving (a). Similarly if e˚

ρK
R I, which amounts to saying that pI, βq P

JumpρK
, then condition p2q from definition 6.1 cannot possibly hold, giving JumpρK Ď JK

from (b). The inclusion JK Ď Jump˚
ρK

always holds, thanks to Theorem 6.2, so, to conclude
the proof of (b), we only need to prove the strict inclusion, i.e. to provide, under the
conditions of (b), an element of Jump˚

ρK
that is not in JK . Consider pte˚

ρK
u, pe˚

ρK
ÞÑ nqq

with n ą βKpe˚
ρK

q: it trivially satisfies condition (a) from Proposition 6.4. Condition (b)
amounts to saying that for any i P IK ´ te˚

ρK
u we need to have n ´ βKpe˚

ρK
q ` βKpiq ą n.

This last inequality is equivalent to the inequality βKpiq ´ βKpe˚
ρK

q ą 0 and this inequality
holds by definition of jump set. Hence we conclude by Theorem 6.2 and Proposition 6.4 that
pte˚

ρK
u, pe˚

ρK
ÞÑ nqq R JK . This concludes the proof of (b).

For (c), notice that the assumption βpe˚
ρK

q ă βKpe˚
ρK

q together with fK ě 2 makes condi-
tion p2q of 6.1 impossible to hold for pI, βq, giving by Theorem 6.2 that pI, βq P JK . �

If instead fK “ 1, then there are always exceptions.

Corollary 6.11. If fK “ 1, then JK Ĺ Jump˚
ρK
.

Proof. We proceed as in (b) of the previous corollary. For any i P IK we consider the jump
set ptiu, pi ÞÑ nqq with n ą βKpiq. We proceed to show that this jump set is ppIK , βKq, 1, pq-
incompatible. Condition (a) of Proposition 6.4 is clearly satisfied, so we proceed to ver-
ify condition (b) of that Proposition. Taking j P IK with j ă i, we need to check that
βKpjq ` n ´ βKpiq ą n, or equivalently that βKpjq ą βKpiq. This last inequality follows
from the definition of a jump set. Take now j P IK with j ą i, we need to check that

ρ
βKpjq`n´βKpiq
K pjq ą ρnKpiq, which, ρK being strictly increasing, reduces to ρ

βKpiq´βKpjq
K piq ă j,

which follows from the definition of a jump set. Therefore we conclude from Theorem 6.2
and Proposition 6.4 that ptiu, pi ÞÑ nqq R JK . �

We remark that if we would have put n ď βKpiq during the proof of Corollary 6.11 we
would have found, thanks to Theorem 6.2, that ptiu, pi ÞÑ nqq P JK , since condition p1q
of 6.1 is not satisfied. This will be helpful in the next corollary. It turns out that in the
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case fK “ 1 there are even enough exceptions to reconstruct the full structure of the filtered
Zp-module U‚pKq out of JK . Namely we have the following.

Corollary 6.12. Let K1, K2 be two totally ramified extensions of Qppζpq. Then JK1 “ JK2

if and only if U‚pK1q »Zp-filt U‚pK2q.

Proof. Firstly observe that T ˚
ρK

consists precisely of the positive integers i P Zě1 such that
ptiu, pi ÞÑ nqq P JK for some positive integer n. Indeed if i R IK , then by Corollary 6.9 any
n P Zě1 is allowed. If instead i P IK then any n ď βpiq will be allowed, since in that way
Maxpptiu, pi ÞÑ nqq, pIK , βKqq “ ∅ (for the definition of Maxpptiu, pi ÞÑ nqq, pIK , βKqq “ ∅
see Theorem 4.8). Conversely, by definition of a jump set, it is clear that for any i P Zě1

such that ptiu, pi ÞÑ nqq P JK for some positive integer n, one has i P T ˚
ρK
. Hence T ˚

ρK
can

be reconstructed from JK , and, since eK “ |T ˚
ρK

| ´ 1, we can reconstruct eK from JK .
Next, from the proof of the previous corollary, it is clear that under the assumption

fK “ 1, the set IK can be reconstructed from JK as the set of i P T ˚
ρK

for which there
exists a positive integer n such that the extended ρK-jump set ptiu, pi ÞÑ nqq is not in JK .
Moreover in that proof we saw that, for i P IK , the set of such integers consists precisely of
the left interval rβKpiq ` 1,8q X Zě1, hence also βK can be reconstructed from JK . Hence
we can reconstruct pIK , βKq.

So given K1 and K2 as in the statement we have that 1 “ fK1 “ fK2 , and we have shown
above that we have eK1 “ eK2 and so ρK1 “ ρK2 . Moreover by the reasoning just made, from
JK1 “ JK2 we conclude that pIK1 , βK1q “ pIK2 , βK2q. Hence we conclude by Theorem 5.3
that U‚pK1q »Zp-filt U‚pK2q. The converse is a triviality. �

In other words, for K1, K2, totally ramified extension of Qppζpq, one has JK1 “ JK2 if
and only if eK1 “ eK2 and pIK1 , βK1q “ pIK2 , βK2q.
We conclude this subsection providing a more explicit description of JK in a family of

simple cases, namely when |IK | ď 2. Observe that thanks to Theorem 1.7, the equality
|IK | “ 2 is the most typical phenomenon. If vQppeq ě 2, the probability that |IK | ą 2 is

at most p1
q
qp´1 ¨ q´1

q
and at least p1

q
qp´1 ¨ p q´1

q
q2, while if vQppeq ď 1, then |IK | ď 2 always.

Observe also that |IK | “ 1 if and only if K is a tame extension of QpfK pζpnq where n
is the unique element of βKpIKq. The classification for |IK | “ 1 takes a very simple form.
Denoting by e0pKq the part of eK

p´1
coprime to p, recall that, from the definition of admissible

jump sets, one has that |IK | “ 1 if and only if IK “ te0pKqu. Recall by admissibility that
βKpe0pKqq “ vQppeKq ` 1.

Corollary 6.13. (a) Suppose |IK | “ 1, fK “ 1. An extended ρK-jump set pI, βq belongs to
JK if and only if either e0pKq R I or both e0pKq P I and βpe0pKqq ď vQppeKq ` 1.
(b) Suppose |IK | “ 1, fK ě 2. Then JK “ Jump˚

ρK
.

Proof. (a) If e0pKq R I we conclude by Corollary 6.9. If e0pKq P I and βpe0pKqq ď
βKpe0pKqq, then condition p1q of definition 6.1 cannot possibly hold, hence we conclude
by Theorem 6.2. Suppose instead that βpe0pKqq ą βKpe0pKqq. Then all three conditions of
definition 6.1 are trivially satisfied and we conclude by Theorem 6.2, finishing the proof.

(b) This follows immediately from Corollary 6.10, given the fact that e˚
ρK

‰ e0pKq P
IK . �

We next proceed providing an explicit classification in the case |IK | “ 2, fK “ 1.
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Corollary 6.14. Suppose |IK | “ 2, fK “ 1. Write IK “ te0pKq, iu. Let pI, βq P Jump˚
ρK
.

Then pI, βq P JK if and only if one of the following two conditions holds.
p1q One has that IK X I “ ∅.
p2q One has that IK Ď I, with MaxppI, βq, pIK , βKqq “ IK or MaxppI, βq, pIK , βKqq “ ∅.

Proof. From Corollary 6.9 we see that condition p1q indeed implies that pI, βq P JK . On
the other hand condition p2q implies that |MaxppI, βq, pIK , βKqq| is even, which makes the
condition p1q of definition 6.1 impossible to hold. Hence we see that condition p2q also
implies that pI, βq P JK . Conversely, assume that |MaxppI, βq, pIK , βKqq| “ 1 but IK Ď I.
Then conditions p1q ´ p2q ´ p3q of definition 6.1 are clearly satisfied, since IK ´ I “ ∅. So
are left with the case MaxppI, βq, pIK , βKqq “ I X IK . Suppose I X IK “ te0pKqu. Then

we have to check that ρ
βKpiq`βpe0pKqq´βKpe0pKqq
K piq ą ρ

βpe0pKqq
K pe0pKqq which is equivalent to

ρ
βKpe0pKqq´βKpiq
K pe0pKqq ă i: this follows from the definition of a jump set. Suppose that

I X IK “ tiu. Then we have to check that βKpe0pKqq ` βpiq ´ βKpiq ą βpiq which is saying
that βKpe0pKqq ą βKpiq: this follows from the definition of a jump set. �

Remark 6.15. The reason why for |IK | “ 2 one gets such a simple criterion can be learned
from the proof of the previous corollary. Namely the inequality in condition (3) in definition
6.1 will always hold when tested against elements of MaxppI, βq, pI 1, β1qq, but if IK has two
elements and I X IK has only one, then that is the only possible test to do. So one is
left with either IK Ď I or I X IK “ ∅, where in both cases it is very easy to say what
Theorem 6.2 prescribes. Indeed the ease of the latter case was formalized in Corollary 6.9.
For convenience we formalize also the ease of the case IK Ď I in the following last corollary.

Corollary 6.16. Suppose that fK “ 1. Suppose that pI, βq P Jump˚
ρK
, with IK Ď I.

Then pI, βq P JK if and only if |MaxppI, βq, pIK , βKqq| ‰ 1 when charpOK{mKq ą 2 and
|MaxppI, βq, pIK , βKqq| ı 1 mod 2 when charpOK{mKq “ 2.

Proof. The third condition of definition 6.1 becomes trivially satisfied, and the first two
conditions are precisely translated in the statement. �

7. The shooting game

The goal of this section is to explain the rules of a certain Markov process, which we called
the shooting game, and some of its variants. This process is the bridge between the two sides
of the equality in Theorem 1.7. This will be explained in detail in the next two sections. We
shall begin with an informal description.

Let ρ be a shift, and let r be a positive integer. Let p be a prime, f a positive integer and
let q :“ pf . We will use the following notation: given m P Zě1, denote by vρpmq :“ maxpi P
Zě0 : m P impρiqq. Denote by n :“ vρprq. Imagine there are n ` 1 shooters S0, S1, . . . , Sn,
and a rabbit R placed in initial position r. The activity of the shooters is to shoot at the
rabbit in turns. If the rabbit sits in position x the shooter will always shoot from the y P Tρ

such that ρvρpxqpyq “ x. We shall call such a y the shooting position of the shot. The value
vρpxq is called the length of the shot. The rules describing how the shooters take turns and
what the outcome of each turn is are the following.

p1q The shooter Si cannot perform any shot of length strictly smaller than i.
p2q Whenever it turns out (with the above rules) that a shot of length strictly smaller

than i must be performed, then Si leaves the game forever.
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case fK “ 1 there are even enough exceptions to reconstruct the full structure of the filtered
Zp-module U‚pKq out of JK . Namely we have the following.

Corollary 6.12. Let K1, K2 be two totally ramified extensions of Qppζpq. Then JK1 “ JK2

if and only if U‚pK1q »Zp-filt U‚pK2q.

Proof. Firstly observe that T ˚
ρK

consists precisely of the positive integers i P Zě1 such that
ptiu, pi ÞÑ nqq P JK for some positive integer n. Indeed if i R IK , then by Corollary 6.9 any
n P Zě1 is allowed. If instead i P IK then any n ď βpiq will be allowed, since in that way
Maxpptiu, pi ÞÑ nqq, pIK , βKqq “ ∅ (for the definition of Maxpptiu, pi ÞÑ nqq, pIK , βKqq “ ∅
see Theorem 4.8). Conversely, by definition of a jump set, it is clear that for any i P Zě1

such that ptiu, pi ÞÑ nqq P JK for some positive integer n, one has i P T ˚
ρK
. Hence T ˚

ρK
can

be reconstructed from JK , and, since eK “ |T ˚
ρK

| ´ 1, we can reconstruct eK from JK .
Next, from the proof of the previous corollary, it is clear that under the assumption

fK “ 1, the set IK can be reconstructed from JK as the set of i P T ˚
ρK

for which there
exists a positive integer n such that the extended ρK-jump set ptiu, pi ÞÑ nqq is not in JK .
Moreover in that proof we saw that, for i P IK , the set of such integers consists precisely of
the left interval rβKpiq ` 1,8q X Zě1, hence also βK can be reconstructed from JK . Hence
we can reconstruct pIK , βKq.

So given K1 and K2 as in the statement we have that 1 “ fK1 “ fK2 , and we have shown
above that we have eK1 “ eK2 and so ρK1 “ ρK2 . Moreover by the reasoning just made, from
JK1 “ JK2 we conclude that pIK1 , βK1q “ pIK2 , βK2q. Hence we conclude by Theorem 5.3
that U‚pK1q »Zp-filt U‚pK2q. The converse is a triviality. �

In other words, for K1, K2, totally ramified extension of Qppζpq, one has JK1 “ JK2 if
and only if eK1 “ eK2 and pIK1 , βK1q “ pIK2 , βK2q.
We conclude this subsection providing a more explicit description of JK in a family of

simple cases, namely when |IK | ď 2. Observe that thanks to Theorem 1.7, the equality
|IK | “ 2 is the most typical phenomenon. If vQppeq ě 2, the probability that |IK | ą 2 is

at most p1
q
qp´1 ¨ q´1

q
and at least p1

q
qp´1 ¨ p q´1

q
q2, while if vQppeq ď 1, then |IK | ď 2 always.

Observe also that |IK | “ 1 if and only if K is a tame extension of QpfK pζpnq where n
is the unique element of βKpIKq. The classification for |IK | “ 1 takes a very simple form.
Denoting by e0pKq the part of eK

p´1
coprime to p, recall that, from the definition of admissible

jump sets, one has that |IK | “ 1 if and only if IK “ te0pKqu. Recall by admissibility that
βKpe0pKqq “ vQppeKq ` 1.

Corollary 6.13. (a) Suppose |IK | “ 1, fK “ 1. An extended ρK-jump set pI, βq belongs to
JK if and only if either e0pKq R I or both e0pKq P I and βpe0pKqq ď vQppeKq ` 1.
(b) Suppose |IK | “ 1, fK ě 2. Then JK “ Jump˚

ρK
.

Proof. (a) If e0pKq R I we conclude by Corollary 6.9. If e0pKq P I and βpe0pKqq ď
βKpe0pKqq, then condition p1q of definition 6.1 cannot possibly hold, hence we conclude
by Theorem 6.2. Suppose instead that βpe0pKqq ą βKpe0pKqq. Then all three conditions of
definition 6.1 are trivially satisfied and we conclude by Theorem 6.2, finishing the proof.

(b) This follows immediately from Corollary 6.10, given the fact that e˚
ρK

‰ e0pKq P
IK . �

We next proceed providing an explicit classification in the case |IK | “ 2, fK “ 1.
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Corollary 6.14. Suppose |IK | “ 2, fK “ 1. Write IK “ te0pKq, iu. Let pI, βq P Jump˚
ρK
.

Then pI, βq P JK if and only if one of the following two conditions holds.
p1q One has that IK X I “ ∅.
p2q One has that IK Ď I, with MaxppI, βq, pIK , βKqq “ IK or MaxppI, βq, pIK , βKqq “ ∅.

Proof. From Corollary 6.9 we see that condition p1q indeed implies that pI, βq P JK . On
the other hand condition p2q implies that |MaxppI, βq, pIK , βKqq| is even, which makes the
condition p1q of definition 6.1 impossible to hold. Hence we see that condition p2q also
implies that pI, βq P JK . Conversely, assume that |MaxppI, βq, pIK , βKqq| “ 1 but IK Ď I.
Then conditions p1q ´ p2q ´ p3q of definition 6.1 are clearly satisfied, since IK ´ I “ ∅. So
are left with the case MaxppI, βq, pIK , βKqq “ I X IK . Suppose I X IK “ te0pKqu. Then

we have to check that ρ
βKpiq`βpe0pKqq´βKpe0pKqq
K piq ą ρ

βpe0pKqq
K pe0pKqq which is equivalent to

ρ
βKpe0pKqq´βKpiq
K pe0pKqq ă i: this follows from the definition of a jump set. Suppose that

I X IK “ tiu. Then we have to check that βKpe0pKqq ` βpiq ´ βKpiq ą βpiq which is saying
that βKpe0pKqq ą βKpiq: this follows from the definition of a jump set. �

Remark 6.15. The reason why for |IK | “ 2 one gets such a simple criterion can be learned
from the proof of the previous corollary. Namely the inequality in condition (3) in definition
6.1 will always hold when tested against elements of MaxppI, βq, pI 1, β1qq, but if IK has two
elements and I X IK has only one, then that is the only possible test to do. So one is
left with either IK Ď I or I X IK “ ∅, where in both cases it is very easy to say what
Theorem 6.2 prescribes. Indeed the ease of the latter case was formalized in Corollary 6.9.
For convenience we formalize also the ease of the case IK Ď I in the following last corollary.

Corollary 6.16. Suppose that fK “ 1. Suppose that pI, βq P Jump˚
ρK
, with IK Ď I.

Then pI, βq P JK if and only if |MaxppI, βq, pIK , βKqq| ‰ 1 when charpOK{mKq ą 2 and
|MaxppI, βq, pIK , βKqq| ı 1 mod 2 when charpOK{mKq “ 2.

Proof. The third condition of definition 6.1 becomes trivially satisfied, and the first two
conditions are precisely translated in the statement. �

7. The shooting game

The goal of this section is to explain the rules of a certain Markov process, which we called
the shooting game, and some of its variants. This process is the bridge between the two sides
of the equality in Theorem 1.7. This will be explained in detail in the next two sections. We
shall begin with an informal description.

Let ρ be a shift, and let r be a positive integer. Let p be a prime, f a positive integer and
let q :“ pf . We will use the following notation: given m P Zě1, denote by vρpmq :“ maxpi P
Zě0 : m P impρiqq. Denote by n :“ vρprq. Imagine there are n ` 1 shooters S0, S1, . . . , Sn,
and a rabbit R placed in initial position r. The activity of the shooters is to shoot at the
rabbit in turns. If the rabbit sits in position x the shooter will always shoot from the y P Tρ

such that ρvρpxqpyq “ x. We shall call such a y the shooting position of the shot. The value
vρpxq is called the length of the shot. The rules describing how the shooters take turns and
what the outcome of each turn is are the following.

p1q The shooter Si cannot perform any shot of length strictly smaller than i.
p2q Whenever it turns out (with the above rules) that a shot of length strictly smaller

than i must be performed, then Si leaves the game forever.
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p3q A shooter Si can start shooting only when all the other shooters Sj with j ą i had to
leave the game by rule p2q. In this case he will actually shoot.

p4q The rabbit R moves only when someone shoots. At each shot the rabbit moves some-
where forward on Zě1. If h is a positive integer, then R moves exactly h steps forward with
probability q´1

qh
.

p5q The rabbit R starts in position r.
We next explain a natural way to attach to a shooting game G a ρ-jump set pIG, βGq.

Suppose that during the game G we keep track of the shooting positions where a new
shooter came in. Let’s call this set IG. To each element of IG we attach the length of the
corresponding shot plus one, and call βG the resulting map from IG to Zě1. Observe that,
thanks to the rules, it is clear that βG gives also exactly one plus the number of shooters
still participating in that round. Indeed this is true for n by the assumption that the first
round must be played with length n (and so must be played necessarily by Sn otherwise rule
p3q would be contradicted). For b ă n, the shooter Sb cannot enter the game playing a shot
of length smaller than b by virtue of rule p1q, moreover, by virtue of rule p3q, it must be
that Sb`1 has left the game if Sb is playing so the length of the shot cannot be more than b,
otherwise Sb`1 is still allowed to play and, still by rule p3q, he will do so. Thus the length
must be b. So the map βG is strictly decreasing. Moreover, by rule p4q, the rabbit moves
forward, which means that the map i Ñ ρβGpiqpiq is strictly increasing on IG. In other words
we have shown the following fact.

Proposition 7.1. For each game G, the pair pIG, βGq is a ρ-jump set.

Shooting games can be conveniently formalized in the language of discrete-time Markov
processes. We recall the basic definition in the generality that will be relevant for us.

A discrete-time Markov process consists of a set S, called the state space, equipped with
a transition function

P : S ˆ S Ñ r0, 1s,
and with a point x0 P S, called the initial state of the process. Moreover we require that
for each x in S the function y ÞÑ P px, yq is a probability measure on S, with respect to the
discrete sigma-algebra on S. In other words we require that

ř

yPS P px, yq “ 1. We shall refer

to P px, yq as the probability to transition from x to y. The data pS, P, x0q with the above
properties, suffice to construct a probability space that models the behavior of a discrete
random walk in S starting at x0 and proceeding at each stage from x to y with probability
P px, yq. To do so we consider the space of paths

Ω :“ SZě1 ,

as a topological space with the product topology, where S is viewed as a topological space
with the discrete topology. On BpΩq, the sigma-algebra of Borel sets of Ω, a unique prob-
ability measure µP,x0 is defined with the following property. Take m a positive integer. Let
y1, . . . , ym be elements of S. For convenience put y0 :“ x0. Let Y be the cylinder set
Y :“ ty0u ˆ . . . ˆ tymu ˆ SZěm`1 . We have that

µP,x0pY q “
m´1
ź

i“0

P pyi, yi`1q.

Moreover we ask that µP,x0ptx0u ˆ SZě2q “ 1. The existence of such a measure is a simple
consequence of the Kolmogorov extension theorem [14, Theorem 2.4.3].
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For the shooting game the triple pS, P, x0q is as follows. We take as state space

S :“ tpx1, x2q P Zě1 ˆ Zě0 : vρpx1q “ x2u.

In the informal description being in state px1, x2q P S, means that the rabbit R is in position
x1 and that the next shot will be of length x2 “ vρpx1q. The initial point is

x0 :“ pr, nq.

The transition function is defined as follows. Let x :“ px1, x2q and y :“ py1, y2q be in S with
y1 ą x1. Then we put

P px, yq :“ q ´ 1

qy1´x1
.

For all other choices of x, y P S we put P px, yq “ 0. We shall denote by pS pρ, r, qq, µq,rq
the pair pΩ, µP,x0q defined in the above paragraph. This is the space of shooting games.
Sometimes we shall also use the notation S pρ, rq to denote merely the topological space
Ω “ SZě1 . Observe that

µq,rptpω1, ω2q P S pρ, rq : ω1 is strictly increasinguq “ 1.

The informal description, at the beginning of this section, gives us a map

S pρ, rq Ñ Jumpρ,

which can be described as follows. Let pω1, ω2q be in S pρ, rq with ω1 strictly increasing.
Define

Ipω1,ω2q :“ ti P Zě1 : for all positive integers j smaller than i we have ω2piq ă ω2pjqu.

We put βpω1,ω2q to be the restriction of ω2 ` 1 to Ipω1,ω2q. One readily sees that if G is the
shooting game corresponding to pω1, ω2q, then the jump set pIpω1,ω2q, βpω1,ω2qq coincides with
pIG, βGq. In the subspace, having measure 0, of pω1, ω2q such that ω1 is not an increasing map,
we let Ipω1,ω2q “ ∅. Extended jump sets arise from a natural modification of the shooting
game, called the extended shooting game. From now on we assume that Tρ is finite. Moreover
from now on we shall restrict the variable r to be smaller than e˚

ρ “ maxpTρq ` 1. The key
difference with a shooting game is that in an extended shooting game the shooters can shoot
from T ˚

ρ and not only from Tρ. We shall directly introduce the extended shooting game in
terms of Markov processes.

For the extended shooting game we consider the following triple pS˚, P ˚, x0q. For any two
positive integers k1, k2 define vρpe˚

ρ , k1, k2q :“ #tm P Zě0 : k1 ă ρmpe˚
ρq ď k2u. We take as

state space the set S˚ of points px1, x2q P Zě1 ˆZě0 such that one of the following two holds.
Either we have vρpx1q “ x2: in this case px1, x2q is said to be of the first kind. Or we have
that ρx2pe˚

ρq “ x1: in this case px1, x2q is said to be of the second kind. The initial point is

x0 :“ pr, vρprqq.

The definition of the transition function is slightly more involved. However, right after the
definition, we will give an intuitive perspective on such functions. Let x :“ px1, x2q and
y :“ py1, y2q be in S with y1 ą x1. If y is of the first kind we put

P ˚px, yq :“ q ´ 1

qy1´x1pvρpe˚
ρ ,x1,y1q .
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p3q A shooter Si can start shooting only when all the other shooters Sj with j ą i had to
leave the game by rule p2q. In this case he will actually shoot.

p4q The rabbit R moves only when someone shoots. At each shot the rabbit moves some-
where forward on Zě1. If h is a positive integer, then R moves exactly h steps forward with
probability q´1

qh
.

p5q The rabbit R starts in position r.
We next explain a natural way to attach to a shooting game G a ρ-jump set pIG, βGq.

Suppose that during the game G we keep track of the shooting positions where a new
shooter came in. Let’s call this set IG. To each element of IG we attach the length of the
corresponding shot plus one, and call βG the resulting map from IG to Zě1. Observe that,
thanks to the rules, it is clear that βG gives also exactly one plus the number of shooters
still participating in that round. Indeed this is true for n by the assumption that the first
round must be played with length n (and so must be played necessarily by Sn otherwise rule
p3q would be contradicted). For b ă n, the shooter Sb cannot enter the game playing a shot
of length smaller than b by virtue of rule p1q, moreover, by virtue of rule p3q, it must be
that Sb`1 has left the game if Sb is playing so the length of the shot cannot be more than b,
otherwise Sb`1 is still allowed to play and, still by rule p3q, he will do so. Thus the length
must be b. So the map βG is strictly decreasing. Moreover, by rule p4q, the rabbit moves
forward, which means that the map i Ñ ρβGpiqpiq is strictly increasing on IG. In other words
we have shown the following fact.

Proposition 7.1. For each game G, the pair pIG, βGq is a ρ-jump set.

Shooting games can be conveniently formalized in the language of discrete-time Markov
processes. We recall the basic definition in the generality that will be relevant for us.

A discrete-time Markov process consists of a set S, called the state space, equipped with
a transition function

P : S ˆ S Ñ r0, 1s,
and with a point x0 P S, called the initial state of the process. Moreover we require that
for each x in S the function y ÞÑ P px, yq is a probability measure on S, with respect to the
discrete sigma-algebra on S. In other words we require that

ř

yPS P px, yq “ 1. We shall refer

to P px, yq as the probability to transition from x to y. The data pS, P, x0q with the above
properties, suffice to construct a probability space that models the behavior of a discrete
random walk in S starting at x0 and proceeding at each stage from x to y with probability
P px, yq. To do so we consider the space of paths

Ω :“ SZě1 ,

as a topological space with the product topology, where S is viewed as a topological space
with the discrete topology. On BpΩq, the sigma-algebra of Borel sets of Ω, a unique prob-
ability measure µP,x0 is defined with the following property. Take m a positive integer. Let
y1, . . . , ym be elements of S. For convenience put y0 :“ x0. Let Y be the cylinder set
Y :“ ty0u ˆ . . . ˆ tymu ˆ SZěm`1 . We have that

µP,x0pY q “
m´1
ź

i“0

P pyi, yi`1q.

Moreover we ask that µP,x0ptx0u ˆ SZě2q “ 1. The existence of such a measure is a simple
consequence of the Kolmogorov extension theorem [14, Theorem 2.4.3].
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For the shooting game the triple pS, P, x0q is as follows. We take as state space

S :“ tpx1, x2q P Zě1 ˆ Zě0 : vρpx1q “ x2u.

In the informal description being in state px1, x2q P S, means that the rabbit R is in position
x1 and that the next shot will be of length x2 “ vρpx1q. The initial point is

x0 :“ pr, nq.

The transition function is defined as follows. Let x :“ px1, x2q and y :“ py1, y2q be in S with
y1 ą x1. Then we put

P px, yq :“ q ´ 1

qy1´x1
.

For all other choices of x, y P S we put P px, yq “ 0. We shall denote by pS pρ, r, qq, µq,rq
the pair pΩ, µP,x0q defined in the above paragraph. This is the space of shooting games.
Sometimes we shall also use the notation S pρ, rq to denote merely the topological space
Ω “ SZě1 . Observe that

µq,rptpω1, ω2q P S pρ, rq : ω1 is strictly increasinguq “ 1.

The informal description, at the beginning of this section, gives us a map

S pρ, rq Ñ Jumpρ,

which can be described as follows. Let pω1, ω2q be in S pρ, rq with ω1 strictly increasing.
Define

Ipω1,ω2q :“ ti P Zě1 : for all positive integers j smaller than i we have ω2piq ă ω2pjqu.

We put βpω1,ω2q to be the restriction of ω2 ` 1 to Ipω1,ω2q. One readily sees that if G is the
shooting game corresponding to pω1, ω2q, then the jump set pIpω1,ω2q, βpω1,ω2qq coincides with
pIG, βGq. In the subspace, having measure 0, of pω1, ω2q such that ω1 is not an increasing map,
we let Ipω1,ω2q “ ∅. Extended jump sets arise from a natural modification of the shooting
game, called the extended shooting game. From now on we assume that Tρ is finite. Moreover
from now on we shall restrict the variable r to be smaller than e˚

ρ “ maxpTρq ` 1. The key
difference with a shooting game is that in an extended shooting game the shooters can shoot
from T ˚

ρ and not only from Tρ. We shall directly introduce the extended shooting game in
terms of Markov processes.

For the extended shooting game we consider the following triple pS˚, P ˚, x0q. For any two
positive integers k1, k2 define vρpe˚

ρ , k1, k2q :“ #tm P Zě0 : k1 ă ρmpe˚
ρq ď k2u. We take as

state space the set S˚ of points px1, x2q P Zě1 ˆZě0 such that one of the following two holds.
Either we have vρpx1q “ x2: in this case px1, x2q is said to be of the first kind. Or we have
that ρx2pe˚

ρq “ x1: in this case px1, x2q is said to be of the second kind. The initial point is

x0 :“ pr, vρprqq.

The definition of the transition function is slightly more involved. However, right after the
definition, we will give an intuitive perspective on such functions. Let x :“ px1, x2q and
y :“ py1, y2q be in S with y1 ą x1. If y is of the first kind we put

P ˚px, yq :“ q ´ 1

qy1´x1pvρpe˚
ρ ,x1,y1q .
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If y is of the second kind we put

P ˚px, yq :“ p ´ 1

qy1´x1´1pvρpe˚
ρ ,x1,y1q .

In all the other cases we put P ˚px, yq “ 0. A straightforward calculation shows that this
function P ˚ satisfies the equations of a transition functions. We shall instead explain this
in a different way, which offers a more intuitive perspective on the formula for P ˚. This
can be done by considering an auxiliary family of Markov processes: informally these can
be imagined as the Markov processes modeling the behavior of a repeated coin toss that is
stopped at the first win. Fix x1 P Zě0. Let the state space be Sx1 :“ t0, 1u ˆ Zěx1 . Let the
initial point be x0 :“ p1, x1q. Let y be an integer larger than x1. We put Px1pp1, yq, p1, yqq :“
1, and Px1pp1, yq, zq “ 0 for all the other values of z in Sx1 . Moreover we put Px1pp0, yq, p0, y`
1qq “ 1

q
and Px1pp0, yq, p1, y ` 1qq “ q´1

q
. Finally we put Px1pp1, x1q, p0, x1 ` 1qq “ 1

q
and

Px1pp1, x1q, p1, x1 ` 1qq “ q´1
q
. For all the other values of z1, z2 in Sx1 we put Px1pz1, z2q “ 0.

In this manner one obtains a Markov process where with probability 1 a path is eventually
constant, with second coordinate strictly greater than x1. In this manner a probability
measure on Ząx1 is induced, with respect to the discrete sigma-algebra. This measure is
precisely the one used in the shooting games: it gives to each x P Ząx1 weight equal to

q´1
qx´x1

.

We can imagine a path in Sx1 as given by the following scenario. A walker is equipped with
a coin C giving 1 with probability q´1

q
and 0 with probability 1

q
. He starts his walk at x1

and moves at x1 ` 1 to see if he will stop there forever. He tosses C and if the result is 1 he
will stop there forever, otherwise he has to move at x1 ` 2 and repeat the operation. On the
other hand, to obtain the formula for P ˚ we are in the following scenario. Our walker has
also a second special coin C˚, this coin takes 1 with probability p´1

p
and 0 with probability

1
p
. The rule is that he can use C˚ only when he arrives at a position x such that there is a

nonnegative integer m with ρmpe˚
ρq “ x. In this case before using C he uses C˚. In case C˚

gives 1 he will remain in x forever and he is also provided with a cash prize. If C˚ gives 0
he will use C that will still follow the rules as before, telling him if he will stay forever at
x (though without cash prize) or if he has to move to x ` 1 to try again his luck. In this
manner we obtain a natural probability measure on t0, 1u ˆ Ząx1 , which we denote by P˚

x1
,

where the first coordinate is 1 precisely when the walker has obtained also a cash prize. One
has that if py1, y2q is of the first type, then

P˚
x1

pp0, y1qq “ P ˚ppx1, x2q, py1, y2qq,

and if py1, y2q is of the second type, then

P˚
x1

pp1, y1qq “ P ˚ppx1, x2q, py1, y2qq.

The triple pS˚, P ˚, rq gives rise to the probability space of extended shooting games. This
is the pair pS ˚pρ, r, qq, µ˚

q,rq :“ pΩ˚, µP˚,rq, where Ω˚ “ pS˚qZě1 is the space of paths and
µ˚
q,r is the natural probability measure on it, as explained above. Sometimes we shall use

the notation S ˚pρ, rq to denote merely the topological space Ω˚ “ pS˚qZě1 .
Imitating what we have done in the case of shooting games, we obtain a map

S ˚pρ, rq Ñ Jump˚
ρ .

Equip Jump˚
ρ with the discrete sigma algebra. Pushing forward µ˚

q,r via the map S ˚pρ, r, qq Ñ
Jump˚

ρ , we obtain a probability measure on Jump˚
ρ , which we will denote also by µ˚

q,r. Let
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pI, βq be in Jump˚
ρ . Observe that for r “ e

1
ρ the measure µ˚

q,r gives positive probability to
pI, βq if and only if pI, βq is admissible (for a definition see immediately before Theorem
3.38).
We devote the next subsection to describe a number of subspaces and quotients of S ˚pρ, rq

that will play an important role in the proof of Theorem 1.7.

7.1. Subspaces and quotients of extended shooting games. For any positive integer
j we define S ˚

ějpρ, rq to be the set of G P S ˚pρ, rq such that IG ‰ ∅ and minpβGq ě j.
We denote by S ˚

ějpρ, r, qq the above set viewed as a measure space with the restriction of
µ˚
q,r. If we normalize the measure in the unique way to get a probability space, we will

denote the resulting probability space as S ˚
ějpρ, r|qq: this is the probability space of games

G conditioned to never invoke a shooter of lower index then Sj.
Next we define S ˚

“jpρ, rq to be the set of G P S ˚pρ, rq such that IG ‰ ∅ and minpβGq “ j
and e˚

ρ R IG. We denote by S ˚
“jpρ, r, qq the above set viewed as a measure space with the

restriction of µ˚
q,r. If we normalize the measure in the unique way to get a probability space,

we will denote the resulting probability space as S ˚
“jpρ, r|qq: this is the probability space of

games G conditioned to invoke as a last shooter Sj, with his first shot being not from e˚
ρ .

We define S ˚
“j,˚pρ, rq to be the set of G P S ˚pρ, rq such that minpβGq “ j and e˚

ρ P IG.
We denote by S ˚

“j,˚pρ, r, qq the above set viewed as a measure space with the restriction
of µ˚

q,r. If we normalize the measure in the unique way to get a probability space, we will
denote the resulting probability space as S ˚

“j,˚pρ, r|qq: this is the probability space of games
G conditioned to invoke as a last shooter Sj, and by letting him shoot for the first time from
e˚
ρ .
Finally for any positive integers x we define Sx,stoppρ, r, qq as the quotient probability

space of S ˚pρ, r, qq, where two games are identified precisely when the trajectories of the
rabbit are identical as long as the rabbit stays below x.
For all the following remarks m will denote vρpe˚

ρq. We will assume that ρ is such that

m ě 2. Equivalently we are assuming that in S ˚pρ, e1
ρ, qq the subspace S ˚

“1pρ, e1
ρ, qq has

probability strictly smaller than 1: in case the subspace S ˚
“1pρ, e1

ρ, qq has probability equal

to 1, then the shooting game gives constantly the jump set pte1
ρu, e1

ρ ÞÑ 1q.
For a positive integer x and a nonnegative integer m1, such that x P Impρm1q we denote by

ρ´m1pxq the unique positive integer y such that ρm
1pyq “ x.

Remark 7.2. Let j P t1, . . . ,mu. Given G an element of S ˚pρ, ρ´pj´1qpe1
ρqq, by applying

ρj´1 to it, we obtain an element of S ˚
ějpρ, e

1
ρq, this map is a bijection. Moreover the map

ρj´1 induces an isomorphism of measure spaces S ˚
ějpρ, e

1
ρ|qq »meas. space S ˚pρ, ρ´pj´1qpe1

ρq, qq.
The map induced on jump sets consists simply of shifting β by j ´ 1. We call ψj the inverse
of the isomorphism given by ρj´1.

Remark 7.3. The map described in Remark 7.2 induces an isomorphism of measure spaces
S ˚

“jpρ, e
1
ρ, qq »meas. space S ˚

“1pρ, ρ´pj´1qpe1
ρq, qq.

Remark 7.4. For all elements G of a given equivalence class C in Sx,stoppρ, r, qq the set
ti P IG : ρβGpiqpiq ď xu will be the same, and similarly the restriction of βG to this set will
be the same. The resulting pair pIC , βCq is also an extended ρ-jump set. In particular the
set S ˚

“1pρ, e1
ρq consists of a union of equivalence classes for the projection to Se˚

ρ ,stoppρ, e1
ρq.
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If y is of the second kind we put

P ˚px, yq :“ p ´ 1

qy1´x1´1pvρpe˚
ρ ,x1,y1q .

In all the other cases we put P ˚px, yq “ 0. A straightforward calculation shows that this
function P ˚ satisfies the equations of a transition functions. We shall instead explain this
in a different way, which offers a more intuitive perspective on the formula for P ˚. This
can be done by considering an auxiliary family of Markov processes: informally these can
be imagined as the Markov processes modeling the behavior of a repeated coin toss that is
stopped at the first win. Fix x1 P Zě0. Let the state space be Sx1 :“ t0, 1u ˆ Zěx1 . Let the
initial point be x0 :“ p1, x1q. Let y be an integer larger than x1. We put Px1pp1, yq, p1, yqq :“
1, and Px1pp1, yq, zq “ 0 for all the other values of z in Sx1 . Moreover we put Px1pp0, yq, p0, y`
1qq “ 1

q
and Px1pp0, yq, p1, y ` 1qq “ q´1

q
. Finally we put Px1pp1, x1q, p0, x1 ` 1qq “ 1

q
and

Px1pp1, x1q, p1, x1 ` 1qq “ q´1
q
. For all the other values of z1, z2 in Sx1 we put Px1pz1, z2q “ 0.

In this manner one obtains a Markov process where with probability 1 a path is eventually
constant, with second coordinate strictly greater than x1. In this manner a probability
measure on Ząx1 is induced, with respect to the discrete sigma-algebra. This measure is
precisely the one used in the shooting games: it gives to each x P Ząx1 weight equal to

q´1
qx´x1

.

We can imagine a path in Sx1 as given by the following scenario. A walker is equipped with
a coin C giving 1 with probability q´1

q
and 0 with probability 1

q
. He starts his walk at x1

and moves at x1 ` 1 to see if he will stop there forever. He tosses C and if the result is 1 he
will stop there forever, otherwise he has to move at x1 ` 2 and repeat the operation. On the
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also a second special coin C˚, this coin takes 1 with probability p´1

p
and 0 with probability

1
p
. The rule is that he can use C˚ only when he arrives at a position x such that there is a

nonnegative integer m with ρmpe˚
ρq “ x. In this case before using C he uses C˚. In case C˚

gives 1 he will remain in x forever and he is also provided with a cash prize. If C˚ gives 0
he will use C that will still follow the rules as before, telling him if he will stay forever at
x (though without cash prize) or if he has to move to x ` 1 to try again his luck. In this
manner we obtain a natural probability measure on t0, 1u ˆ Ząx1 , which we denote by P˚

x1
,

where the first coordinate is 1 precisely when the walker has obtained also a cash prize. One
has that if py1, y2q is of the first type, then

P˚
x1

pp0, y1qq “ P ˚ppx1, x2q, py1, y2qq,

and if py1, y2q is of the second type, then

P˚
x1

pp1, y1qq “ P ˚ppx1, x2q, py1, y2qq.

The triple pS˚, P ˚, rq gives rise to the probability space of extended shooting games. This
is the pair pS ˚pρ, r, qq, µ˚

q,rq :“ pΩ˚, µP˚,rq, where Ω˚ “ pS˚qZě1 is the space of paths and
µ˚
q,r is the natural probability measure on it, as explained above. Sometimes we shall use

the notation S ˚pρ, rq to denote merely the topological space Ω˚ “ pS˚qZě1 .
Imitating what we have done in the case of shooting games, we obtain a map

S ˚pρ, rq Ñ Jump˚
ρ .

Equip Jump˚
ρ with the discrete sigma algebra. Pushing forward µ˚

q,r via the map S ˚pρ, r, qq Ñ
Jump˚

ρ , we obtain a probability measure on Jump˚
ρ , which we will denote also by µ˚

q,r. Let
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pI, βq be in Jump˚
ρ . Observe that for r “ e

1
ρ the measure µ˚

q,r gives positive probability to
pI, βq if and only if pI, βq is admissible (for a definition see immediately before Theorem
3.38).
We devote the next subsection to describe a number of subspaces and quotients of S ˚pρ, rq

that will play an important role in the proof of Theorem 1.7.

7.1. Subspaces and quotients of extended shooting games. For any positive integer
j we define S ˚

ějpρ, rq to be the set of G P S ˚pρ, rq such that IG ‰ ∅ and minpβGq ě j.
We denote by S ˚

ějpρ, r, qq the above set viewed as a measure space with the restriction of
µ˚
q,r. If we normalize the measure in the unique way to get a probability space, we will

denote the resulting probability space as S ˚
ějpρ, r|qq: this is the probability space of games

G conditioned to never invoke a shooter of lower index then Sj.
Next we define S ˚

“jpρ, rq to be the set of G P S ˚pρ, rq such that IG ‰ ∅ and minpβGq “ j
and e˚

ρ R IG. We denote by S ˚
“jpρ, r, qq the above set viewed as a measure space with the

restriction of µ˚
q,r. If we normalize the measure in the unique way to get a probability space,

we will denote the resulting probability space as S ˚
“jpρ, r|qq: this is the probability space of

games G conditioned to invoke as a last shooter Sj, with his first shot being not from e˚
ρ .

We define S ˚
“j,˚pρ, rq to be the set of G P S ˚pρ, rq such that minpβGq “ j and e˚

ρ P IG.
We denote by S ˚

“j,˚pρ, r, qq the above set viewed as a measure space with the restriction
of µ˚

q,r. If we normalize the measure in the unique way to get a probability space, we will
denote the resulting probability space as S ˚

“j,˚pρ, r|qq: this is the probability space of games
G conditioned to invoke as a last shooter Sj, and by letting him shoot for the first time from
e˚
ρ .
Finally for any positive integers x we define Sx,stoppρ, r, qq as the quotient probability

space of S ˚pρ, r, qq, where two games are identified precisely when the trajectories of the
rabbit are identical as long as the rabbit stays below x.
For all the following remarks m will denote vρpe˚

ρq. We will assume that ρ is such that

m ě 2. Equivalently we are assuming that in S ˚pρ, e1
ρ, qq the subspace S ˚

“1pρ, e1
ρ, qq has

probability strictly smaller than 1: in case the subspace S ˚
“1pρ, e1

ρ, qq has probability equal

to 1, then the shooting game gives constantly the jump set pte1
ρu, e1

ρ ÞÑ 1q.
For a positive integer x and a nonnegative integer m1, such that x P Impρm1q we denote by

ρ´m1pxq the unique positive integer y such that ρm
1pyq “ x.

Remark 7.2. Let j P t1, . . . ,mu. Given G an element of S ˚pρ, ρ´pj´1qpe1
ρqq, by applying

ρj´1 to it, we obtain an element of S ˚
ějpρ, e

1
ρq, this map is a bijection. Moreover the map

ρj´1 induces an isomorphism of measure spaces S ˚
ějpρ, e

1
ρ|qq »meas. space S ˚pρ, ρ´pj´1qpe1

ρq, qq.
The map induced on jump sets consists simply of shifting β by j ´ 1. We call ψj the inverse
of the isomorphism given by ρj´1.

Remark 7.3. The map described in Remark 7.2 induces an isomorphism of measure spaces
S ˚

“jpρ, e
1
ρ, qq »meas. space S ˚

“1pρ, ρ´pj´1qpe1
ρq, qq.

Remark 7.4. For all elements G of a given equivalence class C in Sx,stoppρ, r, qq the set
ti P IG : ρβGpiqpiq ď xu will be the same, and similarly the restriction of βG to this set will
be the same. The resulting pair pIC , βCq is also an extended ρ-jump set. In particular the
set S ˚

“1pρ, e1
ρq consists of a union of equivalence classes for the projection to Se˚

ρ ,stoppρ, e1
ρq.

Jump sets in local fields

117

Carlo Pagano-BNW.indd   117 20-11-18   19:41



JUMP SETS IN LOCAL FIELDS 105

Moreover in each such equivalence class C, the jump set pIC , βCq coincides with the jump
set pIG, βGq for any G belonging to C.

Remark 7.5. Let j be in t1, . . . ,m ´ 1u. Observe that the projection of S ˚
“j,˚pρ, e1

ρ|qq to

Sρjpe˚
ρ q,stoppρ, e1

ρ, qq lands in the image of S ˚
ěj`1pρ, e

1
ρ, qq. Thus we can apply to it ψj`1, land-

ing in S ˚
e

1
ρ,stop

pρ, ρ´jpe1
ρq, qq. We denote by ψ˚

j : S ˚
“j,˚pρ, e1

ρ|qq Ñ Sρ´j`1pe1
ρq,stoppρ, ρ´jpe1

ρq, qq
the resulting map. If C “ ψ˚

j pGq then IG “ IC Yte˚u with βG|IC “ βC `j´1 and βGpe˚q “ j.
This provides a reconstruction of pIG, βGq from pIψpGq, βψpGqq.

Remark 7.6. Given j P t1, . . . , nu, it can be easily shown that one has always that

pp ´ 1qµ˚
q,e

1
ρ
pS ˚

ěj`1pρ, e
1

ρ, qqq “ µ˚
q,e

1
ρ
pS ˚

“j,˚pρ, e1

ρ, qqq.

In the setting of local fields this fact is mirrored by Proposition 5.6.

8. Shooting game and filtered orbits

Fix p a prime number. Using the notation of Section 3, we take R “ Zp, and we fix f a
positive integer and ρ a shift. Let q :“ pf , and we recall that the module M f´1

ρ ‘ M˚
ρ was

defined on top of subsection 3.3.4. On the other hand recall from Theorem 3.37 that the
set of extended jump sets is in bijection with the set of AutfiltpM f´1

ρ ‘M˚
ρ q-orbits of vectors

in πRpM f´1
ρ ‘ M˚

ρ q. Thus, by using the Haar measure, this induces naturally a probability
measure on the set of extended admissible ρ-jump sets. We call this measure µq,Haar: given
pI, βq an admissible extended ρ-jump set, we have that µq,HaarpI, βq :“ µHaarpfilt-ord´1pI, βqq,
where the Haar measure is normalized giving total mass 1 to the set of orbits corresponding
to admissible jump sets (for a definition of admissible see right before Theorem 3.38).
On the other hand Section 7 provides us with another measure on admissible extended

jump sets, namely the probability that a shooting game in S pρ, e1
ρ, qq gives the jump set

pI, βq. We denoted by µ˚
q,e

1
ρ
this probability measure on Jump˚

ρ .

Proposition 8.1. For any extended admissible ρ-jump set pI, βq one has that

µq,HaarpI, βq “ µ˚
q,e

1
ρ
pI, βq.

Proof. We prove slightly more. Namely we construct a map Gp´q sending an admissible
vector v into a shooting game Gpvq P S ˚pρ, e1

ρ, qq, in such a way that G˚pµHaarq “ µ˚
q,e

1
ρ
and

that pIv, βvq “ pIGpvq, βGpvqq.
To construct such a map fix a filtered basis B for M f´1

ρ ‘ M˚
ρ , in the sense of Definition

3.24. This provides us for each i P Tρ with elements bi,1, . . . , bi,f of M f´1
ρ ‘M˚

ρ with weights
obeying wpbi,jq “ i, and for e˚

ρ we are provided with an element be˚
ρ
with wpbe˚

ρ
q “ e˚

ρ and

be˚
ρ

R πR ¨ pM f´1
ρ ‘ M˚

ρ q. Next fix A :“ tα1, . . . , α|R{mR|´1u a set of representatives in R of
pR{mRq˚. For every i P Tρ, denote by Fi :“ A ¨ Bi the set of ab with a P A and b P B.
Denote by i˚ the unique element of Tρ such that there exists a positive integer m with

e˚
ρ “ ρmpi˚q. Furthermore denote by Fe˚

ρ
:“ π

vρpe˚
ρ q

R Fi˚ ` A tbe˚
ρ
u. The sets Fi as i runs in

T ˚
ρ are pairwise disjoint. For any vector z P M f´1

ρ ‘M˚
ρ , there exists a unique i P T ˚

ρ , which

we denote by iz, such that there exist bz P Fiz and vpzq P Zě0 with wp´π
vpzq
R bz ` zq ą wpzq,

where ρvpzqpizq “ wpzq and bz P Fiz . The elements bz, vpzq are unique.
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Now let v P πRpM f´1
ρ ‘ M˚

ρ q be a vector in an admissible orbit. Let x be the vector in

M f´1
ρ ‘ M˚

ρ such that πRx “ v. We inductively construct a sequence of vectors by letting

x1 “ x and setting xj`1 “ xj ´ π
vpxjq
R bxj

the unique expression explained above. We use this
sequence of vectors to attach to v a shooting game Gpvq as follows: we consider the map
pf1, f2q : Zě1 Ñ Zě1 ˆ Zě1, given by the relation f1piq “ wpxiq and f2piq “ vpxiq. One can
easily verify that the pushforward with Gp´q of the Haar measure is µ˚

q,e
1
ρ
and that the map

Gp´q preserves jump sets. �

9. A mass-formula for U1

Let p be a prime number, f be a positive integer, denote by q “ pf , let e P pp ´ 1qZě1

and let pI, βq be an extended admissible ρe,p-jump set. The goal of this section is to provide
a proof of Theorem 1.7. In virtue of Proposition 8.1, this task is equivalent to proving the
following Theorem.

Theorem 9.1.

µ e
p´1

,Q
pf

pζpqptK P Sp e

p ´ 1
,Qpf pζpqq : pIK , βKq “ pI, βquq “ µ˚

q,e
1
ρ
pI, βq.

If F is a local field and h is a positive integer, then Eisph, F q denotes the set of degree h
Eisenstein polynomials in F rxs. These are monic polynomials fpxq with coefficients in OF ,
that reduced modulo mF , the maximal ideal of OF , become xh and such that fp0q R m2

F .

9.1. Proof outline. Since our proof of Theorem 9.1 is quite long, we shall first explain
its basic idea. In subsection 9.1.1 we give an overview of the main ideas of the proof. In
subsection 9.1.2 we explain how the proof reduces to the construction of certain maps from
certain spaces of Eisenstein polynomials to shooting games. Finally we spend the rest of the
section to construct such maps and to show that they meet all the requirements explained
in subsection 9.1.2.

9.1.1. The idea of the proof. In this subsection the discussion is informal. Our priority here
is to provide some intuition about how the proof of Theorem 9.1 goes. For a formal proof
see from subsection 9.1.2 on.
The starting idea is to proceed as in the proof of Proposition 8.1. One has immediately a

difference between the set-up of Proposition 8.1 and the one of Theorem 9.1. In Proposition
8.1 one has a fixed free-filtered module where it is possible to successively “shoot at elements
of M f´1

ρ ‘M˚
ρ ” as done in that proof, using a fixed filtered basis. In this manner a measure-

preserving map is obtained sending each vector of M f´1
ρ ‘ M˚

ρ to an extended shooting
game. By measure-preserving here we mean that the push-forward of the measure on the
source is equal to the measure on the target. In Theorem 9.1 we have a varying quasi-free
filtered module, namely U‚pKq, so we need firstly to find a common manner to successively
“shoot at the units” in order to proceed as in the proof of Proposition 8.1. This step can
be done by fixing the set of polynomials B :“ tp1 ` γxiq : i P Tρe,p , γ P TeichpQpf q ´ t0uu Y
t1 ` ε1x

pe
p´1 u, where TeichpQpf q denotes the set of Teichmüller representatives of Fpf in Qpf .

Here ε1 is a Teichmüller representative of a fixed element ε1 P Fpf with TrF
pf

{Fppεq ‰ 0.

To keep a stricter analogy with the proof of Theorem 8.1, we should only allow a set of
Teichm̈uller representatives that, once it is reduced modulo pZpf , it becomes a basis of Fpf .
Since this restriction would make the description of the next steps heavier and is irrelevant
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Moreover in each such equivalence class C, the jump set pIC , βCq coincides with the jump
set pIG, βGq for any G belonging to C.

Remark 7.5. Let j be in t1, . . . ,m ´ 1u. Observe that the projection of S ˚
“j,˚pρ, e1

ρ|qq to

Sρjpe˚
ρ q,stoppρ, e1

ρ, qq lands in the image of S ˚
ěj`1pρ, e

1
ρ, qq. Thus we can apply to it ψj`1, land-

ing in S ˚
e

1
ρ,stop

pρ, ρ´jpe1
ρq, qq. We denote by ψ˚

j : S ˚
“j,˚pρ, e1

ρ|qq Ñ Sρ´j`1pe1
ρq,stoppρ, ρ´jpe1

ρq, qq
the resulting map. If C “ ψ˚

j pGq then IG “ IC Yte˚u with βG|IC “ βC `j´1 and βGpe˚q “ j.
This provides a reconstruction of pIG, βGq from pIψpGq, βψpGqq.

Remark 7.6. Given j P t1, . . . , nu, it can be easily shown that one has always that

pp ´ 1qµ˚
q,e

1
ρ
pS ˚

ěj`1pρ, e
1

ρ, qqq “ µ˚
q,e

1
ρ
pS ˚

“j,˚pρ, e1

ρ, qqq.

In the setting of local fields this fact is mirrored by Proposition 5.6.

8. Shooting game and filtered orbits

Fix p a prime number. Using the notation of Section 3, we take R “ Zp, and we fix f a
positive integer and ρ a shift. Let q :“ pf , and we recall that the module M f´1

ρ ‘ M˚
ρ was

defined on top of subsection 3.3.4. On the other hand recall from Theorem 3.37 that the
set of extended jump sets is in bijection with the set of AutfiltpM f´1

ρ ‘M˚
ρ q-orbits of vectors

in πRpM f´1
ρ ‘ M˚

ρ q. Thus, by using the Haar measure, this induces naturally a probability
measure on the set of extended admissible ρ-jump sets. We call this measure µq,Haar: given
pI, βq an admissible extended ρ-jump set, we have that µq,HaarpI, βq :“ µHaarpfilt-ord´1pI, βqq,
where the Haar measure is normalized giving total mass 1 to the set of orbits corresponding
to admissible jump sets (for a definition of admissible see right before Theorem 3.38).
On the other hand Section 7 provides us with another measure on admissible extended

jump sets, namely the probability that a shooting game in S pρ, e1
ρ, qq gives the jump set

pI, βq. We denoted by µ˚
q,e

1
ρ
this probability measure on Jump˚

ρ .

Proposition 8.1. For any extended admissible ρ-jump set pI, βq one has that

µq,HaarpI, βq “ µ˚
q,e

1
ρ
pI, βq.

Proof. We prove slightly more. Namely we construct a map Gp´q sending an admissible
vector v into a shooting game Gpvq P S ˚pρ, e1

ρ, qq, in such a way that G˚pµHaarq “ µ˚
q,e

1
ρ
and

that pIv, βvq “ pIGpvq, βGpvqq.
To construct such a map fix a filtered basis B for M f´1

ρ ‘ M˚
ρ , in the sense of Definition

3.24. This provides us for each i P Tρ with elements bi,1, . . . , bi,f of M f´1
ρ ‘M˚

ρ with weights
obeying wpbi,jq “ i, and for e˚

ρ we are provided with an element be˚
ρ
with wpbe˚

ρ
q “ e˚

ρ and

be˚
ρ

R πR ¨ pM f´1
ρ ‘ M˚

ρ q. Next fix A :“ tα1, . . . , α|R{mR|´1u a set of representatives in R of
pR{mRq˚. For every i P Tρ, denote by Fi :“ A ¨ Bi the set of ab with a P A and b P B.
Denote by i˚ the unique element of Tρ such that there exists a positive integer m with

e˚
ρ “ ρmpi˚q. Furthermore denote by Fe˚

ρ
:“ π

vρpe˚
ρ q

R Fi˚ ` A tbe˚
ρ
u. The sets Fi as i runs in

T ˚
ρ are pairwise disjoint. For any vector z P M f´1

ρ ‘M˚
ρ , there exists a unique i P T ˚

ρ , which

we denote by iz, such that there exist bz P Fiz and vpzq P Zě0 with wp´π
vpzq
R bz ` zq ą wpzq,

where ρvpzqpizq “ wpzq and bz P Fiz . The elements bz, vpzq are unique.
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Now let v P πRpM f´1
ρ ‘ M˚

ρ q be a vector in an admissible orbit. Let x be the vector in

M f´1
ρ ‘ M˚

ρ such that πRx “ v. We inductively construct a sequence of vectors by letting

x1 “ x and setting xj`1 “ xj ´ π
vpxjq
R bxj

the unique expression explained above. We use this
sequence of vectors to attach to v a shooting game Gpvq as follows: we consider the map
pf1, f2q : Zě1 Ñ Zě1 ˆ Zě1, given by the relation f1piq “ wpxiq and f2piq “ vpxiq. One can
easily verify that the pushforward with Gp´q of the Haar measure is µ˚

q,e
1
ρ
and that the map

Gp´q preserves jump sets. �

9. A mass-formula for U1

Let p be a prime number, f be a positive integer, denote by q “ pf , let e P pp ´ 1qZě1

and let pI, βq be an extended admissible ρe,p-jump set. The goal of this section is to provide
a proof of Theorem 1.7. In virtue of Proposition 8.1, this task is equivalent to proving the
following Theorem.

Theorem 9.1.

µ e
p´1

,Q
pf

pζpqptK P Sp e

p ´ 1
,Qpf pζpqq : pIK , βKq “ pI, βquq “ µ˚

q,e
1
ρ
pI, βq.

If F is a local field and h is a positive integer, then Eisph, F q denotes the set of degree h
Eisenstein polynomials in F rxs. These are monic polynomials fpxq with coefficients in OF ,
that reduced modulo mF , the maximal ideal of OF , become xh and such that fp0q R m2

F .

9.1. Proof outline. Since our proof of Theorem 9.1 is quite long, we shall first explain
its basic idea. In subsection 9.1.1 we give an overview of the main ideas of the proof. In
subsection 9.1.2 we explain how the proof reduces to the construction of certain maps from
certain spaces of Eisenstein polynomials to shooting games. Finally we spend the rest of the
section to construct such maps and to show that they meet all the requirements explained
in subsection 9.1.2.

9.1.1. The idea of the proof. In this subsection the discussion is informal. Our priority here
is to provide some intuition about how the proof of Theorem 9.1 goes. For a formal proof
see from subsection 9.1.2 on.
The starting idea is to proceed as in the proof of Proposition 8.1. One has immediately a

difference between the set-up of Proposition 8.1 and the one of Theorem 9.1. In Proposition
8.1 one has a fixed free-filtered module where it is possible to successively “shoot at elements
of M f´1

ρ ‘M˚
ρ ” as done in that proof, using a fixed filtered basis. In this manner a measure-

preserving map is obtained sending each vector of M f´1
ρ ‘ M˚

ρ to an extended shooting
game. By measure-preserving here we mean that the push-forward of the measure on the
source is equal to the measure on the target. In Theorem 9.1 we have a varying quasi-free
filtered module, namely U‚pKq, so we need firstly to find a common manner to successively
“shoot at the units” in order to proceed as in the proof of Proposition 8.1. This step can
be done by fixing the set of polynomials B :“ tp1 ` γxiq : i P Tρe,p , γ P TeichpQpf q ´ t0uu Y
t1 ` ε1x

pe
p´1 u, where TeichpQpf q denotes the set of Teichmüller representatives of Fpf in Qpf .

Here ε1 is a Teichmüller representative of a fixed element ε1 P Fpf with TrF
pf

{Fppεq ‰ 0.

To keep a stricter analogy with the proof of Theorem 8.1, we should only allow a set of
Teichm̈uller representatives that, once it is reduced modulo pZpf , it becomes a basis of Fpf .
Since this restriction would make the description of the next steps heavier and is irrelevant
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for the present discussion, we shall disregard it. One can attempt to proceed precisely
as in the proof of Theorem 8.1 in order to construct a measure-preserving function from
the set of Eisenstein polynomials to the set of shooting games. As we will see, we will
use only a part of this idea, one that is still good enough to obtain a proof of Theorem
9.1 and that combined with a different set of observations (explained at the end of this
subsection) leads to more informative results. More concretely one starts with an Eisenstein

polynomial gpxq “ x
e

p´1 `
ř

e
p´1

´1

i“0 aix
i. Next one finds a unit u in Zpf rζps˚ in such a way

that ugpxq “ ux
e

p´1 `
ř

e
p´1

´1

i“1 uaix
i `1´ ζp. Hence in the field Qpf pζpqrxs{gpxq one can write

ζp “ 1`
ř

e
p´1

´1

i“1 uaix
i `ux

e
p´1 “: g1pxq. At this point one multiplies g1pxq by p1`γxe0qp

vQp
peq

for a suitable γ P TeichpQpf q, where e0 denotes the largest divisor of e
p´1

coprime to p. After

expanding the product, we replace all the powers of x having degree larger than e
p´1

with their

remainder upon division by gpxq. In this way a second expression g2pxq “ 1`
ř

pe
p´1

´1

i“1 aip2qxi

is obtained. Now we would like to iterate this. We do so as long as this unit has weight
less than pe

p´1
. In this case we have precisely one way to choose an element of B that does

the same job 1 ` γxe0 did for g1pxq: in particular we do not use the element 1 ` ε1x
pe
p´1 . If

we iterate this procedure as long as the weight stays below pe
p´1

, we obtain a sequence of

polynomials g1pxq, . . . , gkpxq where gs`1pxq is obtained by “shooting” gspxq with an element
of B in the way hinted above. Moreover it is relatively easy to determine that the change
of weight from gspxq to gs`1pxq obeys the same rule as the change of positions of the rabbit
during the shooting game. Indeed, as we shall see in the proof, although the expressions
for gs`1pxq can become increasingly complicated, there is a simple way to get the probability
that the weight of gs`1pxq will be larger than a given y, with y ă pe

p´1
. The reason for this is

that we can divide in two pieces the expressions that decide whether the weight of gs`1pxq
will be larger than y. One piece comes from “lower order terms” and it behaves in the proof,
from the probabilistic point of view, as a constant. The other piece comes in a very simple
manner from the Eisenstein polynomial gpxq and one sees, directly from the definition of
Haar measure on Eisenstein polynomials, that it is a uniform random variable in TeichpQpf q.
In this way we can prove Theorem 9.1 for all pI, βq with minpβq “ 1 and pe

p´1
R I. To proceed

further we need to deal with the case that, in the above “shooting process”, the unit has
reached a weight at least pe

p´1
and we have not yet used a shot of length 0. That means

that either pe
p´1

P IK with βp pe
p´1

q “ 1 or ζp2 P K. The last remark in Section 7.1 tells us

that the former possibility should occur precisely p ´ 1 times as often as the latter. On the
other hand Proposition 5.6 tells us that the same happens for local fields. Indeed the fields
tQpf pζpqpsq : s P t1, . . . , pu have all the same mass, therefore by Proposition 5.6 we conclude
that they partition the set of local fields K, having either pe

p´1
P K or ζp2 P K, into p disjoint

sets X1, . . . , Xp having all the same mass, with K P Xs if and only if Qpf pζpqpsq Ď K. For
s P t1, . . . , p´ 1u we have that the total mass of Xs equals

1
p´1

of the total mass of the fields

K with pe
p´1

P IK and βKp pe
p´1

q “ 1. On the other hand Xp consists of those fields K with

ζp2 P K. So we deal with the set X1, . . . , Xp´1 working with Eisenstein polynomials over
Qpf pζpqp1q, . . . ,Qpf pζpqpp ´ 1q and we deal with Xp using Qpf pζp2q. Thanks to Proposition
5.6, by repeating the above “shooting argument” for the sets X1, . . . , Xp´1, Theorem 9.1 is
proved also in the case that pe

p´1
P I with βp pe

p´1
q “ 1. The idea is to repeat this whole proof

structure over Qpf pζp2q.
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9.1.2. Proof strategy. The plan of the proof is the following. Let n :“ vQppeq. We will use
the notation from Section 7 and in particular from Section 7.1. For each j P t0, 1, . . . , nu we
construct maps

σj : Eisp
e

pjpp ´ 1q ,Qqpζpj`1qq Ñ S pe
p´1

,stoppρe,p,
e

pjpp ´ 1q , qq

and for each j1 P t0, . . . , n ´ 1u and j2 P t1, .., p ´ 1u we construct maps

σj1,j2 : Eisp
e

pj1`1pp ´ 1q ,Qqpζpj1`1qpj2qq Ñ S e
p´1

,stoppρe,p,
e

pj1`1pp ´ 1q , qq,

having the following two properties.
pP.1q For any j P t0, 1, . . . , nu and fpxq P Eisp e

pjpp´1q ,Qqpζpj`1qq, denoting by Kfpxq :“
Qqpζpj`1qrxs{fpxq, we have that

ti P IKfpxq : ρ
βKfpxq ´pj`1q
e,p piq ă pe

p ´ 1
u “ Iσjpfpxqq

and for each i P Iσjpfpxqq we have that

βKfpxqpiq “ βσjpfpxqqpiq ` j.

For any j1 P t0, . . . , n´ 1u, j2 P t1, . . . , p´ 1u and fpxq P Eisp e
pj`1pp´1q ,Qqpζpj1`1qpj2qq , we

have that
IKfpxq “ Iσj1,j2

pfpxqq Y t pe

p ´ 1
u.

For i P Iσj1,j2
pfpxqq we have

βKfpxqpiq “ βσj1,j2
pfpxqqpiq ` j1 ` 1.

Finally we have

βKfpxqp
pe

p ´ 1
q “ j1 ` 1.

pP.2q For any j P t0, 1, . . . , nu pushing forward µHaar, the natural probability measure on
Eisp e

pjpp´1q ,Qqpζpj`1qq coming from the Haar measure on the coefficients, with σj one obtains

µ˚
q, e

pjpp´1q
,ρe,p

, the probability measure on S pe
p´1

,stoppρe,p, e
pjpp´1q , qq introduced in Section 7.

For any j1 P t0, 1, . . . , n´1u and j2 P t1, . . . , p´1u, pushing forward µHaar with σj1,j2 from
EispQqpζpj1`1qpj2qq to S e

pj1 pp´1q
pρe,p, e

pj1`1pp´1q , qq, one obtains µ˚
q, e

pj1`1pp´1q
,ρe,p

.

The construction of such maps σj and σj1,j2 satisfying pP.1q and pP.2q as above, is sufficient
to prove Theorem 9.1 and thus Theorem 1.7. Indeed, thanks to Remark 7.4, we can conclude
with σ0 that Theorem 9.1 holds for all pI, βq with minpβq “ 1 and pe

p´1
R I. At that point we

know that the probability of the event tminpβq ą 1 or pe
p´1

P Iu has equal probability on both

sides (Eisenstein polynomials and shooting games). We remark that this conclusion can be
reached alternatively also by a direct computation. By Remark 7.6 we know that, at the level
of shooting games, the probability of the event t pe

p´1
P I, βp pe

p´1
q “ 1u is p´1 times as large as

the event tminpβq ą 1u. On the other hand this is clearly true also at the level of Eisenstein
polynomials: the fields Qqpζpqpjq have the same mass as j runs through t1, . . . , pu, and by
Proposition 5.6, precisely the first p ´ 1 of them give the event t pe

p´1
P I, βp pe

p´1
q “ 1u, while

the last (which is Qqpζp2q) gives the event tminpβq ą 1u. Thus we can go on in the proof of
Theorem 9.1 by conditioning on both sides with either the event t pe

p´1
P I, βp pe

p´1
q “ 1u or

the event tminpβq ą 1u. Thus by Remark 7.5, and with the σ0,j2 we conclude the validity
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for the present discussion, we shall disregard it. One can attempt to proceed precisely
as in the proof of Theorem 8.1 in order to construct a measure-preserving function from
the set of Eisenstein polynomials to the set of shooting games. As we will see, we will
use only a part of this idea, one that is still good enough to obtain a proof of Theorem
9.1 and that combined with a different set of observations (explained at the end of this
subsection) leads to more informative results. More concretely one starts with an Eisenstein

polynomial gpxq “ x
e

p´1 `
ř

e
p´1

´1

i“0 aix
i. Next one finds a unit u in Zpf rζps˚ in such a way

that ugpxq “ ux
e

p´1 `
ř

e
p´1

´1

i“1 uaix
i `1´ ζp. Hence in the field Qpf pζpqrxs{gpxq one can write

ζp “ 1`
ř

e
p´1

´1

i“1 uaix
i `ux

e
p´1 “: g1pxq. At this point one multiplies g1pxq by p1`γxe0qp

vQp
peq

for a suitable γ P TeichpQpf q, where e0 denotes the largest divisor of e
p´1

coprime to p. After

expanding the product, we replace all the powers of x having degree larger than e
p´1

with their

remainder upon division by gpxq. In this way a second expression g2pxq “ 1`
ř

pe
p´1

´1

i“1 aip2qxi

is obtained. Now we would like to iterate this. We do so as long as this unit has weight
less than pe

p´1
. In this case we have precisely one way to choose an element of B that does

the same job 1 ` γxe0 did for g1pxq: in particular we do not use the element 1 ` ε1x
pe
p´1 . If

we iterate this procedure as long as the weight stays below pe
p´1

, we obtain a sequence of

polynomials g1pxq, . . . , gkpxq where gs`1pxq is obtained by “shooting” gspxq with an element
of B in the way hinted above. Moreover it is relatively easy to determine that the change
of weight from gspxq to gs`1pxq obeys the same rule as the change of positions of the rabbit
during the shooting game. Indeed, as we shall see in the proof, although the expressions
for gs`1pxq can become increasingly complicated, there is a simple way to get the probability
that the weight of gs`1pxq will be larger than a given y, with y ă pe

p´1
. The reason for this is

that we can divide in two pieces the expressions that decide whether the weight of gs`1pxq
will be larger than y. One piece comes from “lower order terms” and it behaves in the proof,
from the probabilistic point of view, as a constant. The other piece comes in a very simple
manner from the Eisenstein polynomial gpxq and one sees, directly from the definition of
Haar measure on Eisenstein polynomials, that it is a uniform random variable in TeichpQpf q.
In this way we can prove Theorem 9.1 for all pI, βq with minpβq “ 1 and pe

p´1
R I. To proceed

further we need to deal with the case that, in the above “shooting process”, the unit has
reached a weight at least pe

p´1
and we have not yet used a shot of length 0. That means

that either pe
p´1

P IK with βp pe
p´1

q “ 1 or ζp2 P K. The last remark in Section 7.1 tells us

that the former possibility should occur precisely p ´ 1 times as often as the latter. On the
other hand Proposition 5.6 tells us that the same happens for local fields. Indeed the fields
tQpf pζpqpsq : s P t1, . . . , pu have all the same mass, therefore by Proposition 5.6 we conclude
that they partition the set of local fields K, having either pe

p´1
P K or ζp2 P K, into p disjoint

sets X1, . . . , Xp having all the same mass, with K P Xs if and only if Qpf pζpqpsq Ď K. For
s P t1, . . . , p´ 1u we have that the total mass of Xs equals

1
p´1

of the total mass of the fields

K with pe
p´1

P IK and βKp pe
p´1

q “ 1. On the other hand Xp consists of those fields K with

ζp2 P K. So we deal with the set X1, . . . , Xp´1 working with Eisenstein polynomials over
Qpf pζpqp1q, . . . ,Qpf pζpqpp ´ 1q and we deal with Xp using Qpf pζp2q. Thanks to Proposition
5.6, by repeating the above “shooting argument” for the sets X1, . . . , Xp´1, Theorem 9.1 is
proved also in the case that pe

p´1
P I with βp pe

p´1
q “ 1. The idea is to repeat this whole proof

structure over Qpf pζp2q.

108 C. PAGANO

9.1.2. Proof strategy. The plan of the proof is the following. Let n :“ vQppeq. We will use
the notation from Section 7 and in particular from Section 7.1. For each j P t0, 1, . . . , nu we
construct maps

σj : Eisp
e

pjpp ´ 1q ,Qqpζpj`1qq Ñ S pe
p´1

,stoppρe,p,
e

pjpp ´ 1q , qq

and for each j1 P t0, . . . , n ´ 1u and j2 P t1, .., p ´ 1u we construct maps

σj1,j2 : Eisp
e

pj1`1pp ´ 1q ,Qqpζpj1`1qpj2qq Ñ S e
p´1

,stoppρe,p,
e

pj1`1pp ´ 1q , qq,

having the following two properties.
pP.1q For any j P t0, 1, . . . , nu and fpxq P Eisp e

pjpp´1q ,Qqpζpj`1qq, denoting by Kfpxq :“
Qqpζpj`1qrxs{fpxq, we have that

ti P IKfpxq : ρ
βKfpxq ´pj`1q
e,p piq ă pe

p ´ 1
u “ Iσjpfpxqq

and for each i P Iσjpfpxqq we have that

βKfpxqpiq “ βσjpfpxqqpiq ` j.

For any j1 P t0, . . . , n´ 1u, j2 P t1, . . . , p´ 1u and fpxq P Eisp e
pj`1pp´1q ,Qqpζpj1`1qpj2qq , we

have that
IKfpxq “ Iσj1,j2

pfpxqq Y t pe

p ´ 1
u.

For i P Iσj1,j2
pfpxqq we have

βKfpxqpiq “ βσj1,j2
pfpxqqpiq ` j1 ` 1.

Finally we have

βKfpxqp
pe

p ´ 1
q “ j1 ` 1.

pP.2q For any j P t0, 1, . . . , nu pushing forward µHaar, the natural probability measure on
Eisp e

pjpp´1q ,Qqpζpj`1qq coming from the Haar measure on the coefficients, with σj one obtains

µ˚
q, e

pjpp´1q
,ρe,p

, the probability measure on S pe
p´1

,stoppρe,p, e
pjpp´1q , qq introduced in Section 7.

For any j1 P t0, 1, . . . , n´1u and j2 P t1, . . . , p´1u, pushing forward µHaar with σj1,j2 from
EispQqpζpj1`1qpj2qq to S e

pj1 pp´1q
pρe,p, e

pj1`1pp´1q , qq, one obtains µ˚
q, e

pj1`1pp´1q
,ρe,p

.

The construction of such maps σj and σj1,j2 satisfying pP.1q and pP.2q as above, is sufficient
to prove Theorem 9.1 and thus Theorem 1.7. Indeed, thanks to Remark 7.4, we can conclude
with σ0 that Theorem 9.1 holds for all pI, βq with minpβq “ 1 and pe

p´1
R I. At that point we

know that the probability of the event tminpβq ą 1 or pe
p´1

P Iu has equal probability on both

sides (Eisenstein polynomials and shooting games). We remark that this conclusion can be
reached alternatively also by a direct computation. By Remark 7.6 we know that, at the level
of shooting games, the probability of the event t pe

p´1
P I, βp pe

p´1
q “ 1u is p´1 times as large as

the event tminpβq ą 1u. On the other hand this is clearly true also at the level of Eisenstein
polynomials: the fields Qqpζpqpjq have the same mass as j runs through t1, . . . , pu, and by
Proposition 5.6, precisely the first p ´ 1 of them give the event t pe

p´1
P I, βp pe

p´1
q “ 1u, while

the last (which is Qqpζp2q) gives the event tminpβq ą 1u. Thus we can go on in the proof of
Theorem 9.1 by conditioning on both sides with either the event t pe

p´1
P I, βp pe

p´1
q “ 1u or

the event tminpβq ą 1u. Thus by Remark 7.5, and with the σ0,j2 we conclude the validity
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of Theorem 9.1 for pI, βq with pe
p´1

P I and βp pe
p´1

q “ 1. Here we are using that if F {K is a

totally ramified Galois extension of local fields, then, for an extension F {E and a positive
integer d P rF : EsZě1, the conditional probability measure µd,Ep´|tF is a subfielduq equals
the probability measure µ d

rF :Es ,F
1. That justifies the passage to Eisenstein polynomials over

the extensions Qqpζppjqq.
Now we continue working over Qqpζp2q and we proceed precisely as above. Namely we first

use the map σ1 to show that Theorem 9.1 holds for pI, βq with minpβq “ 2 and pe
p´1

R I. If

n “ 1 we are done. Otherwise we again obtain that the measure of the event tminpβq ą
2 or pe

p´1
P Iu coincides on both sides of Theorem 9.1. Finally Remark 7.6 gives that, at the

level of shooting games, the event t pe
p´1

P I, βp pe
p´1

q “ 2u is p ´ 1 times as frequent as the

event tminpβq ą 2u. This holds also for Eisenstein polynomials thanks to the fact that the
extensions Qqpζp2qpjq of Qqpζp2q for j P t1, . . . , pu have all the same mass, and by Proposition
5.6 we have that the first p ´ 1 give the event t pe

p´1
P I, βp pe

p´1
q “ 2u while the last (which

is Qqpζp3q) gives the event tminpβq ą 2u. Thus we use the maps σ1,j to prove Theorem 9.1,
with the same considerations made above, and we go on working over Qqpζp3q. Iterating this
argument we prove Theorem 9.1 for every pI, βq, an extended admissible jump set. Therefore
to finish the proof, we are left with constructing the maps σj, σj1,j2 and showing that they
have properties pP.1q and pP.2q. This done in the next two subsections.

9.2. Construction of the maps σj, σj1,j2. Let j P t0, . . . , nu, we begin with the construc-
tion of σj. To lighten the notation, denote ej :“ e

pjpp´1q . An element

fpxq :“ xej `
ej´1
ÿ

i“0

aix
i

in Eispej,Qqpζpj`1qq can be equivalently represented as

f̃pxq :“ 1 `
ej
ÿ

i“1

ãix
i

where f̃pxq :“ 1´ζ
pj`1

a0
fpxq ` ζpj`1 . This gives us an embedding of Eispej,Qqpζpj`1qq into

HejpQqpζpj`1qq :“ tg P Zqrζpj`1s : degpgq ď ej, gp0q “ 1, gpxq ” 1 or gpxq ” 1`axej mod p1´
ζpj`1q for some a P Zqrζpj`1s˚u. Starting with f0pxq :“ f̃pxq, we define inductively a sequence
tfnpxqunPZě0 with fnpxq P HejpQqpζpj`1qq for every n P Zě0. To do so we first define a weight
map on HejpQqpζpj`1qq by

wp1 `
ej
ÿ

i“1

bix
iq “ min1ďiďej :bi‰0pejvQqpζ

pj`1 qpbiq ` iq.

Now, suppose that wpfnpxqq ě pe
p´1

, then declare

fn`1pxq “ fnpxq.
So, suppose that wpfnpxqq ă pe

p´1
. Observe that

fnpxq P UwpfnpxqqpQqpζpj`1qrxs{fpxqq ´ Uwpfnpxqq`1pQqpζpj`1qrxs{fpxqq,
1Here we are using the following standard notation. If pX,µq is a probability space and A Ď X is

a measurable subset with µpAq ą 0, then µp´|Aq denotes the probability measure on A, defined by the

formula µp´|AqpBq :“ µpBq
µpAq for each B Ď A measurable.
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thus there exist unique in P Tρe,p , βn P Zě0 and unique εn, a Teichmüller representative in
Qq, such that

p1 ` εnx
inqpβnfnpxq P Uwpfnpxqq`1pQqpζpj`1qrxs{fpxqq.

It is not difficult to show that there exists a unique element of HejpQqpζpj`1qq congruent

to p1 ` εnx
inqpβnfnpxq modulo fpxq and of degree at most ej. We put fn`1pxq to be this

element. It follows by construction that wpfn`1pxqq ě wpfnpxqq with equality occurring iff
wpfnpxqq ě pe

p´1
. Moreover in the case of equality we have fn`1pxq “ fnpxq. Thus we define

σjpfpxqq :“ tn ÞÑ pwpfn´1pxqq, βn´1qunPZě1 P S pe
p´1

,stoppρe,p,
e

pjpp ´ 1q , qq.

Let now j1 P t0, . . . , n ´ 1u and j2 P t1, . . . , p ´ 1u. The map σj1,j2 is defined similarly
to how the maps σj were defined. We briefly explain the modifications. Fix units u1, u2 P
Qqpζpj1`1qpj2q with

up
1u2 “ ζpj1`1 , vQqpζ

pj1`1 qpj2qpu1 ´ 1q “ 1, vQqpζ
pj1`1 qpj2qpu2 ´ 1q “ pe

p ´ 1

and u2 R pQqpζpj1`1qpj2qq˚p, as guaranteed by Proposition 5.7 and Corollary 3.41 together.

Next, given fpxq :“ xej1`1 `
řej1

i“0 aix
i P Eispej1`1,Qqpζpj1`1qq, define this time

f̃pxq :“ 1 ´ u1

a0
fpxq ` u1.

Also change Hej1`1
pQqpζpj1`1qpj2qq to be the set

tg P Zqrζpj1`1 , u1s : degpgq ď ej1`1, gp0q “ 1, gpxq ” 1 or gpxq ” 1 ` xej mod p1 ´ u1qu,

and set the cut-off for concluding fn`1pxq “ fnpxq to be wpfnpxqq ě ej. Following the above
procedure, with these modifications, we get the construction of

σj1,j2pfpxqq P S e
p´1

,stoppρe,p,
e

pj1`1pp ´ 1q , qq.

9.3. The maps σj, σj1,j2 satisfy properties pP.1q, pP.2q. Let us begin showing that, for
j P t0, . . . , nu, the map σj obeys the property pP.1q. By construction, we know that for
fpxq P Eispej,Qqpζpj`1qq, we have that

ζpj`1 ¨
ź

n:wpfnpxqqă pe
p´1

p1 ` αnx
inqpβn P U pe

p´1
pQqpζpj`1qrxs{fpxqq,

with pβnin “ wpfnpxqq, so the sequence n ÞÑ pβnin is strictly increasing as n runs with the
constraint wpfnpxqq ă pe

p´1
. Of course, the weight of 1 ` αnx

in in U‚pQqpζpj`1qrxs{fpxqq
is precisely in. Therefore one sees that the values of n such that in P IQqpζ

pj`1 qrxs{fpxq are

precisely those where βn reaches a new minimum. This is precisely the same rule that
implies in P Iσjpfpxqq. For such an in it easily follows from Corollary 3.41 that

βn ` j ` 1 “ βQqpζ
pj`1 qrxs{fpxq.

This shows that σj enjoys the property pP.1q for each j P t0, . . . , nu.
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of Theorem 9.1 for pI, βq with pe
p´1

P I and βp pe
p´1

q “ 1. Here we are using that if F {K is a

totally ramified Galois extension of local fields, then, for an extension F {E and a positive
integer d P rF : EsZě1, the conditional probability measure µd,Ep´|tF is a subfielduq equals
the probability measure µ d

rF :Es ,F
1. That justifies the passage to Eisenstein polynomials over

the extensions Qqpζppjqq.
Now we continue working over Qqpζp2q and we proceed precisely as above. Namely we first

use the map σ1 to show that Theorem 9.1 holds for pI, βq with minpβq “ 2 and pe
p´1

R I. If

n “ 1 we are done. Otherwise we again obtain that the measure of the event tminpβq ą
2 or pe

p´1
P Iu coincides on both sides of Theorem 9.1. Finally Remark 7.6 gives that, at the

level of shooting games, the event t pe
p´1

P I, βp pe
p´1

q “ 2u is p ´ 1 times as frequent as the

event tminpβq ą 2u. This holds also for Eisenstein polynomials thanks to the fact that the
extensions Qqpζp2qpjq of Qqpζp2q for j P t1, . . . , pu have all the same mass, and by Proposition
5.6 we have that the first p ´ 1 give the event t pe

p´1
P I, βp pe

p´1
q “ 2u while the last (which

is Qqpζp3q) gives the event tminpβq ą 2u. Thus we use the maps σ1,j to prove Theorem 9.1,
with the same considerations made above, and we go on working over Qqpζp3q. Iterating this
argument we prove Theorem 9.1 for every pI, βq, an extended admissible jump set. Therefore
to finish the proof, we are left with constructing the maps σj, σj1,j2 and showing that they
have properties pP.1q and pP.2q. This done in the next two subsections.

9.2. Construction of the maps σj, σj1,j2. Let j P t0, . . . , nu, we begin with the construc-
tion of σj. To lighten the notation, denote ej :“ e

pjpp´1q . An element

fpxq :“ xej `
ej´1
ÿ

i“0

aix
i

in Eispej,Qqpζpj`1qq can be equivalently represented as

f̃pxq :“ 1 `
ej
ÿ

i“1

ãix
i

where f̃pxq :“ 1´ζ
pj`1

a0
fpxq ` ζpj`1 . This gives us an embedding of Eispej,Qqpζpj`1qq into

HejpQqpζpj`1qq :“ tg P Zqrζpj`1s : degpgq ď ej, gp0q “ 1, gpxq ” 1 or gpxq ” 1`axej mod p1´
ζpj`1q for some a P Zqrζpj`1s˚u. Starting with f0pxq :“ f̃pxq, we define inductively a sequence
tfnpxqunPZě0 with fnpxq P HejpQqpζpj`1qq for every n P Zě0. To do so we first define a weight
map on HejpQqpζpj`1qq by

wp1 `
ej
ÿ

i“1

bix
iq “ min1ďiďej :bi‰0pejvQqpζ

pj`1 qpbiq ` iq.

Now, suppose that wpfnpxqq ě pe
p´1

, then declare

fn`1pxq “ fnpxq.
So, suppose that wpfnpxqq ă pe

p´1
. Observe that

fnpxq P UwpfnpxqqpQqpζpj`1qrxs{fpxqq ´ Uwpfnpxqq`1pQqpζpj`1qrxs{fpxqq,
1Here we are using the following standard notation. If pX,µq is a probability space and A Ď X is

a measurable subset with µpAq ą 0, then µp´|Aq denotes the probability measure on A, defined by the

formula µp´|AqpBq :“ µpBq
µpAq for each B Ď A measurable.
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thus there exist unique in P Tρe,p , βn P Zě0 and unique εn, a Teichmüller representative in
Qq, such that

p1 ` εnx
inqpβnfnpxq P Uwpfnpxqq`1pQqpζpj`1qrxs{fpxqq.

It is not difficult to show that there exists a unique element of HejpQqpζpj`1qq congruent

to p1 ` εnx
inqpβnfnpxq modulo fpxq and of degree at most ej. We put fn`1pxq to be this

element. It follows by construction that wpfn`1pxqq ě wpfnpxqq with equality occurring iff
wpfnpxqq ě pe

p´1
. Moreover in the case of equality we have fn`1pxq “ fnpxq. Thus we define

σjpfpxqq :“ tn ÞÑ pwpfn´1pxqq, βn´1qunPZě1 P S pe
p´1

,stoppρe,p,
e

pjpp ´ 1q , qq.

Let now j1 P t0, . . . , n ´ 1u and j2 P t1, . . . , p ´ 1u. The map σj1,j2 is defined similarly
to how the maps σj were defined. We briefly explain the modifications. Fix units u1, u2 P
Qqpζpj1`1qpj2q with

up
1u2 “ ζpj1`1 , vQqpζ

pj1`1 qpj2qpu1 ´ 1q “ 1, vQqpζ
pj1`1 qpj2qpu2 ´ 1q “ pe

p ´ 1

and u2 R pQqpζpj1`1qpj2qq˚p, as guaranteed by Proposition 5.7 and Corollary 3.41 together.

Next, given fpxq :“ xej1`1 `
řej1

i“0 aix
i P Eispej1`1,Qqpζpj1`1qq, define this time

f̃pxq :“ 1 ´ u1

a0
fpxq ` u1.

Also change Hej1`1
pQqpζpj1`1qpj2qq to be the set

tg P Zqrζpj1`1 , u1s : degpgq ď ej1`1, gp0q “ 1, gpxq ” 1 or gpxq ” 1 ` xej mod p1 ´ u1qu,

and set the cut-off for concluding fn`1pxq “ fnpxq to be wpfnpxqq ě ej. Following the above
procedure, with these modifications, we get the construction of

σj1,j2pfpxqq P S e
p´1

,stoppρe,p,
e

pj1`1pp ´ 1q , qq.

9.3. The maps σj, σj1,j2 satisfy properties pP.1q, pP.2q. Let us begin showing that, for
j P t0, . . . , nu, the map σj obeys the property pP.1q. By construction, we know that for
fpxq P Eispej,Qqpζpj`1qq, we have that

ζpj`1 ¨
ź

n:wpfnpxqqă pe
p´1

p1 ` αnx
inqpβn P U pe

p´1
pQqpζpj`1qrxs{fpxqq,

with pβnin “ wpfnpxqq, so the sequence n ÞÑ pβnin is strictly increasing as n runs with the
constraint wpfnpxqq ă pe

p´1
. Of course, the weight of 1 ` αnx

in in U‚pQqpζpj`1qrxs{fpxqq
is precisely in. Therefore one sees that the values of n such that in P IQqpζ

pj`1 qrxs{fpxq are

precisely those where βn reaches a new minimum. This is precisely the same rule that
implies in P Iσjpfpxqq. For such an in it easily follows from Corollary 3.41 that

βn ` j ` 1 “ βQqpζ
pj`1 qrxs{fpxq.

This shows that σj enjoys the property pP.1q for each j P t0, . . . , nu.
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We next show that for j1 P t0, . . . , n ´ 1u and j2 P t1, . . . , p ´ 1u, the map σj1,j2 satisfies
pP.1q. Recall the definition of the units u1, u2 introduced during the construction of the map
σj1,j2 . By construction, we know that for fpxq P Eispej1`1,Qqpζpj1`1qpj2qq, we have that

u1 ¨
ź

n:wpfnpxqqăej1

p1 ` αnx
inqpβn P U e

p´1
pQqpζpj1`1qpj2qrxs{fpxqq.

This implies that

u´pj1
2 ¨

ź

n:wpfnpxqqăej1

p1 ` αnx
inqpβn`j1`1 P U pj1`1e

p´1

pQqpζpj1`1qpj2qrxs{fpxqq.

Therefore all the other units that will be employed in order to write the full relation, cannot
give a contribution to pIQqpζ

pj1`1 qpj2qrxs{fpxq, βQqpζ
pj1`1 qpj2qrxs{fpxqq, due to the presence of pe

p´1

in IQqpζ
pj1`1 qpj2qrxs{fpxq, with βQqpζ

pj1`1 qpj2qrxs{fpxqp pe
p´1

q “ j1 as guaranteed by Proposition 5.6.

Thus one concludes using the same argument employed for σj.
We next prove that the maps σj, σj1,j2 satisfy pP.2q. We will do so for σj, the argument

for σj1,j2 being basically the same with different notation.
Given f P Eispej,Qqpζpj`1qq, let us begin expanding each of the coefficients of

f̃pxq :“ 1 `
ej
ÿ

i“1

ãjx
j

as

ãi “
8
ÿ

k“1

εk,ip1 ´ ζpj`1qk,

for 1 ď i ă ej and for i “ ej we write

ãej “
8
ÿ

k“0

εk,ejp1 ´ ζpj`1qk,

where all εk,i are Teichmüller representatives of Zq. We can consider any finite subset of the
εk,i as independent random variables taking values in all possible Teichmüller representatives
with the uniform distribution if pk, iq ‰ p0, ejq and uniformly in the non-zero Teichmüller
representatives of Zq for ε0,ej .

Next, for each n P Zě1, we set

fnpxq “ 1 `
ej
ÿ

i“1

aipnqxi,

and we let

aipnq :“
8
ÿ

k“1

εk,ipnqp1 ´ ζpj`1qk.

the corresponding Teichmüller expansion with respect to p1´ζpj`1q. The fact that the second
sum started with k “ 1 is a consequence of the fact that the weights of fnpxq are strictly
increasing as n increases together with the definition of HejpQqpζpj`1qq.
For any fixed n P Zě0 the monomials εk,ipnqp1´ ζpj`1qkxi can be given the weight kej ` i if

εk,ipnq ‰ 0 and 8 otherwise. This induces a total order on the various non-zero monomials,
and the weight wpfnpxqq of fnpxq as defined before, equals the minimum weight of the
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various monomials as long as there is a monomial with weight less than pe
p´1

, otherwise we

have already arrived at the point where the sequence fnpxq is eventually constant.
From the rule to obtain fm`1pxq out of fmpxq we see that for any n P Zě1, and any positive

integer pe
p´1

ą w0 ą wpfn´1pxqq, there exists a function Fw0,n taking as input the sequence of

pεk,iqejk`iăw0 and giving as output a Teichmüller representative of Zq, in such a way that if
we write w0 “ ejq

1 ` h, the division with remainder of w0 by ej, we have that

εq1,hpnq “ rFw0,nppεk,iqejk`iăw0q ` εq1,hsTeich,

where for a P Zq, the symbol rasTeich denotes the unique Teichmüller representative ε in
Zq such that ε ” a mod p. It thus follows at once that for the collection of pq1, hq with
pe
p´1

ą ejq
1 ` h ą wpfn´1pxqq, the variables εq1,hpnq are independent random variables taking

values in the Teichmüller representatives of Zq with the uniform distribution. Therefore
the change of weights from wpfn´1pxqq to wpfnpxqq is governed precisely by the rules of the
shooting game. This ends the proof.

10. Finding jump sets inside an Eisenstein polynomial

The primary goal of this Section is to establish Theorem 10.1, which is a generalization of
Theorem 1.11 from the Introduction. We will next specialize Theorem 10.1 to obtain several
consequences that aim to give a sense to the reader on how efficiently one can establish the
value of pI, βq in the range of the Theorem. Most notably we will see that for q odd or
for j ě 1, the set of strongly Eisenstein polynomials (see Definition 10.2) over Qqpζpj`1q is
precisely the set of polynomials giving the jump set that has the highest probability. Also we
will see the relation between Theorem 10.1 and Theorem 9.1. Indeed we shall prove Theorem
10.1, by establishing the equality between the jump set of a shooting game coming from the
valuation of the coefficients of an Eisenstein polynomial (denoted as σ̃j below) and (part of
the) jump set of the shooting game constructed using the maps introduced during the proof
of Theorem 9.1 (denoted as σj). Also we observe that Theorem 9.1 partially follows as a
direct counting from Theorem 10.1, namely it does so for the jump sets coming from the
region of Eisenstein polynomials where Theorem 1.11 applies (which for instance for p “ 2
and j “ 0 (i.e. over Q2) is empty, and for general p it misses an open set of Eisenstein
polynomials). Finally we shall give examples, showing that without the main assumption on
the different, the conclusion of Theorem 10.1 is not anymore valid in general.
Let j P Zě0, p a prime number, f P Zě1 and q :“ pf . Let e P pjpp ´ 1qZě1. Recall the

notation ej :“ e
pjpp´1q , used during the proof of Theorem 9.1. Let gpxq P Eispej,Qqpζpj`1qq

(see notation from the proof of Theorem 9.1). We proceed to define a stopping shooting
game attached to g, which will be denoted as

σ̃jpgpxqq P Se,stoppρe,p, ej, qq.

It is defined with the following simple rule. Write gpxq “ xej `
řej´1

i“0 aix
i and give to

each monomial aix
i weight wpaixiq :“ ejvQqpζ

pj`1 qpaiq ` i. Arrange wpaixiq as an increasing

sequence n ÞÑ wpainxinq. Then the sequence

σ̃jpgpxqq :“ tpwpainxinq, vppinqqun:wpainxin qďe

is an element of

Se,stoppρe,p, ej, qq.
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We next show that for j1 P t0, . . . , n ´ 1u and j2 P t1, . . . , p ´ 1u, the map σj1,j2 satisfies
pP.1q. Recall the definition of the units u1, u2 introduced during the construction of the map
σj1,j2 . By construction, we know that for fpxq P Eispej1`1,Qqpζpj1`1qpj2qq, we have that

u1 ¨
ź

n:wpfnpxqqăej1

p1 ` αnx
inqpβn P U e

p´1
pQqpζpj1`1qpj2qrxs{fpxqq.

This implies that

u´pj1
2 ¨

ź

n:wpfnpxqqăej1

p1 ` αnx
inqpβn`j1`1 P U pj1`1e

p´1

pQqpζpj1`1qpj2qrxs{fpxqq.

Therefore all the other units that will be employed in order to write the full relation, cannot
give a contribution to pIQqpζ

pj1`1 qpj2qrxs{fpxq, βQqpζ
pj1`1 qpj2qrxs{fpxqq, due to the presence of pe

p´1

in IQqpζ
pj1`1 qpj2qrxs{fpxq, with βQqpζ

pj1`1 qpj2qrxs{fpxqp pe
p´1

q “ j1 as guaranteed by Proposition 5.6.

Thus one concludes using the same argument employed for σj.
We next prove that the maps σj, σj1,j2 satisfy pP.2q. We will do so for σj, the argument

for σj1,j2 being basically the same with different notation.
Given f P Eispej,Qqpζpj`1qq, let us begin expanding each of the coefficients of

f̃pxq :“ 1 `
ej
ÿ

i“1

ãjx
j

as

ãi “
8
ÿ

k“1

εk,ip1 ´ ζpj`1qk,

for 1 ď i ă ej and for i “ ej we write

ãej “
8
ÿ

k“0

εk,ejp1 ´ ζpj`1qk,

where all εk,i are Teichmüller representatives of Zq. We can consider any finite subset of the
εk,i as independent random variables taking values in all possible Teichmüller representatives
with the uniform distribution if pk, iq ‰ p0, ejq and uniformly in the non-zero Teichmüller
representatives of Zq for ε0,ej .

Next, for each n P Zě1, we set

fnpxq “ 1 `
ej
ÿ

i“1

aipnqxi,

and we let

aipnq :“
8
ÿ

k“1

εk,ipnqp1 ´ ζpj`1qk.

the corresponding Teichmüller expansion with respect to p1´ζpj`1q. The fact that the second
sum started with k “ 1 is a consequence of the fact that the weights of fnpxq are strictly
increasing as n increases together with the definition of HejpQqpζpj`1qq.
For any fixed n P Zě0 the monomials εk,ipnqp1´ ζpj`1qkxi can be given the weight kej ` i if

εk,ipnq ‰ 0 and 8 otherwise. This induces a total order on the various non-zero monomials,
and the weight wpfnpxqq of fnpxq as defined before, equals the minimum weight of the
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various monomials as long as there is a monomial with weight less than pe
p´1

, otherwise we

have already arrived at the point where the sequence fnpxq is eventually constant.
From the rule to obtain fm`1pxq out of fmpxq we see that for any n P Zě1, and any positive

integer pe
p´1

ą w0 ą wpfn´1pxqq, there exists a function Fw0,n taking as input the sequence of

pεk,iqejk`iăw0 and giving as output a Teichmüller representative of Zq, in such a way that if
we write w0 “ ejq

1 ` h, the division with remainder of w0 by ej, we have that

εq1,hpnq “ rFw0,nppεk,iqejk`iăw0q ` εq1,hsTeich,

where for a P Zq, the symbol rasTeich denotes the unique Teichmüller representative ε in
Zq such that ε ” a mod p. It thus follows at once that for the collection of pq1, hq with
pe
p´1

ą ejq
1 ` h ą wpfn´1pxqq, the variables εq1,hpnq are independent random variables taking

values in the Teichmüller representatives of Zq with the uniform distribution. Therefore
the change of weights from wpfn´1pxqq to wpfnpxqq is governed precisely by the rules of the
shooting game. This ends the proof.

10. Finding jump sets inside an Eisenstein polynomial

The primary goal of this Section is to establish Theorem 10.1, which is a generalization of
Theorem 1.11 from the Introduction. We will next specialize Theorem 10.1 to obtain several
consequences that aim to give a sense to the reader on how efficiently one can establish the
value of pI, βq in the range of the Theorem. Most notably we will see that for q odd or
for j ě 1, the set of strongly Eisenstein polynomials (see Definition 10.2) over Qqpζpj`1q is
precisely the set of polynomials giving the jump set that has the highest probability. Also we
will see the relation between Theorem 10.1 and Theorem 9.1. Indeed we shall prove Theorem
10.1, by establishing the equality between the jump set of a shooting game coming from the
valuation of the coefficients of an Eisenstein polynomial (denoted as σ̃j below) and (part of
the) jump set of the shooting game constructed using the maps introduced during the proof
of Theorem 9.1 (denoted as σj). Also we observe that Theorem 9.1 partially follows as a
direct counting from Theorem 10.1, namely it does so for the jump sets coming from the
region of Eisenstein polynomials where Theorem 1.11 applies (which for instance for p “ 2
and j “ 0 (i.e. over Q2) is empty, and for general p it misses an open set of Eisenstein
polynomials). Finally we shall give examples, showing that without the main assumption on
the different, the conclusion of Theorem 10.1 is not anymore valid in general.
Let j P Zě0, p a prime number, f P Zě1 and q :“ pf . Let e P pjpp ´ 1qZě1. Recall the

notation ej :“ e
pjpp´1q , used during the proof of Theorem 9.1. Let gpxq P Eispej,Qqpζpj`1qq

(see notation from the proof of Theorem 9.1). We proceed to define a stopping shooting
game attached to g, which will be denoted as

σ̃jpgpxqq P Se,stoppρe,p, ej, qq.

It is defined with the following simple rule. Write gpxq “ xej `
řej´1

i“0 aix
i and give to

each monomial aix
i weight wpaixiq :“ ejvQqpζ

pj`1 qpaiq ` i. Arrange wpaixiq as an increasing

sequence n ÞÑ wpainxinq. Then the sequence

σ̃jpgpxqq :“ tpwpainxinq, vppinqqun:wpainxin qďe

is an element of

Se,stoppρe,p, ej, qq.
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One can now see that the pair pIgpxq, βgpxqq defined in the Introduction right before Theorem
1.11 is simply the jump set of the shooting game σ̃jpgpxqq. We now explain more closely
how one calculates this pair. It is clear that the smallest weight is precisely ej “ wpxejq,
consistently with the fact that in σ̃jpgpxqq the rabbit is supposed to start from ej. So
we start with α0 “ ej. Next, given αh (thus the rabbit being at vQqpζ

pj`1 qpaαh
qej ` αh),

to obtain a larger weight, either we find other weights that are contained in the interval
rvQqpζ

pj`1 qpaαh
qej, pvQqpζ

pj`1 qpaαh
q ` 1qejs or there are no such other weights. In the first case

the contribution comes only from the weights α that are larger than αh (otherwise the weight
is smaller). Among these, in order to have a change of shooters and thus a contribution to
the jump set, we are only interested in those requiring a smaller shot-length, i.e. with smaller
vQppαhq, in good harmony with rule p3q of the shooting game. Thus the first such weight with
smaller vQp is precisely where the shooter is changed. In the second case, the weight will be
larger anyway, thus (as long as larger weight matters) we are now interested in examining all
α with vQqpζ

pj`1 qpaαq ą vQqpζ
pj`1 qpaαh

q. Again, among these we are only interested in those

where vQppαq becomes smaller. The smallest such weight, again, is the first place where the
shot length became smaller and a new shooter came in giving the next contribution to the
jump set of the shooting game. We formalize this explanation in the following procedure.
Procedure. Let gpxq :“ xej `

řej´1
i“0 aix

i P Eispej,Qqpζpj`1qq. Set α0 “ ej. Given αh,
construct αh`1 as follows. Search if there is α such that vQqpζ

pj`1 qpaαq “ vQqpζ
pj`1 qpaαh

q and

α ě αh. If such an α exists, search if there is among them one with vQppαq ă vQppαhq. If
there is such α, pick the smallest such α and declare αh`1 “ α. If no such α exists, then
look if there is an α such that vQqpζ

pj`1 qpaαq ą vQqpζ
pj`1 qpaαh

q and ejvQqpζ
pj`1 qpaαq ă e. If

no such α exists then set αh`1 “ αh. Otherwise let d be the next valuation that attains
the above constraints. Look if there is α with vQppαq ă vQppαhq and vQqpζ

pj`1 qpaαq “ d,

in that case take the smallest such α as αh`1. If there is none, go to the next valuation
with the above constraints and do the same search, iterating until you either have to set
αh`1 “ αh, or you have found an αh`1 ‰ αh. In this way the sequence tαiu is produced.
With this notation, writing Iσ̃jpgpxqq “ ti1 ă . . . ă isu, we have that βσ̃j

pikq “ vppαkq and

pβσ̃j
pikqik “ ejvQqpζ

pj`1 qpaαk
q ` αk.

Let j be a positive integer. Recall that for an integer e in pjpp ´ 1qZě1 we define ej :“
e

pjpp´1q .

Theorem 10.1. Let j be a positive integer and let e P pjpp ´ 1qZě1. For any gpxq P
Eispej,Qqpζpj`1qq, we have that the set

i1 ă . . . ă is,

described in the above procedure, is equal to the set

ti P IQqpζ
pj`1 qrxs{gpxq : p

βQqpζ
pj`1 qrxs{gpxqpiq´j´1

i ă eu

and for each k P t1, .., su we have that

βQqpζ
pj`1 qrxs{gpxqpikq “ vQppαkq ` j ` 1.

Proof. We proceed by looking more closely at the construction of the maps σj in the proof
of Theorem 9.1. One first crucial ingredient is that, thanks to the shape of the conclusion,
we can disregard, in the setting of the proof of Theorem 9.1, monomials with weights larger
than e, so that we can perform p-th powering as if we were in a characteristic p field. Keeping
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this in mind one sees from the construction of the sequence gnpxq in the proof of Theorem
9.1, that given an αk as above, then as long as n satisfies wpgnpxqq ă ejvQqpζ

pj`1 qpaαk
q ` αk,

then for each positive integer w0 with

wpgnpxqq ă w0 ď ejvQqpζ
pj`1 qpaαk

q ` αk,

and

vQppw0q ď vQppαkq,
one sees that

Fw0,nppεk,iqejk`iăejaαk
q “ 0.

This is seen by induction on n and direct inspection. The key observation is that, once we
can disregard the multiples of p in p-powering, when we perform a shot, as in the proof of
Theorem 9.1, it sends all the monomials having weight smaller than ejvQqpζ

pj`1 qpaαk
q ` αk

only to monomials having an index with larger p-adic valuation. With this, the formula
appearing at the end of the proof of Theorem 9.1 gives

εw0,hpnq “ rFw0,nppεk,iqejk`iăw0q ` εq1,hsTeich “ rεq1,hsTeich,

where w0 “ ejq
1 ` h. In terms of the shooting game σjpgpxqq, this means precisely that the

rabbit will visit the position ejvQqpζ
pj`1 qpaαk

q ` αk, and that all the shots used before that

event are of length strictly larger than vQppαkq. Indeed the rabbit doesn’t visit any of the
positions w0 ă ejvQqpζ

pj`1 qpaαk
q ` αk with vQppw0q ď vQppαkq. But these are precisely the

positions where a stop of the rabbit would have given a shot of length at most vQppαkq before
the position ejvQqpζ

pj`1 qpaαk
q ` αk was reached.

�

Observe that from the Procedure it is clear that the set of Eisenstein polynomials gpxq
such that the full jump sets of the field Qqpζpj`1qrxs{gpxq can be reconstructed from Theorem
10.1, consists precisely of those polynomials gpxq having a coefficient ai, with pi, pq “ 1, such
that vQqpζ

pj`1 qpaiq ă vQqpζ
pj`1 qppq “ pjpp ´ 1q. This condition is precisely equivalent to the

condition on the different

vQqpζ
pj`1 qpδpQqpζpj`1qrxs{gq{Qqpζpj`1qq ă pjpp ´ 1q.

For j “ 0, this shows Theorem 1.11 from the Introduction. The only case where this is an
empty set of Eisenstein polynomials is if p “ 2, j “ 0 and 2|e: one would get a non extremal
coefficient of an Eisenstein polynomial being a unit, which is impossible by definition. For
all other values of p and j one obtains, with Theorem 10.1, a positive proportion of the
Eisenstein polynomials where the jump set can be read off completely from the valuation
of the coefficients of the polynomial, also in a fairly easy way. For p or j getting large the
volume of this region gets quickly pretty large. In particular, if pp, jq ‰ p2, 0q, we next see
that one can identify the set of Eisenstein polynomials giving the most likely jump set.

Definition 10.2. If K is a local field, d ě 2 an integer, and gpxq :“ xd `
řd´1

i“0 aix
i P

Eispd,Kq, we say that gpxq is strongly Eisenstein if vKpa1q “ 1.

The following is a very special case of Theorem 10.1. Recall that if e P pjpp ´ 1qZě1 we
have the notation ej :“ e

pjpp´1q .
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vQppαhq, in good harmony with rule p3q of the shooting game. Thus the first such weight with
smaller vQp is precisely where the shooter is changed. In the second case, the weight will be
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and for each k P t1, .., su we have that

βQqpζ
pj`1 qrxs{gpxqpikq “ vQppαkq ` j ` 1.

Proof. We proceed by looking more closely at the construction of the maps σj in the proof
of Theorem 9.1. One first crucial ingredient is that, thanks to the shape of the conclusion,
we can disregard, in the setting of the proof of Theorem 9.1, monomials with weights larger
than e, so that we can perform p-th powering as if we were in a characteristic p field. Keeping
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pj`1 qpδpQqpζpj`1qrxs{gq{Qqpζpj`1qq ă pjpp ´ 1q.

For j “ 0, this shows Theorem 1.11 from the Introduction. The only case where this is an
empty set of Eisenstein polynomials is if p “ 2, j “ 0 and 2|e: one would get a non extremal
coefficient of an Eisenstein polynomial being a unit, which is impossible by definition. For
all other values of p and j one obtains, with Theorem 10.1, a positive proportion of the
Eisenstein polynomials where the jump set can be read off completely from the valuation
of the coefficients of the polynomial, also in a fairly easy way. For p or j getting large the
volume of this region gets quickly pretty large. In particular, if pp, jq ‰ p2, 0q, we next see
that one can identify the set of Eisenstein polynomials giving the most likely jump set.

Definition 10.2. If K is a local field, d ě 2 an integer, and gpxq :“ xd `
řd´1

i“0 aix
i P

Eispd,Kq, we say that gpxq is strongly Eisenstein if vKpa1q “ 1.

The following is a very special case of Theorem 10.1. Recall that if e P pjpp ´ 1qZě1 we
have the notation ej :“ e
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Theorem 10.3. Let p, j, such that pp, jq ‰ p2, 0q. Let e P pj`1pp ´ 1qZě1, f a positive
integer and set q :“ pf . Then gpxq P Eispej,Qqpζpj`1qq is strongly Eisenstein if and only if

IQqpζ
pj`1 qrxs{gpxq “ t e

pvQp peqpp ´ 1q
, ej ` 1u

with

βQqpζ
pj`1 qrxs{gpxqp

e

pvQp peqpp ´ 1q
q “ vQppeq ` 1, βQqpζ

pj`1 qrxs{gpxqpej ` 1q “ j ` 1.

Observe that this gives, explicitly, the counting that the above jump set, t e

p
vQp

peqpp´1q
, ej`1u

with e

p
vQp

peqpp´1q
ÞÑ vQppeq ` 1 and ej ` 1 ÞÑ j ` 1, occurs with probability q´1

q
among all

totally ramified degree ej-extensions of Qqpζpj`1q: this is the jump set occurring with highest

probability. We know that this jump set occurs with probability q´1
q

also from Theorem

9.1. So in particular this fact is true also for p2, 0q. To see that explicitly for e “ 2, observe
that among the 6 totally ramified quadratic extension of Q2, the only ones not giving the
above jump set are Q2pζ4q and Q2pζ4qp1q “ Q2p

?
3q; they have same mass (as we saw in

general) and it equals 1
4
, hence the remaining mass equals 1

2
. But we can immediately see

that in this case the same conclusion of Theorem 10.3 does not hold. Consider for instance
x2 `2x`2 P Eisp2,Q2q: it is a strongly Eisenstein polynomial. But Q2rxs{gpxq is isomorphic
to the extension Q2pζ4q, whose jump set is merely t1u, with 1 ÞÑ 2, in contrast to the
conclusion of Theorem 10.3. Thus in Theorem 10.3 the requirement pp, jq ‰ p2, 0q cannot be
dropped, and so in particular the assumption in Theorem 1.11 of being strongly separable
cannot be avoided.

11. Filtered inclusions of principal units

In this section we explain how to attach to any strongly separable extension of local fields,
L{K, a ρ8,p-jump set pIL{K , βL{Kq, which is an invariant of the filtered inclusion

U‚pKq Ď U‚pLq.
Moreover for K “ Qqpζpq, we will have that

pIL{K , βL{Kq “ pIL, βLq.
As we shall see, the fact that the extension is strongly separable will force pIL{K , βL{Kq to be
a ρeL,p-jump set as well for eL “ vLppq.
We will begin to attach to any u P U1pKq´U2pKq a ρeL,p-jump set pIL{Kpuq, βL{Kpuqq. We

will immediately see that it is also a ρ8,p-jump set, thanks to strong separability. Finally
we will see the big effect of assuming strong separability: the jump set pIL{Kpuq, βL{Kpuqq
is independent on the choice of u P U1pKq ´ U2pKq and can be computed, by means of
an immediate generalization of Theorem 1.11, from an Eisenstein polynomial giving the
extension L{K̃, where K̃ is the largest unramified extension of K in L.
Let u P U1pKq ´ U2pKq. Recall from Section 3.3.7 that we can attach to u the function

gu,U‚pLq. We have the following. The proof is along the same lines seen in Proposition 3.35
and is therefore omitted.

Proposition 11.1. There exists a unique jump set pIL{Kpuq, βL{Kpuqq such that gu,U‚pLq
breaks at the elements of ImpβL{Kpuqq ´ 1. Moreover if i P IL{Kpuq, then

gu,U‚pLqpi ` 1q “ ρ
βL{Kpuqpiq´1
eL,p piq.
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In the torsion-free case, the jump set pIL{Kpuq, βL{Kpuqq has a more familiar interpretation.
In what follows the function filt-ord (as introduced in Proposition 3.37) will always be with
respect to the filtered module (denoted as) U‚pLq.

Proposition 11.2. Let u, L,K as above and suppose moreover that µppLq “ t1u. Then

filt-ordpupq “ pIL{Kpuq, βL{Kpuqq.

Moreover for u1, u2 P U1pKq ´ U2pKq we have that

pIL{Kpu1q, βL{Kpu1qq “ pIL{Kpu2q, βL{Kpu2qq,

if and only if u1, u2 are in the same orbit under AutfiltpU‚pLqq.

Proof. This is a simple consequence of Theorem 5.2 and Proposition 3.37 combined. �

We now show that the jump set of Proposition 11.1 is independent of the choice of u P
U1pKq´U2pKq for all strongly separable extensions L{K. Recall the way we attached to any
strongly separable Eisenstein polynomial gpxq a jump set pIgpxq, βgpxqq right after Theorem
1.7 in the Introduction.

Theorem 11.3. Let L{K be any strongly separable extension of local fields. Let u1, u2 P
U1pKq ´ U2pKq. Then

pIL{Kpu1q, βL{Kpu1qq “ pIL{Kpu2q, βL{Kpu2qq.

Denote by pIL{K , βL{Kq :“ pIL{Kpuq, βL{Kpuqq for any u P U1pKq ´ U2pKq. Denote by K̃ the

maximal unramified extension of K in L, and let gpxq be any Eisenstein polynomial in K̃rxs
giving the extension L{K̃. We have that

pIL{K , βL{Kq “ pIgpxq, βgpxqq.

Proof. This can be shown by precisely the same argument used in the proof of Theorem
10.1. �

In particular we find the following corollary.

Corollary 11.4. Let L{K be a strongly separable extension of local fields, with µppLq “ t1u.
Then U1pKq ´ U2pKq is contained in one orbit under AutfiltpU‚pLqq. Call this orbit OL{K.
The set OL{K can be also characterized as follows

OL{K “ tu P U‚pLq : up P filt-ord´1ppIL{K , βL{Kqqu.

In positive characteristic the statement further simplifies.

Corollary 11.5. Let L{K be a separable extension of local fields with charpKq “ p. Then
U1pKq ´U2pKq is contained in one orbit under AutfiltpU‚pLqq. Call this orbit OL{K. The set
OL{K can be also characterized as follows

OL{K “ tu P U‚pLq : up P filt-ord´1ppIL{K , βL{Kqqu.

c. pagano
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Theorem 10.3. Let p, j, such that pp, jq ‰ p2, 0q. Let e P pj`1pp ´ 1qZě1, f a positive
integer and set q :“ pf . Then gpxq P Eispej,Qqpζpj`1qq is strongly Eisenstein if and only if

IQqpζ
pj`1 qrxs{gpxq “ t e

pvQp peqpp ´ 1q
, ej ` 1u

with

βQqpζ
pj`1 qrxs{gpxqp

e

pvQp peqpp ´ 1q
q “ vQppeq ` 1, βQqpζ

pj`1 qrxs{gpxqpej ` 1q “ j ` 1.

Observe that this gives, explicitly, the counting that the above jump set, t e

p
vQp

peqpp´1q
, ej`1u

with e

p
vQp

peqpp´1q
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q
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totally ramified degree ej-extensions of Qqpζpj`1q: this is the jump set occurring with highest

probability. We know that this jump set occurs with probability q´1
q

also from Theorem

9.1. So in particular this fact is true also for p2, 0q. To see that explicitly for e “ 2, observe
that among the 6 totally ramified quadratic extension of Q2, the only ones not giving the
above jump set are Q2pζ4q and Q2pζ4qp1q “ Q2p
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3q; they have same mass (as we saw in
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. But we can immediately see

that in this case the same conclusion of Theorem 10.3 does not hold. Consider for instance
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conclusion of Theorem 10.3. Thus in Theorem 10.3 the requirement pp, jq ‰ p2, 0q cannot be
dropped, and so in particular the assumption in Theorem 1.11 of being strongly separable
cannot be avoided.
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L{K, a ρ8,p-jump set pIL{K , βL{Kq, which is an invariant of the filtered inclusion
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Moreover for K “ Qqpζpq, we will have that

pIL{K , βL{Kq “ pIL, βLq.
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will immediately see that it is also a ρ8,p-jump set, thanks to strong separability. Finally
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an immediate generalization of Theorem 1.11, from an Eisenstein polynomial giving the
extension L{K̃, where K̃ is the largest unramified extension of K in L.
Let u P U1pKq ´ U2pKq. Recall from Section 3.3.7 that we can attach to u the function

gu,U‚pLq. We have the following. The proof is along the same lines seen in Proposition 3.35
and is therefore omitted.
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Moreover for u1, u2 P U1pKq ´ U2pKq we have that

pIL{Kpu1q, βL{Kpu1qq “ pIL{Kpu2q, βL{Kpu2qq,

if and only if u1, u2 are in the same orbit under AutfiltpU‚pLqq.

Proof. This is a simple consequence of Theorem 5.2 and Proposition 3.37 combined. �

We now show that the jump set of Proposition 11.1 is independent of the choice of u P
U1pKq´U2pKq for all strongly separable extensions L{K. Recall the way we attached to any
strongly separable Eisenstein polynomial gpxq a jump set pIgpxq, βgpxqq right after Theorem
1.7 in the Introduction.
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Denote by pIL{K , βL{Kq :“ pIL{Kpuq, βL{Kpuqq for any u P U1pKq ´ U2pKq. Denote by K̃ the

maximal unramified extension of K in L, and let gpxq be any Eisenstein polynomial in K̃rxs
giving the extension L{K̃. We have that
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Proof. This can be shown by precisely the same argument used in the proof of Theorem
10.1. �

In particular we find the following corollary.
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Then U1pKq ´ U2pKq is contained in one orbit under AutfiltpU‚pLqq. Call this orbit OL{K.
The set OL{K can be also characterized as follows

OL{K “ tu P U‚pLq : up P filt-ord´1ppIL{K , βL{Kqqu.
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Corollary 11.5. Let L{K be a separable extension of local fields with charpKq “ p. Then
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12. Jump sets under field extensions

Let K1{Qppζpq be a finite extension. Fix a positive integer d. Consider the following nat-
ural question.

Question: Which extended admissible ρdeK1
,p-jump sets are realizable as pIK2 , βK2q for some

totally ramified extension K2{K1 of degree d?

In case pd, pq “ 1 the answer is very easy.

Proposition 12.1. Let K2{K1 be totally ramified degree d extension, with pd, pq “ 1. Then

IK2 “ dIK1

with
βK2pdiq “ βK1piq,

for each i P IK1.

Proof. First notice that, since pd, pq “ 1, we have dT ˚
ρe,p Ď T ˚

ρde,p
. Moreover we notice that the

assignment pIK2 , βK2q given in the statement is clearly an extended ρdeK1
,p-jump set. Next

we write
ź

iPIK1

up
βK1

piq´1

i “ ζp,

with ui P UipK1q ´ Ui`1pK1q for each i P IK1 , and
peK1

p´1
P IK1 implies u peK1

p´1

R K˚p
1 . We thus

conclude with Corollary 3.41 by noticing that ui P UdipK2q ´Udi`1pK2q for each i P IK1 , and
that if

peK1

p´1
P IK1 then we must have that u peK1

p´1

R K˚p
2 . Indeed taking a p-th root of u peK1

p´1

gives an unramified degree p extension of K1 which would contradict both that pd, pq “ 1
and that K2{K1 is totally ramified. �

The previous proof teaches us also what is the difficulty when pd, pq ‰ 1 in answering
Question. In this case the relation

ź

iPIK1

up
βK1

piq´1

i “ ζp,

cannot be directly used to calculate pIK2 , βK2q, because vK2pui´1q R TρdeK1
,p
for each i ă peK1

p´1
.

Nevertheless, a more careful inspection shows that this relation can sometimes be used to
extrapolate properties of pIK2 , βK2q. This is the content of the next theorem, which, together
with Theorem 12.3, contains as a very special case Proposition 12.1.

Theorem 12.2. Let d be a positive integer and K2{K1 a degree d totally ramified extension.
Let i P IK1 with i ‰ peK

p´1
. Suppose that if the set J :“ tj P IK1 : j ă iu is not empty, then

βK1pmaxpJqq ´ βK1piq ą vQppdq.
Then

d

pvQp pdq i P IK2

with

βK2p d

pvQp pdq iq “ βK1piq ` vQppdq.
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Proof. Take i ‰ peK1

p´1
as in the assumptions of this theorem. Write

ź

i1PIK1

up
βK1

pi1q´1

i1 “ ζp,

with ui1 P Ui1pK1q ´ Ui1`1pK1q for each i1 P IK1 , and
peK1

p´1
P IK1 implies u peK1

p´1

R K˚p
1 . Next,

for each i1 P IK1 , write
ź

jPApi1q

upβpi1,jq

i1,j ,

with Api1q Ď T ˚
ρK2

, vK2pui1,j ´ 1q “ j for each j P Api1q and d

p
vQp

pdq i
1 P Api1q with βpi1, jq “

vQppdq and vK2pupβpi1,i1q

i1,i1 ´ 1q ă vK2pupβpi1,jq

i1,j ´ 1q for each j P Api1q ´ ti1u. We now proceed to
expand the above expression for ζp. Attach to each term ui1,j the pair pvK2pui1,j ´1q, βK1pi1q`
βpi, jqq. We see that the point attached to ui,i, which is p d

p
vQp

pdq i, βK1piq ` vQppdqq, is strictly
smaller, with respect to ďρK2

, than all the other points (and hence occurs precisely once).
Indeed, using that pIK1 , βK1q is a jump set, we see that it must be smaller than any term
coming from some ui1 with i1 ą i. On the other hand for each i1 ă i, we use the fact that
βK2pi1q ą βK2piq ` vQppdq to conclude that the point attached to ui,i must be smaller than
any term attached to ui1,j with i1 ă i. This is enough to conclude with Corollary 3.41.

�

The case of e˚
K1

requires no special assumptions and can be treated more easily in a
different way.

Theorem 12.3. Let d be a positive integer and K2{K1 a degree d totally ramified extension.
Suppose peK

p´1
P IK1. Then di P IK2 and βK2pdiq “ βK1piq.

Proof. This follows immediately from Proposition 5.6 and Proposition 5.5. �

Remark 12.4. In the very special case K1 “ Qqpζpq one recovers the restriction that
pIK2 , βK2q must be an admissible extended ρd,p-jump set as a very special case of Theorem
12.2, see Theorem 1.6.

In particular Theorem 12.2 implies the following fact.2

Corollary 12.5. Let d be a positive integer and K2{K1 a degree d totally ramified extension.
Suppose that for any two consecutive elements i, j in IK1 (that is pi, jq X IK1 “ ∅) we have
that

βK1piq ´ βK1pjq ą vQppdq.
Then

d

pvQp pdq pIK1 ´ te˚
K1

uq Ď IK2 ,

2We take the opportunity here to signal a typo in the way this result was mentioned in [1], where the
assumption of Theorem 12.2 and the conclusion of Corollary 12.5 were accidentally merged in transcribing
the statement. It was stated only with the assumption of Theorem 12.2, but the conclusion mentioned there
is about both consecutive indexes, which we can guarantee, instead, only under the assumption of Corollary
12.5.
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12. Jump sets under field extensions
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p´1
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p´1
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p´1
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.
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with

βK2p d

pvQp pdq iq “ βK1piq ` vQppdq

for each i P IK1 ´ te˚
K1

u.
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Summary

This thesis consists of three chapters. Each chapter is on a different subject. How-
ever, all chapters address issues that arise in counting arithmetically interesting
objects.

Chapter 1 is a joint paper with Peter Koymans about unit equations in positive
characteristic. In this paper we establish the first upper bound that is uniform in
the characteristic for the number of “solutions” to the unit equation. With this
tool we settle a conjecture of F. Voloch. If p is a prime number, r a positive integer,
K is a field with char(K) = p and Γ ⊆ K∗ ×K∗ a finitely generated subgroup of
rank r, the unit equation is the equation

x+ y = 1,

to be solved in (x, y) ∈ Γ but (x, y) �∈ Γp. Denote by S(Γ) the set of solutions to
the unit equation for Γ. Our main theorem establishes that

#S(Γ) ≤ 31 · 19r.

Chapter 2 is a joint paper with Efthymios Sofos about statistical properties of
ray class groups of fixed integral conductor of imaginary quadratic number fields.
If c is a positive integer and K is a finite extension of Q, the ray class group of
conductor c of K is the group

Cl(K, c) :=
I(K, c)

Pr(K, c)
,

where I(K, c) is the subgroup of IK := {fractional ideals in K} that is generated
by ideals of OK that are coprime to c and Pr(K, c) is the subgroup of IK that is
generated by principal ideals (α) with α ∈ OK −{0} and α congruent to 1 modulo
c. When K varies among imaginary quadratic number fields whose discriminant is
coprime to c and congruent to 1 modulo 4, we establish the asymptotic behavior
of the natural map

(2Cl(K, c))[2] → (2Cl(K))[2],

obtaining as a corollary the joint distribution of

(#2(Cl(K, c))[2],#(2Cl(K))[2]).

Even though there is a surjective natural map 2Cl(K, c) � 2Cl(K), the surjectiv-
ity of the induced map (2Cl(K, c))[2] → (2Cl(K))[2] encounters a cohomological
obstruction. In a refined version of our main theorem, we show the equidistribu-
tion of this obstruction in the full obstruction group (viewed as a probability space
with the counting measure).
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These results extend the only previously known case, which is c = 1, where
there is only the ordinary class group. This was due E. Fouvry and J. Klüners.

Next, we extend the Cohen–Lenstra and the Gerth heuristics from class groups
to general ray class groups. The Cohen–Lenstra heuristic is a probabilistic model
designed by H. Cohen and H. Lenstra, which predicts conjecturally the exact
asymptotic outcome of most statistical questions about the Z[1

2
]-module Cl(K)⊗Z

Z[1
2
] as K varies among imaginary quadratic number fields. Later F. Gerth for-

mulated a heuristic about Cl(K)[2∞]. We formulate a more general probabilistic
model aimed at predicting the exact asymptotic outcome of most statistical ques-
tions about ray class groups, viewed as exact sequences of Galois modules. This
statistical model agrees with our result on 4-ranks, yielding a heuristic interpre-
tation of the equidistribution of the above mentioned cohomological obstructions.
Moreover, our model explains the precise constants given by a theorem of I. Varma
about the average 3-torsion of ray class groups. With this statistical model for
ray class groups, both our results on 4-ranks and Varma’s result on the 3-torsion
obtain a precise heuristical explanation and are placed within a broad conjectural
framework.

Chapter 3 is about the arithmetic of local fields and it mostly focuses on the
sub-class of p-adic fields for some prime number p. If p is a prime number, a p-adic
field is a finite field extension K/Qp. The multiplicative group K∗ carries a natural
filtration

K∗ ⊇ O∗
K ⊇ 1 +mK ⊇ ... ⊇ 1 +mi

K ⊇ ...,

where OK denotes the ring of integers of K and mK is its unique maximal ideal.
One can show that the sequence

1 +mK ⊇ ... ⊇ 1 +mi
K ⊇ ...

is a filtration of Zp-modules. In this work I give a parametrization of the set of
sequences of Zp-modules

M1 ⊇ ... ⊇ Mi ⊇ ...

that are isomorphic to 1 +mK ⊇ ... ⊇ 1 +mi
K ⊇ ... for some local field K. This

means that there exists an isomorphism of Zp-modules

ϕ : 1 +mK → M1

such that ϕ(1 + mi
K) = Mi. In case such a K exists, we say that the sequence

M1 ⊇ ... ⊇ Mi ⊇ ... is admissible. I parametrize admissible sequences in terms of
certain combinatorial objects called jump sets. One of the main theorems in this
study is the remarkable property that this parametrization is weight preserving, in
the following sense. It turns out that there is a natural way to attach to each jump
set a weight. One can give the weight of a jump set also a natural interpretation
in terms of the Haar measure. On the other hand, Serre introduced a natural
probability measure on the set of totally ramified extensions of given degree of a
given local field. In this chapter I show that the total mass of the set of local
fields whose filtration of subgroups is isomorphic to a given admissible sequence
equals the combinatorial weight of the corresponding jump set. Finally I use my
identification between the set of jump sets and the set of admissible sequences to
give a simpler and more conceptual proof of a classification, due to H. Miki, of the
possible sets of upper jumps of a cyclic totally ramified p-power degree extension
of a fixed p-adic field K.
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Samenvatting

These results extend the only previously known case, which is c = 1, where
there is only the ordinary class group. This was due E. Fouvry and J. Klüners.
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Samenvatting

Dit proefschrift bestaat uit drie hoofdstukken, waarbij ieder hoofdstuk een ander
onderwerp behandelt. De hoofdstukken hebben echter gemeen dat zij problemen
aanpakken die zich voordoen bij het tellen van aritmetisch interessante objecten.

Hoofdstuk 1 is een artikel dat geschreven is samen met Peter Koymans over
eenheidsvergelijkingen in positieve karakteristiek. In dit artikel bewijzen wij de
eerste bovengrens voor het aantal “oplossingen” van de eenheidsvergelijking die
uniform is in de karakteristiek. Hiermee bewijzen wij een vermoeden van F. Voloch.
Zij p een priemgetal, r een positief geheel getal, K een lichaam met char(K) = p
en Γ ⊆ K∗ × K∗ een eindig voortgebrachte ondergroep van rang r. Dan is de
eenheidsvergelijking de vergelijking

x+ y = 1,

met (x, y) ∈ Γ \ Γp. Zij S(Γ) de verzameling oplossingen voor de eenheidsvergelij-
king voor Γ. Dan zegt onze hoofdstelling dat

#S(Γ) ≤ 31 · 19r.

Hoofdstuk 2 is een artikel dat geschreven is samen met Efthymios Sofos omtrent
statistische eigenschappen van straalklassengroepen met een gegeven gehele con-
ductor. Zij c een positief geheel getal en K een eindige uitbreiding van Q. Dan is
de straalklassengroep van conductor c van K de groep

Cl(K, c) :=
I(K, c)

Pr(K, c)
,

waar I(K, c) de ondergroep van IK := {gebroken idealen in K} is die wordt voort-
gebracht door idealen van OK die copriem zijn met c, en Pr(K, c) de ondergroep
van IK is die wordt voortgebracht door hoofdidealen (α) met α ∈ OK − {0} en α
congruent met 1 modulo c. Als we K laten lopen over de imaginair-kwadratische
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Als gevolg hiervan vinden wij de gezamenlijke verdeling van
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er een cohomologische obstructie voor de surjectiviteit van de gëınduceerde afbeel-
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Samenvatting
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bewijzen we de gelijkverdeling van deze obstructie in de volledige obstructiegroep
(gezien als een kansruimte onder de telmaat).

Deze resultaten generaliseren het enige eerder bekende geval c = 1, dat bewezen
was door E. Fouvry and J. Klüners.

Vervolgens breiden wij de heuristieken van Cohen–Lenstra en Gerth uit van
klassengroepen naar algemene straalklassengroepen. De Cohen–Lenstra-heuristiek
is een onbewezen probabilistisch model van H. Cohen en H. Lenstra dat voorspelt
wat de exacte asymptotische uitkomst is van de meeste statistische vragen over
het Z[1

2
]-moduul Cl(K)⊗ZZ[12 ] als K loopt over alle imaginair-kwadratische getal-

lenlichamen. Nadien formuleerde F. Gerth een heuristiek voor Cl(K)[2∞]. Wij
formuleren een algemener probabilistisch model gericht op het voorspellen van
de exacte asymptotische uitkomst van de meeste statistische vragen over straal-
klassengroepen, gezien als exacte rijen van Galois-modulen. Dit statistische model
komt overeen met ons resultaat voor 4-rangen, hetgeen een heuristische inter-
pretatie van de gelijkverdeling van de bovengenoemde cohomologische obstruc-
ties oplevert. Bovendien verklaart ons model de precieze constanten die worden
verkregen uit een stelling van I. Varma over de gemiddelde 3-torsie van straal-
klassengroepen. Met dit statistische model voor straalklassengroepen verkrijgen
onze resultaten over de 4-rangen en Varma’s resultaat over de 3-torsie een precieze
heuristische verklaring en worden zij tevens geplaatst binnen een breed kader.

Hoofdstuk 3 betreft de aritmetiek van lokale lichamen, en richt zich voor-
namelijk op de deelklasse van p-adische lichamen, waar p een priemgetal is. Zij
p een priemgetal. Dan is een p-adisch lichaam een eindige lichaamsuitbreiding K
van Qp. De multiplicatieve groep K∗ van K heeft een natuurlijke filtratie

K∗ ⊇ O∗
K ⊇ 1 +mK ⊇ ... ⊇ 1 +mi

K ⊇ ...,

waar OK de ring van gehelen is van K en mK het unieke maximale ideaal van OK

is. De rij
1 +mK ⊇ ... ⊇ 1 +mi

K ⊇ ...

is een filtratie van Zp-modulen. In dit hoofdstuk geef ik een parametrisering van
de verzameling van rijen van Zp-modulen

M1 ⊇ ... ⊇ Mi ⊇ ...

die isomorf zijn met 1 +mK ⊇ ... ⊇ 1 +mi
K ⊇ ... voor een zeker lokaal lichaam

K. Dit betekent dat er een isomorfisme

ϕ : 1 +mK → M1

van Zp-modulen met ϕ(1 +mi
K) = Mi bestaat. In het geval dat zo’n K bestaat,

zeggen we dat de rij M1 ⊇ ... ⊇ Mi ⊇ ... toelaatbaar is. Ik parametriseer toelaat-
bare rijen in termen van zekere combinatorische objecten genaamd sprongverza-
melingen. Een van de hoofdstellingen in dit proefschrift is de opmerkelijke eigen-
schap dat deze parametrisatie gewichtbehoudend is. Er blijkt namelijk een natuurlij-
ke combinatorische manier te zijn om aan iedere sprongverzameling een gewicht toe
te kennen. Deze toekenning heeft een natuurlijke interpretatie in termen van de
Haar-maat. Anderzijds introduceerde Serre een natuurlijke kansmaat op de verza-
meling van volledig vertakte uitbreidingen van gegeven graad over een gegeven

123

lokaal lichaam. In dit hoofdstuk laat ik zien dat het totale gewicht van de verza-
meling van lokale lichamen waarvoor de filtratie van ondergroepen isomorf is met
een gegeven toelaatbare rij, gelijk is aan het combinatorische gewicht van de bij-
behorende sprongverzameling. Tot slot gebruik ik mijn identificatie tussen de
verzameling van sprongverzamelingen en de verzameling van toelaatbare rijen om
een eenvoudiger en conceptueler bewijs te geven van een classificatie van H. Miki
van de mogelijke verzamelingen van bovenste sprongen van een cyclische totaal
vertakte uitbreiding van p-macht graad over een gegeven p-adisch lichaam K.
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Stellingen

1

Let p be a prime number and let K be a field with char(K) = p. Let Γ ⊆ K∗×K∗

be a finitely generated subgroup. Denote by r := dimQ(Γ⊗Z Q). Then

#{(x, y) ∈ Γ− Γp : x+ y = 1} ≤ 31 · 19r.

2

Let p be an odd prime number and denote by ζp an element of Qsep
p having multi-

plicative order equal to p. Let d be in pZ≥1. For each h ∈ {1, ..., d−1} we say that a

polynomial g(x) = xd+
∑d−1

i=0 aix
i in Qp(ζp)[x] is h-Eisenstein if ai ∈ (1− ζp)Zp[ζp]

for each i ∈ {0, ..., d − 1} and ai ∈ (1 − ζp)Zp[ζp] − (1 − ζp)
2Zp[ζp] if and only if

i ∈ {0, h}.
Let k, j be in {1, ..., d− 1} with gcd(p, kj) = 1, and let r1(x), r2(x) be respec-

tively k- and j-Eisenstein polynomials of degree d. Then one has k = j if and only
if there is a group isomorphism ϕ : (Zp[ζp][x1]

r1(x1)
)∗ → (Zp[ζp][x2]

r2(x2)
)∗ such that

ϕ(1 + xn
1

Zp[ζp][x1]

r1(x1)
) = 1 + xn

2

Zp[ζp][x2]

r2(x2)
,

for every positive integer n.
3

For a number field K and a positive integer c, we denote by Cl(K) the class group
of K and by Cl(K, c) the ray class group of conductor c of K.

Let l be a prime number congruent to 3 modulo 8. Let P be the set of imag-
inary quadratic number fields K such that disc(K) is congruent to 1 modulo 4,
2Cl(K)[2∞] is a cyclic non-trivial group and l is inert in K. Let P0 be the set of
K ∈ P such that Cl(K, l)[2∞] �ab.gr. Z/4Z⊕ Cl(K)[2∞]. We have that

lim
X→∞

#{K ∈ P0 : |disc(K)| < X}
#{K ∈ P : |disc(K)| < X}

=
1

2
.

Moreover, if K ∈ P − P0 then 2Cl(K, l)[2∞] is also cyclic with #2Cl(K, l)[2∞] =
2 ·#2Cl(K)[2∞].
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4

Let G be a topological group and H a normal subgroup of G. A set of topological
normal generators of H in G is a subset X of H such that {gxg−1 : x ∈ X, g ∈ G}
is a set of topological generators of H.

Let p be a prime number and suppose that G is a pro-p group. Let moreover
r be a positive integer. Then the group G is isomorphic to Zr

p if and only if for
every open normal subgroup N of G, a set of topological normal generators of N
in G of smallest possible size has cardinality r.

5

Let L/K be a finite Galois extension of fields, with Gal(L/K) being an elementary
abelian 2-group and with char(K) �= 2. Denote by F2[Gal(L/K)] the group ring
of Gal(L/K) with coefficients in F2; this is a local Gorenstein F2-algebra. For an
element α ∈ L∗ denote by L̃√

α the normal closure of L(
√
α) over K. Then the

element NL/K(α) is not in L∗2 if and only if

Gal(L̃√
α/K) �grp. F2[Gal(L/K)]�Gal(L/K),

where the implicit action in the semidirect product is given by the regular repre-
sentation.

6

Let r be a positive integer and p a prime number. Let A be a free module over the
ring Z/pr+1Z and G be a subgroup of Autgr(A). Suppose that p−1 > rkZ/pr+1Z(A)
and that AG admits a cyclic direct summand of size pr. Then there exists a cyclic
subgroup H0 of G such that AH0 admits a cyclic direct summand of size pr.

7

Let p be a prime number. Let G := (Z/pZ)2. Then there is a Z/p2Z[G]-module
A, free of rank p(p + 1) as a Z/p2Z-module, such that AG admits a cyclic direct
summand of size p, but AH doesn’t for any proper subgroup H of G.

For a commutative ring R and for an R-module N , the annihilator of N is the set
AnnR(N) := {x ∈ R : ∀n ∈ N, xn = 0}; it is an ideal of R. An R-module N is
said to be faithful if AnnR(N) = 0.

8

Let R be a commutative ring, M a faithful R-module and J an ideal of R. Then
M/AnnR(J)M is a faithful R/AnnR(J)-module.

9

Let k be a field and A a commutative k-algebra such that dimk(A) < ∞. Suppose
A has a unique maximal ideal mA, and that dimk(A/mA) = 1. Let M be a faithful
A-module. Then

dimk(M) ≥ 2
√
dimk(A)− 1.
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In September 2014 he enrolled in the Ph.D. in mathematics of Leiden University,
under the supervision of Hendrik Lenstra. Upon completing his doctoral studies
Carlo will join the Max Planck Institute in Bonn as a post-doc from September
2018 to August 2020, and then the University of Glasgow from September 2020 to
September 2022.

128

Carlo Pagano-BNW.indd   152 20-11-18   19:41



Curriculum Vitae

Carlo Pagano was born on March 17, 1990, Naples (Italy), where he received his
pre-university education, with a focus on classical studies and music. He received
his high school diploma from Liceo Classico A. Genovesi, Napoli.

After high school, Carlo enrolled in a B.A. in mathematics at the University of
Rome Tor Vergata. During this period he participated in several mathematical
competitions for university students and in 2012 he obtained a silver medal at the
IMC. He graduated in 2013 with a thesis on structural and combinatorial aspects
of finite Coxeter groups: the thesis was titled Gruppi di riflessione finiti and was
supervised by Ilaria Damiani. In 2013 he enrolled in a Master program in Math-
ematics in the same university, where he was awarded a scholarship funded by
INDAM (Istituto Nazionale di Alta Matematica), upon obtaining second place-
ment at the corresponding national exam. He received his Master degree from the
University of Rome Tor Vergata in September 2014. His master thesis, entitled Il
teorema di Fontaine, was supervised by René Schoof.
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