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CHAPTER 1  

Introduction 
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Graphene is a bi-dimensional allotrope of carbon arranged in a monoatomic layer 

of sp2 hybridized carbon atoms packed in a honeycomb lattice. The hexagonal 

pattern of unsaturated atoms yields an extended aromaticity through the lattice 

formed by the pz electrons responsible of the π bonds among the carbon atoms. 

As in conjugated organic semiconductors, the extended conjugation of half-filled 

pz orbitals forms π valence and conductance bands. As opposed to σ orbitals, 

responsible for deep valence bands behind the rigid structure of graphene, π bands 

present a linear electronic dispersion where the valence and conduction bands 

meet at the Fermi level1,2 (Figure 1.1a). π bands are responsible for the intrinsic 

conductivity of graphene, where electrons promoted to the conduction band by 

thermal energy or doping can move as massless fermions through the lattice of 

graphene, at speed up to only 300 times slower than light3. 

  

Figure 1.1. Hexagonal honeycomb lattice of graphene. a) Electronic dispersion in 

the graphene reciprocal lattice. Inset: magnification on the cone structure at the 

Dirac point. The two bands meet at the Fermi Level1. b) I-Vgate characteristic of 

graphene. Inset: graphene lattice and reciprocal lattice defined by the K vectors1. 

The linear dispersion of the band structure has an immediate effect on the 

conductivity of graphene4. External electric fields modulate the electrons 

population of the conduction band, yielding a gate effect. In practice, the external 

field promotes electrons from the conduction to the valence band modifying the 

amount of charge carriers in graphene. Sweeping the gate field from lower 

potential to higher potential yields an increment of electrons in the conduction 

band. The conductivity curve of graphene assumes a semi-parabolic shape with a 

minimum of conductivity at the Dirac point, where the promotion of electrons 
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caused by the gate field balances the amount of holes at the - so called - charge 

neutrality point. By increasing further the potential, the promoted electrons 

overcome the amount of holes, restoring a higher conductivity (Figure 1.1b). In 

proximity of the charge neutrality point, the conductivity of graphene varies 

exponentially with the electric field, becoming extremely sensitive to field 

variations (while assuming a linear behaviour far apart of the charge neutrality 

point). 

Similar to a gate field, the interaction between molecules and the surface of 

graphene results in a direct perturbation of the electronic band structure of 

graphene. Thus, thanks to the 2D nature of graphene, short-range interactions 

induced by charges such as dipoles or ions change the electronic band structure of 

graphene, therefore modulating the electron density populating the valence and 

conduction bands of graphene5. As a result, the conductivity of graphene is 

modified by the proximity of external perturbations such as adsorbed molecules. 

Similarly, the chemical functionalization of graphene locally alters the honeycomb 

lattice of sp2 hybridized carbon atoms. The introduction of sp3 defects corresponds 

to the addition of scattering centres perturbing the motion of the electrons, 

permanently altering the electronic structure of graphene, changing its 

conductivity and its entire band-structure. Nonetheless, the widespread sp2 

conjugation results in a relative chemical stability of the carbon atoms composing 

the lattice of graphene, yielding sensors of high sensitivity, but extremely poor 

selectivity. 

Carbon atoms on the edge of graphene represent a singularity. In fact, these atoms 

are already located on ruptures of the lattice of graphene, introducing scattering 

and perturbations in the band structure of graphene. The chemistry at the edges 

alters the composition of such carbon atoms via functionalization and elemental 

substitution. Nonetheless, these modifications influence sp3 carbons intrinsically 

present in the graphene, without additional damage on the basal plane. Ideally, 

selectivity can then be achieved without perturbing the physical properties of the 

basal plane (i.e. sensitivity). At the nanoscale, also, the increased ratio of edge 

atoms over basal plane atoms leads to a confinement of the aromatic structure of 

graphene6. Edge defects and their chemistry become predominant in the 

electrodynamics of graphene, modulating directly chemical and physical 

properties7–16, such as chemical reactivity and electronic band structure. 
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The electrical responsiveness of graphene permits its integration as an active 

element within sensing devices. The atomic thickness and the relative chemical 

stability, also, offer further advantages in the design of sensors working at the 

molecular scale, ranging from DNA sequencers17 to ultra-fast transistors for 

consumable electronics4,18. These, particularly, require the sculpting of graphene 

into complex architecture with nanometric and sub nanometric precision. 

Nanoribbons, nanopores and nanogaps form (bio)-sensing platforms relying on 

precisely patterned graphene nanostructures. The scalable nanoengineering of 

graphene, though, remains among the biggest challenges of graphene 

nanotechnology. Conventionally, the controlled sculpting of graphene 

distinguishes between bottom-up or top-down approaches. 

The former assembles graphene nanostructures via the polymerization of 

polycyclic aromatic hydrocarbons19. Particularly, bottom-up techniques grow 

atomically tailored graphene nanostructures as narrow as a few carbon atoms with 

chemically designed edges, as explained in more details in Chapter 2. Nevertheless, 

bottom-up solution synthesis face solubility constrains, with severe issues toward 

device integration, which limit both the achievable size of the graphene samples 

and their application20. From the aspect of the chemical functionalization of 

graphene edges, chemical synthesis allows the control of crystallinity, purity, 

molecular structure and chemical functionality of the edge. Notably, some reports 

attempted the selective synthesis over pre-patterned substrates21,22, allowing a 

precise alignment of the nanostructures over the substrate, but still requiring 

complex lithographic pre-treatments severely affecting its applicability. 

Alternatively, top-down approaches narrow large area graphene films into 

nanostructures via selective etching of graphene protected underneath a mask. 

Electron beam lithography23, either in the form of patterning through a resist or 

resist-free lithography via transmission electron microscopy, remains the method 

of choice for the top-down sculpting of graphene nanoarchitectures. 

Conventionally, electron beam lithography writes a pattern into a polymeric resist 

coating the graphene23. Chain scission occurs in the exposed regions of the positive 

resist yielding a significant change of its solubility into selected solvents, or 

developer. After the dissolution of the exposed resist, the remaining pattern acts 

as a mask over the surface of the graphene, while the unprotected graphene areas 

are further etched in harsh chemical environments such as reactive ion etching, 
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RIE. At last, the protecting resist is dissolved uncovering the graphene 

nanostructure. Beam lithography is used for the patterning of graphene 

nanoribbons as thin as ~10 nm24. Furthermore, it is used for the design of 

nanoconstrictions successively converted into nanogaps25 for instance via 

electroburning26. Importantly, polymeric resists, organic solvents and harsh ion 

etching contribute to the contamination of the graphene nanostructures, and 

affect the composition and the topography of the edges in an uncontrolled 

manner27. Alternatively, transmission electron microscopes, TEM, can generate 

highly focused electron/ion beams capable of directly patterning graphene 

without any resist. The particle beam knocks out carbon atoms from the lattice by 

energetic exchange with graphene28,29 , yielding for instance nanoribbons30 and 

nanopores in free-standing graphene31,32–35 and other two-dimensional 

materials36,37, with superior control over the crystallinity and chemical composition 

of the edges. Conveniently, the final pattern is characterized in situ using the 

imaging mode of the electron/ion microscopes38,31. Despite the great step-forward 

performed by lithographic systems in the field of graphene nano-patterning, beam 

lithography remains a time consuming technique, requiring high vacuum and 

unable of parallel processing. 

Aiming to overcome the main limitations of conventional bottom-up and top-down 

nanofabrications, in this thesis we showcase different powerful approaches for the 

simple and flexible design of nanopores, nanogaps and nanoribbons architectures 

and for the selective chemical functionalization of graphene edges, as illustrated 

in Chapter 3, Chapter 4 and Chapter 5. Furthermore, we employed such 

approaches to form metallic nanogaps and polymeric nanofluidic channels as 

presented respectively in Chapter 6 and Chapter 7. We used microtomy to 

precisely prepare metallic nanorods embedded in polymeric supports which we 

assembled into nanopores and nanogaps or used as inert mask for the top-down 

sculpting of graphene nanoribbons, without employing any conventional 

lithographic step nor clean room facilities. 

Whitesides and co-workers were the first to introduce the microtomy of metallic 

thin films as an alternative route to fabricate and pattern metallic 

nanostructures39,40. Specifically, metallic thin films are grown via evaporation or 

atomic layer deposition onto flat substrates and further embedded in polymer, 

generally epoxy resins41. The resulting sample is a composite material constituted 
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of a metallic thin film surrounded by a polymeric matrix. A sharp diamond knife 

sections the polymer with nanometric precision, below 30 nm, yielding thin 

polymeric slabs embedding metallic nanostructures, Figure 1.2a. Practically, the 

knife works as a wedge at the interface with the polymer matrix, initiating a crack 

through the brittle polymer matrix41. The crack controllably propagates few nm 

ahead of the knife, extending in proportion to the radius of curvature of the knife. 

The knife slices through the polymer pushing forward the crack propagation, and 

yielding a thin section of polymer. The polymer operates as a mechanical support 

for the metallic filler, allowing the precise transfer and manipulation of the slab. 

The composite sample slides over the knife, which position is controlled by high-

precision piezo-actuators. The diamond knife is atomically sharp with a radius of 

few nanometres (5 nm to 6 nm), yielding highly precise nanometric polymeric 

slabs. 

 

Figure 1.2. Microtomy of nanostructures. a) A diamond knife slices the metallic 

thin film embedded into the polymer matrix yielding polymeric slabs bearing the 

metallic nanostructure. Inset: the composite sample formed by a metallic thin film 

embedded in the polymer matrix. b) Metallic nanorods prepared via microtomy 

and assembled in complex nano-architectures39. 

The supporting polymer allows the manipulation of the samples and their assembly 

into suspended and overlapped architectures, Figure 1.2b. Afterwards, the 

polymer can be removed, leaving in place only the embedding, such as a metallic 

nanostructure. Alternatively, the metallic embedding can be etched or dissolved, 

leaving slits into thin polymeric slabs, which can be assembled into nanopores42, 

for instance.  
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In this work, we illustrate the application of microtomy for the sculpting of complex 

nanostructures with innovative designs. We used microtomy to prepare edges in 

graphene, first demonstrating their selective chemical functionalization via bulk 

methods such as electrografting, as illustrated in Chapter 3. Furthermore, the 

removal of the supporting polymer slab or the metallic embedding resulted in edge 

tailored graphene nanoribbons with controlled edge chemistry, Chapter 5. By 

overlapping the slits within two polymeric slabs, we obtained highly precise and 

mechanically stable zero-depth nanopores, capable of reaching the performances 

of graphene nanopores, while demonstrating reduced noise, Chapter 7. 

1.1 Graphene (bio-)nano-sensors 

Graphene showed outstanding initial results in the field of molecular sensing, 

particularly toward DNA sequencing33 and single molecule detection43. There are 

several sensing platforms based on graphene44,45, which rely on multiple working 

mechanisms, exploiting features such as atomic thickness, mechanical stability and 

modulated electrical conductivity. These can be divided into three major classes 

based on diversified working designs and classified as graphene nanopores, 

graphene field effect transistors (GFET) and nanogaps. Particularly, atomically thin, 

bidimensional graphene nanopores, ideally, can perform real time DNA sequencing 

with single nucleotide resolution46, promoting graphene and bidimensional 

materials as ideal candidates for the next generation sequencing devices. In the 

upcoming sections, we will introduce these technologies, their working 

mechanism, and major challenges, explaining their relevance in the sensing 

community and shedding a light over the significance of our work. 

1.1.1 Graphene nanopores 

A nanopore is a nanometric hole drilled in a thin membrane. Molecular sensing in 

nanopores proceeds by occlusion of the nanopore channel across the membrane47, 

Figure 1.3a. In fact, by applying a transmembrane potential within an electrolytic 

solution, ions move across the hole, yielding a characteristic nanopore 

conductance G (1): 

(1) 𝐺 = 𝜎 [
4𝐿

𝜋𝑑2 +
1

𝑑
]

−1
 



8 
 

Where σ is the conductivity of the electrolytic solution, L is the length of the 

nanopore channel and d is the diameter of the pore. Upon molecular translocation, 

the effective volume of the nanopore decreases, lowering the conductance of the 

pore. Consequently, despite of a constant transmembrane potential Vtm, the 

electrolytic current intensity across the pore Ip reduces, according to the Ohm’s 

law (2): 

(2) 𝐼𝑝 = 𝑉𝑡𝑚𝐺 

Thus, the overall reduction of the electrolytic current is directly modulated by the 

size of the translocating molecule48,49. The electrolytic current modulation 

becomes a fingerprint toward molecular recognition and sequencing of DNA 

strands, particularly single strands, and proteins driven through the pore by the 

transmembrane potential. In fact, negatively charged single strand DNA molecules 

are driven through the thread of the pore under the electrostatic force of the same 

transmembrane potential. Each single nucleotide occludes the pore in an ordered 

sequence, yielding characteristic dips in the electrolytic current intensity. 

Afterwards, the sequencing is performed by the analysis of the current dips 

induced by the molecular translocation49. 

 

Figure 1.3. Nanopore bio-nanosensors. a) Nanopore working mechanism. A 

transmembrane voltage (+/-) drives the electrolytes and the analytes through the 
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pore50. b) Schematics of a biological nanopore embedded in a lipidic membrane 

with an enzyme motor on at its inlet. 

The most recent nanopore devices achieved accurate read of long-length DNA 

single-strands, above 103 base pairs. Among these, so called biological nanopores 

demonstrated outstanding results. Biological nanopores incorporate protein 

channels such as α-hemolysin into a lipid or polymeric membrane. DNA sequencing 

happens by translocating the biopolymer through the pore of the protein channel, 

Figure 1.3b. Biological nanopores can modulate the translocation speed of the DNA 

single-strands toward a step-like nucleotide translocation which ideally permits 

single nucleotide resolution with high fidelity. The most effective mechanism to 

reduce the translocation speed relies on the functionalization of the pore with an 

enzyme51, for instance using an enzyme motor such as a DNA polymerase52–54. 

Functionalized biological nanopores modulate the translocation of a single strand 

DNA, which is driven through the pore by a transmembrane potential. The 

nanopore modified with an enzyme is now a cheap, portable single strand DNA 

sequencer currently on the market: the MinION®. It is composed of an array of 

biological nanopores and is capable of ultra-long reads (> 100 kbp). Interestingly, 

the enzyme coupled technology allowed the sequencing of 85% of the human 

genome, corresponding to 2.867 106 nucleotides reaching a final read-out accuracy 

exceeding 99.8%55. Importantly, the accuracy achieved via nanopores technologies 

such as MinION® would have been unreachable without the increasing resolving 

ability of computational methods, capable of browsing through a dataset 

composed of around 107 bytes of data representative of more than 2 106 bases55. 

In fact, while the physical nanopore read-out is still affected by a remarkable 

mistake (above around 40% on its release in 2014 and reduced below 15% in 

201856), the multi-reading process and the analysis algorithm entitle this device of 

an outstanding reliability57. Despite the current commercial success and the 

dominance of biological nanopores in the landscape of nanopore based DNA 

sequencers, biological nanopores encounter some limitations. Among these, 

mechanical fluctuations of the biological membranes majorly affect the 

performances of such pores. Most importantly, the single nucleotide resolution 

depends on complex interpretation algorithms, capable of extrapolating 

sequencing information from the ionic current readings of multiple nucleotides 

clogging the pore at the same time. In fact, at the thinnest constriction, the pore is 

around 1,4 nm wide and capable of hosting up to 10 nucleotides in the β-barrel at 
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the same time, severely modulating the intensity of the ionic current58. At last, 

current technology is single-read, which means that each device can be used once, 

and needs to be replaced after each read-out. 

Alternatively to the current technology, 2D (two-dimensional) materials such as 

graphene attracted increasing interest for their use in nanopore sequencers. In 

fact, graphene forms nanopores which channels are atomically thin31,34 allowing 

the passage of a single nucleotide per time (Figure 1.4a). Specifically, atomically 

thin membranes form nanopores which length dimension L is at least one order of 

magnitude smaller than the diameter d, increasing the overall conductivity of the 

pore, that becomes G∝d33. The ability of a graphene nanopore to detect the 

passage of a DNA molecule was first demonstrated experimentally in 2010 using a 

nanopore drilled in a transmission electron microscope, TEM, through a suspended 

graphene membrane over a SiN support31. Figure 1.4b shows the electrolytic 

current dips relative to translocation events caused by the passage of double 

stranded DNA through a 22nm wide pore. The sensitivity of the graphene is high 

enough to distinguish among three different folding configurations of a 16µm long 

DNA molecule. Ever since, nanopores in graphene have been widely tested and 

implemented. 

 

Figure 1.4. Graphene nanopores. a) Top: graphene nanopores translocating a 

single DNA molecule. Bottom: electrolytic current through a nanopore. The 

passage of biomolecules such as DNA strands clogs the pore reducing the 

conductance31. b) Differentiation between translocation events in folded and 

unfolded DNA strands. 
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Despite the great sensitivity to molecular translocation, graphene based 

nanopores sequencers are not available yet. The most relevant challenges relate 

both to the dynamic of translocation, such as the translocation speed, and the 

intrinsic characteristics of the nanopore, such as the mechanical stability, the 

hydrophobicity and the - so called - access resistance. The translocation speed is 

among the most severe limitations59. In the case of single stranded lambda DNA, 

each nucleotide translocates at a rate around 20 ns/nucleotide31,50, under a 

transmembrane potential in the order of 100 mV. Consequently, such a 

translocation speed demands for an acquisition speed above 1 MHz to resolve 

between the current dips due to the passage of each nucleotide. Additionally, the 

ions surrounding the membrane form a capacitive coupling with high frequency 

noise, usually filtered at 10 kHz via a band-pass filter during the current recording60.  

Graphene nanopores (more generally 2D nanopores) have also a low frequency (f) 

noise61 that modulates as 1/f and its origin is not yet fully understood, negatively 

affecting the resolution of the pore. Mechanical fluctuations of the suspended 

membrane are a possible cause of the 1/f noise. It has been demonstrated 

experimentally that the noise reduces proportionally to the thickness of the 

membrane62, as a consequence of the higher membrane stiffness. Alternatively, 

shrinking the suspended area of the membrane appears to increase the signal to 

noise ratio50. 

The transmigration of ions through the pore, also, gives rise to the so called access 

resistance63. When considering the elements composing the conductivity of a 

nanopore as expressed in equation 1, two components are involved: the channel 

resistance and the access resistance. The channel resistance stems from the 

physical passage of ions through the channel composing the pore. The access 

resistance, on the other hand, relates to a hemisphere around both sides of the 

mouth of the pore where the concentration of ions increases at the inlet/outlet of 

the pore. When considering 2D membranes, the channel resistance converges to 

null. Thus, the access resistance becomes predominant, and the hemispherical 

volume of ions condensation around the pore represents a so called effective 

volume of the pore and is directly proportional to the pore diameter, extending 

over the same nanometer scale. In fact, the condensation of the ions flow already 

modulates the ionic transport, thus the electrolytic current. Consequently, the 

hemispheric volume around the mouth of the pore represents an area of reduced 



12 
 

sensitivity of the pore, which loses its ability of distinguishing between different 

nucleotides within the volume of access resistance, thus losing single nucleotide 

resolution. 

Furthermore, the interaction of molecules such as DNA with the hydrophobic 

graphene membrane might perturb the translocation through the nanopores64. In 

fact, graphene tends to adsorb irreversibly molecules such as single DNA strands 

on its surface, hindering the molecular flow. Interestingly, such a drawback is 

considered often as a starting point to controllably modulate the translocation 

speed65. For instance, exposed graphene nanopores stacked in between two 

nanopores drilled in aluminium oxide (Al2O3) membranes might locally interact 

with the DNA strand slowing the passage of the strand through the nanopore66. 

Also, the chemical functionalization of the graphene surface might allow a trap-

release mechanism, which influences the rate of nucleotides crossing the pore. 

Nonetheless, while hydrophilic coatings appeared effective in preventing the 

adsorption of hydrophobic molecules on graphene67, they also increase the overall 

thickness of the membrane, thus affecting its resolution abilities. 

In conclusion, it is still a technological challenge to achieve molecular sensors, 

particularly sequencers, based on graphene nanopores or other 2D materials. The 

advantages introduced by the monoatomic thickness are counterbalanced by 

obstacles preventing single nucleotide resolution, such as access resistance or 

translocation speed. Aiming to overcome some of the limitations affecting 

graphene nanopores, an alternative strategy to assemble subatomic thin 

nanopores: zero-depth nanopores capillaries, is presented in Chapter 7. These 

form at the intersection of two slits carved into polymeric thin films prepared via 

microtomy, showing reduced noise and modulated hydrophobicity and capable of 

slowing the passage of DNA strands through the pore. 

The most important limitation of nanopores remains the indirect detection system. 

In fact, nanopores do not directly probe molecules. Instead, nanopores extrapolate 

information from fluctuations in the ionic solution surrounding and interacting 

with the transmigrating molecule. Indirect characterization has several inherent 

drawbacks caused directly by the nanopore architecture, for instance mechanical 

instability or irreversible molecular adsorption.  
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1.1.2 Graphene field effect transistors 

Field effect transistors exploit the modular electronic properties of graphene upon 

interaction with external stimuli such as molecular adsorption43,68. 

The extended conjugation network of graphene forms a diffused electron 

distribution that entitles this material of an extremely high charge carrier 

mobility69 up to 105 cm2 V-1 s-1. The highly regular lattice of carbon atoms and the 

absence of a layered structure, ideally, yields massless fermion-like electrons 

moving unscattered over the surface of graphene, and arranged within a conical 

semi-metallic band structure with 0 eV bandgap70,71.These mobile electrons can be 

perturbed under the effect of an external field, modulating the conductivity of the 

film.  

In a transistor configuration, graphene is connected via a source and a drain 

electrode, while an external field is applied in the form of a gate voltage, either 

through an electrolytic solution, for instance KCl, or through a capacitive substrate 

such as SiO2
72. Sweeping the gate voltage returns a cone-shaped conductance 

characteristic of graphene and with a minimum of conductance at the so called 

Dirac point, or charge neutrality point, Figure 1.5a. The cone-shaped conductance 

curve offers interesting features for sensing applications. In fact, the interaction 

between graphene and molecules locally perturbs the electronic band structure of 

graphene, operating a shift of its Dirac point. Covalent bonds73–75 and non-covalent 

interactions76–78 such as van der Waals, dipoles and π-π stacking modulate the 

conductivity of graphene, shifting the position of its Dirac point and the amplitude 

of the cone-shaped conductance curve. The induced variation in conductance 

works as the sensing fingerprint. Importantly, the cone-shaped conductance curve 

is steep around the Dirac-point where it follows a parabolic trend. Thus, sensing at 

the Dirac point returns highly responsive sensors, where small perturbations have 

a significant impact on the overall conductivity of graphene. This yielded sensors 

capable of detecting molecules dispersed in extremely low concentrations72, up to 

a single molecule physisorbed on the surface of a graphene transistor43,79. 
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Figure 1.5. Graphene field effect transistor. a) Conductivity curve of graphene 

under the effect of an external electric field: the gate voltage modulates the 

conductance of graphene with a minimum of conductance at the Dirac point. b) 

Liquid gated GFET. A potential is applied between the source and drain electrode 

of graphene, while the gate potential is applied through an electrolytic solution 

(blue droplet), modulating the conductance of graphene80. 

Similarly, a gate potential can be applied by means of a reference electrode 

immersed in an electrolytic solution81, a process so called liquid gating. Ideally, the 

electrolyte works as a dielectric causing the potential fall between the electrode 

and the graphene, Figure 1.5b. The ions of the electrolyte move both toward the 

surface of the electrode and the surface of graphene. The local charging of the 

graphene surface attracts immediately oppositely charged ions which 

counterbalance the potential fall across the solution via the formation of an 

electrical insulating double layer82,83. The field developing across the double layer, 

then, works as the gating source of the graphene. Liquid gating is an interesting 

feature of graphene for molecular sensing, as it allows to integrate graphene 

transistors within fluidic channels and to dissolve analytes into the electrolytic 

solution. Sensing is based on the local charge perturbation induced by the 

interaction between the graphene and the molecule. This causes a shift of the Dirac 

point position resulting in a change in conductance of the liquid gated graphene 

transistor82. 

Graphene transistors are primarily responsive to charge distributions carried by 

the molecules. Complex analytes composed of several molecular species might 

induce non-selective sensing responses. Accordingly, the selectivity of the 
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transistor can be increased by chemical functionalization of the graphene82. 

Covalent functionalization introduces target receptors chemically bound to the 

honeycomb lattice of graphene. The resulting chemical bond in graphene induces 

a sp2 to sp3 re-hybridization of the carbon atoms composing the lattice of 

graphene84. This introduces defects in the conjugation network of the honeycomb 

lattice of graphene, yielding local scattering centres affecting the conductivity of 

graphene85. The overall effect is a reduction of the conductivity and flattening of 

the Dirac cone, leading to a higher selectivity at the cost of a lower sensitivity. 

Alternatively, non-covalent functionalization absorbs selective receptors on the 

surface of graphene via short range interactions, such as π-π stacking, van der 

Waals and electrostatic forces86–88. For instance, single stranded DNA was 

immobilized on graphene field effect transistors via non covalent adsorption of 

biotinylated bovine serum albumin89 which immobilize DNA via biotin–

streptavidin-binding. These were then capable of detecting the immobilization and 

hybridization of complementary DNA with concentration as low as 100 fM. 

Interestingly, it was also demonstrated the ability of a graphene field effect 

transistor, GFET, to distinguish between the adsorption of the four different 

nucleotides90. 

Particularly, GFET composed of graphene nanoribbons have shown promising 

theoretical results toward DNA sequencing. Graphene nanoribbons, nanometric 

thin strips of graphene, compose GFETs embedded within nanofluidic channels 

capable of stretching DNA strands for sequencing. In a first attempt, a nanopore 

was drilled through a nanoribbon35,91, Figure 1.6a. During the translocation of each 

nucleotide through the pore, the local charge density fluctuation provokes a shift 

in the conductivity of the ribbon, which is recorded along with the electrolytic 

current. Theoretical calculations demonstrated that the specific conformation of 

DNA nucleotides lead to specific charge fluctuations and were proposed for 

sequencing applications. As an alternative configuration, a GFET composed of a 

nanoribbon over a nanofluidic channel92, Figure 1.6b, was also proposed for DNA 

sequencing. Here, the DNA temporarily adsorbs onto the graphene via π-π stacking 

modulating the conductance of graphene. In the meantime, a trans-channel 

potential pushes further the DNA strand. Accordingly to the molecular dynamics, 

MD, simulations the conductivity of graphene varies as a function of the gate 

potential as G(Vg)92: 
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(3) 𝐺(𝑉𝑔) =
2𝑒2

ℎ
𝑇(𝜇) 

Where h is the Planck’s constant, e the elementary charge and T the transmission 

curve of the graphene nanoribbon as a function of the chemical potential µ(Vg)=EF 

- Vg, with EF that is the Fermi Level of the graphene ribbon, thus (3) becomes: 

(4) 𝐺(𝑉𝑔) =
2𝑒2

ℎ
𝑇(𝐸𝐹 − 𝑉𝑔) 

In order to retain the most detailed sequencing information the model demands 

for a scan over the gating potential to characterize the conductance curve during 

the interaction of graphene with each nucleotide. These requirements showcase 

once more the problem related to the translocations speed, which also in case of 

sweeping frequency in the order of 10 Mhz, would still impose a flow rate of the 

DNA strand in the order of 0.1 µs per nucleotide.  

 

Figure 1.6. Graphene field effect transistors, GFETS, DNA sequencers. a) Left: 

schematics of a DNA molecule translocating through a nanopore drilled through a 

GFET nanoribbon. Right: upon the passage of a DNA strand, the ionic current 

through the nanopore reduces, while the electronic perturbation of the graphene 

rises its conductance35. b) A GFET nanoribbon bridging a nanochannel. The pulling 

force is the electric field leading the DNA molecule through the channel92. 

Practically, the extremely fast passage of DNA strands allows to identify the 

resistive variation of the graphene ribbon, nonetheless without achieving single 

nucleotide resolution. An ideal solution would be the chemical design of highly 

selective graphene transistors capable of modulating the interaction with DNA 

strands, but without affecting the electrical properties of graphene. As a result, 

there is an increasing interest in the chemical functionalization of the edges of 
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graphene. It is expected that highly reactive edges can precisely modulate the 

functionality of graphene without lowering the conjugation degree of the 

honeycomb lattice thus the electronic properties of graphene. 

Notably, important steps forward were made recently. Particularly, Heerema et 

al.93 successfully drilled a nanopore through a nanoribbon, and managed to design 

an electronic acquisition system capable of detecting the resistive response of 

graphene upon interaction with DNA molecules. Even if the carefully designed 

electronics manages to drastically reduce many capacity elements detrimental for 

the measurement, the approach remains too challenging. Indeed, they reported 

the severe unreliability of the device, due to the complex, multistep 

nanofabrications with a high failure rate, stressing the need of alternative 

fabrication methods than conventional lithography. Accordingly, Chapter 5 

describes the single step fabrication of high aspect ratio graphene nanoribbons, 

using inert metallic masks fabricated via microtomy instead of lithographically 

designed polymeric masks. 

1.1.3 Graphene nanogaps 

Graphene nanogaps comprise two graphene electrodes interfaced at nanometric 

distance94,95. Under the application of a bias potential, a tunnelling current flows 

between the edges of the contactless electrodes, which intensity decays 

exponentially with the size of the gap. The gap between the edges of two graphene 

layers yields a nanogap composed of atomically thin electrodes. Therefore, 

graphene nanogaps exploit both the atomic thickness and the electrical properties 

of graphene. 

Ideally, molecular sensing with nanogaps employs transverse tunnelling currents 

transmitted through the molecule crossing the gap96–99, Figure 1.7a. The atomic 

thickness of the electrode ensures the single molecule resolution of the sensing 

nanogap. In 2010 Postma proposed a theoretical model for DNA sequencing across 

a graphene nanogap100. In principle, fixing the gap size, the transmission 

probability of each nucleotide yields a tunnelling current used as a sequencing 

fingerprint. The current varies according to equation (5): 

(5) 𝐼(𝑉, 𝑥0) = ∑ 𝐼0
𝐵𝑖(𝑉)𝑒−2𝑘√𝑑2+(𝑥𝑖−𝑥0)2𝑁

𝑖=1  
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Where 𝐼0
𝐵𝑖  transverse tunnelling current for the nucleotide “I” along the backbone, 

V is the bias voltage across the gap, k is the decay constant of the tunnelling current 

across the gap and function of the gap size, d is the gap size and xi is the position 

of the crossing nucleotide with respect the intersecting plane of the gap. 

Even though each nucleotide, due to its chemical and structural unicity, is expected 

to deliver an individual tunnelling intensity, conformational modifications in terms 

of orientation and distance from the gap electrodes might affect the electron 

transmission probability, thus the current intensity. Different orientations within 

the gap broaden the tunnelling current associated to each nucleotide101. As a 

result, it is possible to distinguish between two classes of nucleotides such as 

purines (G, A) and pyrimidines (C, T), based on their size. Theoretically, a more in-

depth resolution can be obtained by sweeping the bias voltage across the gap, 

allowing sequencing resolution. Experimentally102, the identification of at least 

three nucleotides was accomplished in a gold nanogap of about 1nm, respectively 

resolving between thymidine monophosphate TMP, guanosine monophosphate 

GMP and cytidine monophosphate CMP, Figure 1.7b. 

 

Figure 1.7. DNA sequencing with tunnelling nanogaps. a) Schematics of the sensing 

mechanisms: a biopolymer passes through the electrodes across the nanogap 

between the edges of two graphene layers. A bias voltage imposes a tunnelling 

current which intensity is modulated by the translocating nucleotide103. b) Current 

distributions of TMP, CMP and GMP nucleotides in a gold nanogap of 1nm at Vbias 

= 0.75V102.  

Furthermore, the chemical functionalization of the edges of the graphene 

electrodes improves the sensing performances of the gap104. In fact, theoretical 

models presented the advantages of hydrogen functionalities on gold electrodes, 
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promoting the stability of the conduction channels through the nucleotides based 

on hydrogen-hydrogen interaction105. Additionally, the weak bond slows the 

translocation of the DNA strands through the gap. A similar approach is proposed 

in graphene, where the controlled chemistry of the edges would stabilize the 

interactions dynamics between the molecule and the nanogap. 

Nonetheless, there is no experimental evidence of DNA sequencing using 

nanogaps. First, the only current technology available for nanogap sequencing is 

based on molecular break junctions forming gold atomic contacts103,106,107. The 

resulting gold electrodes lack the atomic thickness of graphene and introduce 

multiple binding sites for DNA strands, preventing the correct single nucleotide 

analysis, as explained in Chapter 4. Additionally, the state of the art is the use of 

supported graphene nanogap, which lack a fluidic system capable of transporting 

the analytes, introducing a hindering factor for molecular characterization, 

particularly for sequencing applications. 

In Chapter 4, the first dynamic tunnelling junction between independently 

supported graphene edge electrodes is presented. The formation of a gap between 

independently supported graphene films interfaced with sub nanometric precision 

is the first step toward the integration of graphene nanogaps into fluidic systems 

capable of driving molecules to be directly probed by tunnelling currents. The aim 

of these experiments is the assessment of a sensing platform able to probe directly 

the molecules transmigrating through the pore, rather than their influence on the 

surroundings (as it is in conventional nanopore experimental design). Our results 

also represent a promising proof of concept for the design of graphene nanogaps 

integrated into supportive nanopores/nanofluidics architectures. The layered 

structure of the zero-depth nanopore capillaries (Chapter 7) allows the 

embodiment of graphene films further converted into independent electrodes 

reciprocally interfaced across the rim of a pore. 

1.2 Aim and outline  

In this thesis, we demonstrate unconventional fabrication protocols which 

differentiate from conventional techniques such as lithography. Particularly, 

Chapter 2 reports a thorough literature study concerning the state of the art in 

graphene fabrications toward the selective chemical functionalization of graphene 

edges. Starting from the literature results, we explored a wide series of 
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experimental approaches toward the fabrication of graphene bio-sensors with 

chemically controlled edges, comprising nanopores, nanoribbons and nanogaps 

architectures. In fact, at the present stage, most of the difficulties relate to 

extremely complicated fabrication approaches, often based on high resolution 

electron microscopy or lithography, which severely limits the wide spread of 

graphene based devices, and the control of the (edge) chemistry.  

Accordingly, we investigated the fabrication of edges in graphene, their chemical 

functionalization and their use as active components at the atomic scale for 

sensing applications. Particularly, in Chapter 3, microtomy was employed to 

prepare edges in a graphene transistor embedded in a polymer scaffold, first 

demonstrating their selective chemical functionalization via bulk methods such as 

electrografting. In Chapter 4, the first dynamic tunnelling junction between two 

single carbon atoms at the edge of graphene was prepared via reactive ion etching 

of a suspended graphene sheet. In Chapter 5, graphene nanoribbons with 

selectively functionalized edges were formed under the shadowing of a metallic 

nanorod obtained via microtomy – so called inert mask lithography. 

Flexible, unconventional fabrications were employed also in metallic and 

polymeric materials. Particularly, in Chapter 6 multilayered polyelectrolytes were 

deposited via Layer-by-Layer deposition between two large area gold films further 

processed via microtomy into transverse nanogaps between nanorod electrodes. 

Furthermore, in Chapter 7, we propose a platform that will allow for the first time 

the integration of graphene electrodes directly within a nanopore, here a 

nanopore of zero-depth. 

Importantly, in our research we tried to preserve the physical integrity of graphene 

while controlling the chemistry at its edges, with the goal of fabricating 

reproducible and selective sensors. In this quest, we achieved for the first time the 

electrochemical functionalization of the edge of a large area graphene monolayer. 

We overcome the requirements of atomic scale characterizations, clean rooms, 

and complex designs, targeting a single line of carbon atoms performing 

experiments at the macroscopic scale and with simple tools available in almost any 

chemical laboratory. 
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