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Chapter 2

Conjecture about zeta-values

The regulator morphism is introduced in §2.2, using the constructions from
[KLMS2006]. It is more naturally defined with its target in Deligne homol-
ogy, and all the necessary preliminaries about it are included in §2.1. Then in
everything is put together to formulate the conjectural relation of Weil-étale
complexes RT'y (X, Z(n)) to the special values (% (n). Finally, it is verified
in §2.4 that the conjecture is compatible with disjoint unions, open-closed
decompositions and taking the affine bundle Ay, — X.

2.1 Deligne cohomology and homology

Now we are going review the definitions of Deligne cohomology and ho-
mology. These were introduced in Beilinson’s seminal paper [Beil984], so
they are also known in the literature as “Deligne-Beilinson (co)homology”,
but I will use the term “Deligne (co)homology” for brevity. For the technical
details, the reader may consult [EV1988] and [Jan1988].

For this section, X denotes a smooth complex algebraic variety over C,
and Z C A C R denotes a subring of the ring of real numbers (eventually
we will be interested in A = Z and R). For a parameter k € Z one can
define (co)homology groups

Hyp(X, A(K)),  H (X, Ak)).

Here k is a “twist” that may be any integer. In fact, for certain values of k the
above groups have simpler description, and it will be our case.

We are going to assume that X is connected, of dimension d¢c. A good
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110 2.1. Deligne cohomology and homology

compactification of X is given by

(2.1.1) X s X+—D

where j: X < X is an embedding into a proper smooth algebraic variety
X, and the complement D := X \ X is a normal crossing divisor (meaning
that locally in the analytic topology, D has smooth components intersecting
transversally). Such a good compactification always exists (this follows from
Hironaka’s resolution of singularities), and we fix one.

Deligne cohomology
We denote by OF. ©) the de Rham complex of holomorphic differential forms
on X(C):

d
0 — Oxc) = Q}((C) — Qi(c) e QXC(C) =0

Further, let Q.X (©)

ential forms on X(C), holomorphic on X(C), with at most logarithmic poles
along D(C). We consider the descending filtration of Q% ., (log D) by sub-

(log D) be the de Rham complex of meromorphic differ-

(C)(

complexes

Q?‘ (logD): 0—>~--—>O—>Qky(

© (logD) — Qk{l (log D)

0) (©

d
== ch(c)(logD) -0

Let us fix some conventions related to the cones of complexes. If u: A® —
B*® is a morphism of complexes, the corresponding cone complex is given by

Cone(u) := A®[1] @ B®,
together with the differentials
di: Ai+1 D Bi N Ai+2 D Bi-i—l,
(a,b) = (—d' 1 (a), u(a) + d(b)).
This gives us a short exact sequence of complexes
B* ~— Cone(u) — A®[1]
and the corresponding distinguished triangle in the derived category

A®* — B* — Cone(u) — A®[1]
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2.1.1. Definition. Let A be a subring of R. For k € Z we denote
A(k) := 2mi)f A c C.

This is a Gg-module, and we will also denote by A(k) the corresponding
(Gr-equivariant) sheaf on X(C). For a fixed good compactification (2.1.1),
the corresponding Deligne-Beilinson complex is the complex of sheaves on
X(C) given by

A(K) ., 3,x) = Come (RjA(K) & O (log D) <= Rj.O%c)) 1]

where

is induced by the canonical morphism of sheaves A(k) — Oy ) and

>k . .
L Q%C)(log D) = RjiQ ¢

is induced by a natural inclusion
O%c)(10g D) = j:O5% ¢y = RjxO% ¢/

which is a quasi-isomorphism of filtered complexes (see [Del1971, §3.1]).
The corresponding Deligne cohomology groups are given by the hyperco-
homology of A(k)@-B,(X, X’

Hyp(X, A(k)) := H(RT(X(C), Ak) g (3,x)))-

The distinguished triangle of sheaves on X (C)

A(K) g5 (xx) = Rj=A(K) & OZ

Zc)(log D) = Rjs Q%) = AK) o (.2 [1]

induces the (hyper)cohomology long exact sequence

2.1.2)
-+ = Hyp(X, A(k)) — H'(X(C), A(k)) ® F*Hjp (X(C)) <= Hjp(X(C))
— Hgl(x,A(k)) — ..

where

FFHIR (X(C)) =

im (Hf(f(c:),o;’(‘c)(log D)) = H'(X(C), 0% ¢, (log D)) = H;R(x(c:)))
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denotes the Hodge filtration on the de Rham cohomology of X(C) (for de-
tails about this, see [Del1971] and [V0i2002, Chapter 8]). Using the above
distinguished triangle / long exact sequence, one may show that the groups
H! (X, A(k)) in fact do not depend on the choice of a good compactifica-
tion j: X < X (see [EV1988, Lemma 2.8]). For this we will write simply
“A(k)p.g” instead of “A(k)D-B,(Y,X)” if X is clear from the context and a
specific good compactification does not matter.

Eventually we will be interested in a very special case when Deligne
cohomology is particularly easy to describe.

2.1.2. Lemma. For k > dc and A = R we have a quasi-isomorphism of complexes
RI(X(C),R(k)pp) = RT(X(C), (27i) ' R)[~1].

Proof. We have Q%’((C) (log D) = 0 for k > d¢, so that in this case

A(k)pp = Cone(Rjx A(k) = Rjx Q% ¢))[~1] = Rj. Cone(A(k) = Q% ¢))[~1],

and we easily see that the complex of sheaves Cone(A (k) = Q;((C))[—l] on

X(C) is given by
[A(K) = O o) [-1]] =

0— A(k) = Ox(c) — Q}((C) — Qi(c) T fo(c) -0

0 1 2 3 de+1
—that is, we have the constant sheaf A(k) := (271i)* A in degree 0, followed
by the whole holomorphic de Rham complex on X(C), shifted by one posi-

tion. By the Poincaré lemma, we have a quasi-isomorphism of complexes of
sheaves on X (C)

(2.1.3) C = Q%)
and we also have a short exact sequence of Gr-modules
(2.1.4) 2mi) R — C — (2mi)* 1 R.

Now (2.1.3) and (2.1.4) give us a quasi-isomorphism of complexes of
sheaves on X(C)

[R(k) = Qo) [~1]] =~ (271i)* ' R[-1].
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Putting all this together, we have

RT(X(C), R(k)p.5) = RT(X(C), Rj[(27) R = Q% ¢ [-1]])
~ RT(X(C), Rj (27ti)* 1 R)[ 1]
~ RT(X(C), 2mi)* T R)[-1].

Deligne homology

Deligne homology H2 (X, A(k)) is constructed in such a way that there is an
isomorphism with Deligne cohomology

Hiy(X, A(k)) = HZ)__ (X, Alde —k)).

To do this, Jannsen in his article [Jan1988] replaces the singular cohomol-
ogy H*(x(C), A(k)) with Borel-Moore homology HEM(x(C), A(k)), and de
Rham cohomology Hj (X(C)) with the corresponding object, which he calls
“de Rham homology”. It would be probably more correct to call H? (X, A(k))
“Deligne-Borel-Moore homology”.

We would like to compare homological and cohomological complexes,
and for this the following convention will be used. To pass from a homolog-
ical complex C, to a cohomological complex 'C®, we set

'ct:=C_;,
and the differentials are given by

. i . —1)i+1ly4
(/Cl d—) /Cl+1) = (C_i ( 1) C—i—l)
(note the alternating signs).

As before, we fix a good compactification (2.1.1). Here are the ingredients
for the definition of Deligne homology (we refer to [Jan1988] for details).

1. We consider the quotient complex
'C*(X, D, A(k)) :="C*(X(C), A(k))/'Cp (X(C), A(K)),
where Co(X(C), A(k)) denotes the complex of singular C*-chains on
X (C) with coefficients in A(k) := (27i)¥ A, and CP (X(C), A(k)) is the

subcomplex of chains with support on D(C). We put 'C® instead of C,
to pass to cohomological complexes.
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2. We denote by Q%C)w the sheaf of C®-(p, g)-forms on X(C) (sometimes

also denoted by ,‘Zl;’(qc)).

3. We denote by ’ Qf(’(q ) the sheaf of distributions over Q. ( ) That is,

for an open subset U C X we have

’ch'?c)w (U) := {continuous linear functionals on T'c(U, Q2 P~ 1)},
4. BothQ;(’( o) and’ Q (C)
by Q5 ¢y~ and Q% %(c)y~ the total complexes associated to Q;f(.c)w and
! Q;c'(.o:)w respectively:

. ._ pa
Doy = D Now Vo= D "Wlop
p+q=n pg=n

naturally form double complexes. We denote

5. As before, we consider the corresponding logarithmic de Rham com-
plexes and their filtrations:

%y~ (log D) := Q) (log D) @as, | D)
>k . =k .
QY(C)@ (logD) := QY(C) (log D) ®oy, ., O% )y

and similarly for '() instead of Q.

2.1.3. Definition. In the above setting, for a fixed good compactification
(2.1.1), consider the complex of abelian groups

'CS(X,D, A(k)) :=
'C*(X, D, A(k))
Cone ® = 1"(?(([1),’()%(‘[:)00 (logD)) | [-1],
F(¥(C), 0% . (108 D))

x(C

where ¢ is induced by the inclusion ’Q)/((C)oo (logD) C ’Q'X(C)m(log D), and
€ is given by the integration over chains (see [Jan1988] for details). The

corresponding Deligne homology groups are given by

"Hyp(X, A(K)) := H'('C},(X, D, A(K))).

To understand the above definition, we should examine what each com-
plex computes.
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1. According to [Jan1988, Lemma 1.11], the complex 'C*® (X,D, A(k)) cal-
culates Borel-Moore homology of X(C) with coefficients in A(k): there
are canonical isomorphisms

H'('C*(X, D, A(k))) = "Hpp(X(C), A(k)) = HE¥ (X (C), A(~k))
(see loc. cit. and [Ver1976, §1] for details on Borel-Moore homology).

2. According to [Jan1988, Corollary 1.13], there are quasi-isomorphisms
of fine sheaves

Rj ' Qe = o' Uy & Q% (o)~ [2dc] & Q% ¢)~ (log D) [24c]

= /Q.X(C)w (log D)
and then Jannsen defines

'Hig(X(C)) i= HI(T(X(C), 'O ¢ ) & HI(N(X(C), "0 ¢« (log D))

to be the de Rham homology of X(C) (this is by no means standard
terminology).

3. De Rham homology carries a Hodge filtration defined by
FF'Hi R (X(C)) ==
im(Hf(r(Tc(C), ’Q%k (log D))) < H'(T'(X(C), '0% )~ (log D))

(©)
= 'Hjp(X(C)))

(the fact that this map is injective is in a sense dual to the corresponding
fact for the Hodge filtration on de Rham cohomology).

The above considerations and the definition of Deligne homology give us
the long exact sequence

(215) -+ = "Hy (X, A(K) = 'Hipy (X(C), AK)) & F¥' Hig (X(C))
= Hig(X(C) = "Hy (X, AK) = -+
from which one may see that the groups 'Hi, (X, A(k)) do not depend on

the choice of a good compactification X < X (again, see [Jan1988, Corollary
1.13]).
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Twisted Poincaré duality

According to [Jan1988, Theorem 1.15], Deligne cohomology and homology
are related through the “twisted Poincaré duality””

(2.1.6) H2Aet (x, A(de + k) = "Hiy (X, A(K)).

In fact, Jannsen establishes a quasi-isomorphism of complexes of abelian
groups

@17)  REX(C), Alk+dc)pp x.p)2dc)) = 'Ch(X, D, A(K)),

where the left hand side computes Hzgchi(X,A(dc + k)) (definition 2.1.1)
and the right hand side computes 'H, (X, A(k)) (definition 2.1.3). The dual-
ity is best understood if we use the homological numbering

HP (X, A(K)) = "Hg' (X, A(~K))

(sic! the sign of the twist gets flipped as well), and also look at the isomor-
phism of the long exact sequences (2.1.2) and (2.1.5) (see [Jan1988, Remark
1.16 b)]). The duality takes the familiar form

o

Hip(X, A(k)) = Hyy (X, A(dc — K)).

IR

IR

As in 2.1.2, eventually we will be interested in a very special case where
the Hodge filtration part does not enter.

“The word “twisted” means that the isomorphism takes into account the twist k € Z. How-
ever, this duality is also twisted in the sense that, unlike the usual Poincaré duality, it does not
come from some nondegenerate pairing.
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2.1.4. Lemma. For k > 0 and A = R we have a quasi-isomorphism of complexes

'C3,(X, D, A(k)) ~ RHom(RT(X(C), (27i)* " R), R)[~1]
=: RTpp(X(C), (2711) " FR)[~1].

Proof. The right hand side calculates Bore-Moore homology, which is by
definition dual to cohomology with compact support. In case k > 0 we have

! Q%?C)W (log D) = 0, and the Deligne homology complex is defined by

'CH(X, D, R(k))

:= Cone (’C‘(Y, D, (27i)* R) < T(X(C),'0% ¢ (10g D))) [—1]
Probably the correct way to obtain the result would be to analyze this di-
rectly and argue as in 2.1.2. There the map € was essentially the comparison
between singular cohomology and de Rham cohomology of X(C), and in
the present situation there should be a similar comparison between Borel-
Moore homology and cohomology of 'Q®, which is dual to the de Rham
cohomology with compact support.

As a shortcut, let us assume that X(C) is connected of dimension 2d¢.
The quasi-isomorphism (2.1.7) together with the quasi-isomorphism from
2.1.2 and the Poincaré duality (in the correct version that takes into account
the twists) give us

'C3 (X, D,R(k)) ~ RT(X(C), (27ti)%~ =K R)[2d¢ — 1]
~ RHom(RT(X(C), (27i)' *R), R)[-1].

If X is not connected, the above may be done separately for the connected
components. u

I still note that the above argument does the trick and uses only the
arguments from Jannsen’s paper, but it is morally wrong: Jannsen derives
(2.1.7) from the Poincaré duality, and in the above proof we applied the
duality again.

2.2 The regulator morphism

Now as always in this text, X denotes a scheme over SpecZ; separated of
finite type. At this point we also assume that X¢ is smooth, quasi-projective.
Let us also assume for the moment that X is of pure dimension d, so that

dC = dimC XC =d-—1.
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However, later on we will see that this assumption is superficial. We fix a
good compactification

Xc —1+ Xc +— D

The regulators for higher Chow groups CH" (X, p) := H>""P(X4, Z(n))
were introduced by Bloch in [Blo1986b] as morphisms

H®(X&, Z(n)) = H*(X¢, Z(n)) — Hp(Xc, R(n)).

Here we are going to use the construction from [KLMS2006] which is given
on the level of complexes, not merely separate cohomology groups. The
reader is advised to review §0.11 for the definitions of different cycle com-
plexes z,(—, —e), z'(—,—e), z[1(—,—e), which will all be used now.

The construction from [KLMS2006, §5.9] gives us a morphism of com-
plexes

2 r(Xe, —o) /2R (D, —e) = 'Co 2 (Xe, X, Z(r — dc)).

Here z[; | (—, —e) are certain subcomplexes of the cubical cycle complexes
z[1(—, —e); I refer to [KLMS2006, §5.4] for the precise definition. According
to [KLMS2006, §5.9], there are quasi-isomorphisms

ZE,R(TC, —o)/zEﬁ(D, —0) = z5 (X, —o)/zrD_l(D, —e) > z(Xc, —e),
and finally, we have an isomorphism in the derived category
zH(Xe, —o) = 2" (Xc, —o).

All this means that in the derived category, we may treat the morphism of
Kerr, Lewis, and Miiller-Stach as

(2.2.1) 2 (Xc,—e) — 'CH 2t (Xe, D, Z(r — dc)).

It gives a “regulator” in the following sense. Taking the corresponding
(—1)-th cohomology groups and using the duality (2.1.6), we obtain

AJ: CH'(X¢,i) — 'Hy 2 (X¢, Z(r — dc)) < HE ™' (Xe, Z(r)).
According to [KLMS2006, §5.5], if X¢ is projective, then the composition
N AJ i .
CH'(Xc,i) = HZ{(Xe, Z(r)) ™ HZ(Xc, R(r))

coincides with the regulator defined by Goncharov in [Gon1995].
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We consider (2.2.1) for r = d — n, where d is the dimension of X and
n < 0 as always denotes a strictly negative integer. We obtain

29X, —e) — 'C3 (X, D, Z(1 — n)),
which we may also write as
RT(Xe 7 227 [20]) 2 207 (Xe, @) [20] — 'C57*(Re, D, Z(1 — )
(the first isomorphism is 0.11.9). We consider now the composition

RT(Xg, Z°(n)) = RT(Xg, 25" [2n]) — RT(Xzay, 285" [211])
— RT(Xe,zar, 25" [20]) = 'C57*(Xe, D, Z(1 - n))
TR, 1C24% (X, D, R(1 — n))

As n < 0, the target complex may be simplified thanks to 2.1.4:
'C2F* (X, D, Z(1 — n)) ~ RTpp(X(C), (27i)" R)[1]

Taking Ggr-invariants (all the complexes involved in the definitions of
Deligne (co)homology and all statements about them are Gr-equivariant)
we obtain a morphism

222) Reg: RT(Xg, Z¢(n)) — RTpm(Gr, X(C), (27i)" R)[1].

2.2.1. Remark. This suggests that in our situation n < 0 the regulator prob-
ably has en easier definition which could work under weaker assumptions
on Xc.

In what follows, we are going to use the R-dual to (2.2.2):

(2.2.3) Reg": RT.(Gg, X(C), (27i)" R)[~1] — RHom(RT (X, Z°(n)), R).

Compatibility of the regulator with basic operations on schemes

2.2.2. Lemma (Compatibility of the regulator with open-closed decompo-
sitions). Suppose that we have an open-closed decomposition of arithmetic schemes
U — X < Z such that Uc, Xc, Z¢ are smooth, quasi-projective varieties. Then
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the corresponding regulator morphisms yield a morphism of distinguished triangles

RT(Zet, Z(n)) —% Ry (G, Z(C), (27i)" R)[1]

l l

RT(Xet, Z°(1)) —5%5 RTppg(Gr, X(C), (2701)" R)[1]

| |

RT (U, Z° (1)) —% RTppr(Gg, U(C), (271i)" R)|[1]

| |

RT(Zet, Z(n))[1] "2 RT (G, Z(C), (27i)" R) 2]

Proof. This follows from the functoriality of the construction of Kerr, Lewis,
and Miiller-Stach with respect to proper and flat morphisms, as discussed in
[Wei2017, §3]. |

2.2.3. Lemma (Compatibility of the regulator with affine bundles). For an
arithmetic scheme X such that Xc is smooth and quasi-projective, consider the affine
space of dimension r over X and the corresponding set of complex points:

Ay —— AT AL (C) — A’(C)
S | 2
X —— SpecZ X(C) — x

There is a commutative diagram

RTe(Gr, AL (C), (271i)" R)[~1] —=— RT¢(Gr, X(C), (27ti)"~" R)[~2r — 1]
Regzgg(’”l lReg}élnfr [—2r]

RHom(RF(A%lét,Zc(n)),lR) =, RHom(RT (Xg, Z(n —r)),R)[—27]
Proof. The diagram is the IR-dual to

RTpy(Gr, A% (C), (271i)" Z)[1] «—— RTpu(Gr, X(C), (271i)"~" Z)[2r + 1]
RegAg(,nT TRegX,n,,[Zr]

RT(AY 4, Z¢(n)) RT (X, Z°(n — 1)) [27]

IR

so it will be enough to check that the latter tensored with R commutes,
which amounts to the commutativity of the following diagrams of R-vector
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spaces:

o

Hp it (Gr, A%(C), (27ti)" R) +—— Hy{Z " (GRr, X(C), (271i)" " R)
RegAS(,nT TRegX,n,,[Zr]

H* (A%, R (n)) H*™2(X,R°(n — 1))

1%

Now on the level of separate cohomology groups, we may use Bloch’s
construction from [Blo1986b]. Namely, after unwinding our definitions, ev-
erything amounts to checking that Bloch’s regulator is compatible with the
“homotopy isomorphisms” for the cycle complex cohomology and Deligne
cohomology:

H,(A! x Xc, R(n)) «—— H3(Xc, R(n))
Bloch’s regT TBloch’s reg.

H*(Al x Xc,R(n)) «+—— H*(Xc,R(n))

The regulator conjecture

In order to relate the regulator to our machinery, we need make the following
assumption.

2.2.4. Conjecture B(X,n). For an arithmetic scheme X and n < 0, the mor-
phism Reg" (the R-dual of the regulator) is an isomorphism in the derived
category.

2.2.5. Remark. This is a standard but very strong assumption. For instance,
if X is defined over a finite field, then X(C) = @, and the conjecture implies
that the cohomology groups H'(Xy, Z°(n)) are torsion.

2.2.6. Theorem. Let X be an arithmetic scheme such that X¢ is a smooth quasi-
projective variety. Let n < O be a strictly negative integer for which the conjecture
B(X, n) holds. Then there exists a morphism

— 0: RTw(X,Z(n)) ® R — Rl (X, Z(n)) @ R[1]

giving a long exact sequence

- = Hiy (X, Z(n)) R =% HiZ1(X,Z(n)) © R
= HIF2(X,Z(n)) @R — - --

ie. turning Hy, (X, Z(n)) @ R into an acyclic complex of finite dimensional vector
spaces.
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Proof. Recall that according to 1.7.1, we have isomorphisms

(2.24) RTw.(X,Z(n)) ®z R =
RHom(RT (Xg, Z¢(n)), R)[—1] ® RT:(Gr, X(C), (27ti)" R)[~1].

Using this and the morphism Reg", we may define 6 in the obvious way:

RTw (X, Z(n)) ®R

E

RHom (RT (X4, Z¢(n)),R)[~1] @ RT.(Gg, X(C), (27i)" R)[~1]

|

RT(Gg, X(C), (27i)" R)[—1]

lRegV

RHom (RT (Xg, Z¢(n)), R)

!

RHom(RT(Xs, Z¢(n)),R) & RTc(Gg, X(C), (271i)" R)

E

RTw (X, Z(n)) @ R[1]
On the level of cohomology, these morphisms give us
— 0: Hy (X, Z(n)) ®R — Hf (X, Z(n)) @ R.
If Reg" is a quasi-isomorphism, we obtain an exact sequence
- — Hjy (X, Z(n)) ® R =4 Hiyl(X,Z(n)) @R
= Hy2(X,Z(n)) @R — - --
Indeed, let us denote for brevity

A® := RHom(RT (Xg, Z°(n)), R)[~1],
B® := RI.(Gg, X(C), (27i)" R)[~1].

Then Reg" conjecturally gives isomorphisms H(B*) = H*1(A*), and the
above sequence looks like
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Hi(Ao) Hi+l (A.) Hi+2(Ao)
o = e =7 @
Hi(Bo) Hi+1(Bo) HH_Z(B')
which is clearly exact. u

2.3 The conjecture C(X,n)

In the previous section we built a morphism
— 0: RT'w (X, Z(n)) ® R — RTw (X, Z(n)) @ R[1]
that produces an acyclic complex of finitely generated R-vector spaces
Hy (X, Z(n)) ®R.

This means that there is a canonical trivialization isomorphism

(23.1) A: R = detg Hy (X, Z(n)) @ R = detg RTw(X, Z(n)) ® R
=5 (detz RTw(X, Z(n))) @ R.

Another way to get the same morphism is to go back to the definition of
— 6 and recall that it uses the splitting

(2.32) RHom(RT (X, Z(n)),R[—1]) & RT¢(Gg, X(C), (27i)" R)[—1]
= RTw (X, Z(n)) ® R

and the quasi-isomorphism
Reg"”: RT:(GR, X(C), (27ti)" R)[~1] = RHom(RT (X4, Z(n)), R).

These two give us an isomorphism
(2.3.3)
RTe(Gr, X(C), (271)" R)[~2]  p,ovf yjqiq RHOm(RT(Xg, Z°(n)), R[~1))
@ — = @
RT:(Gg, X(C), (271i)" R)[~1] - RT:(Gg, X(C), (271i)" R)[1]

‘\\\\\} %(2.3.2)

RTw,c(X,Z(n)) ®z R
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which after taking the determinants gives us a canonical isomorphism

(2.3.4)
A: R = (detg RT(Gg, X(C), (27i)" R)) @ (detg RT(Gg, X(C), (27ti)" R)) !

o~

— (detz RFW,C(X,Z(TI))) Xz R.

Now in terms of the trivialization morphism A, we are ready to formu-
late our main conjecture, which is similar to [Mor2014, Conjecture 4.2] and
[FM2016, Conjecture 5.12, 5.13].

2.3.1. Conjecture C(X,n). For an arithmetic scheme X and n < 0

a) assume that the conjecture L¢(Xy, n) holds;

b) assume that X¢ is smooth, quasi-projective, so that the regulator mor-
phism Regv exists; assume that the conjecture B(X, n) holds;

¢) assume that the zeta-function of X

(X,s):=]] 1_;@)5

xeXp

has a meromorphic continuation near s = n.
Then

1) the leading coefficient *(X,n) of the Taylor expansion of {(X,s) at
s = n is given up to sign by

AT (X,n)7Y) - Z = detz RTy (X, Z(n)),
where A is the trivialization morphism defined in (2.3.1);

2) the vanishing order of {(X,n) at s = n is given by the weighted alter-
nating sum of ranks of Hyy (X, Z(n)):

(2.3.5) ords—y {(X,s) = Y (—1)"-i-rkz Hiy (X, Z(n)).
i€Z

2.3.2. Remark. The sum in (2.3.5) is finite, because as we saw in 1.6.8, the
conjecture L¢(Xg, n) implies that the complex RT'y (X, Z(n)) is perfect.
Since the conjectures L¢(Xg, n) and B(X, n) imply that the groups

Hiy (X, Z(n)) ®R
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form an acyclic complex, the usual Euler characteristic of RT'w (X, Z(n))
vanishes:

X(RTwe(X,2(n))) = 3 (=1)" rha Hiy (X, 2(n))

=Y (-1)" dimg H}y (X, Z(n)) ® R = 0.
icZ
The sum in (2.3.5) is known as the secondary Euler characteristic:
X'(C*) =Y (-1)"-i-tkH'(C*).
icZ
For a distinguished triangle

A®* — B* = C* — A*[1]

usually
X' (B) # x'(A*) +X'(C°),
unless the triangle is split, but the secondary Euler characteristic is still a nat-

ural invariant for acyclic complexes and it arises in various natural contexts;
see [Ram2016].

2.3.3. Remark. The parts 1) and 2) of the conjecture C(X, n) are equivalent
to Conjecture 5.12 and Conjecture 5.13 from [FM2016] if X is proper and
regular. This is rather straightforward to see by going through the construc-
tions of Flach and Morin and comparing them to our constructions. Then it
is showed in [FM2016, §5.6] that their conjecture 5.12 is compatible with the
Tamagawa number conjecture.

2.3.4. Proposition. Assuming the conjectures L°(Xg,n) and B(X, n), the weighted
sum of ranks of Hyy (X, Z(n)) equals the Euler characteristic of

RT¢(Gr, X(C), (2711)" R);

that is,

Y (—1)"i-rkgz Hy (X, Z(n)) = Y (—1)"dimg H:(Ggr, X(C), (27i)" R)
icZ icZ
=: x(RT(GR, X(C), (271i)" R)).
Proof. Thanks to the splitting

RTwo(X,Z(n)) ®z R =
RHom(RT (Xa, Z (1)), R)[~1] @ RT¢(Gr, X(C), (271)" R)[~1]
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and the quasi-isomorphism
Reg": RT¢(Gr, X(C), (27ti)" R)[-1] = RHom(RT(Xg, Z5(n)), R),
we have

RTw (X, Z(n)) © R =
RT.(Gg, X(C), (27ti)" R)[—1] & RTc(Gg, X(C), (27i)" R)[-2],

so that
Hjy (X, Z(n)) ®R = H:(Gg, X(C), (27ti)" R) & H. ?(Gg, X(C), (27ti)" R).

Now

Y (~1)-i-dimg Hjy (X, Z(n)) ® R
i€eZ
= Y (-1)"-i-dimg(H. ' (Gg, X(C), (271i)" R)
i€eZ
+ Y (~1)" i dimg (H: ?(Gr, X(C), (27i)" R)
i€Z

= 2(-1)1' -i-dimg H1(Gg, X(C), (27i)" R)
- — Y (1) (i+1) - dimg H: *(Gg, X(C), (27i)" R)
Zej—zz ) dimg H{ ' (Gr, X(C), (271)" R)
- —ZGZZ; ) dimg H.(Gg, X(C), (271))" R).

2.3.5. Elementary example. Here is one easy illustration for 2.3.4. If X =
Spec Ok is a number ring, then the space X(C) consists of r{ + 2, points,
corresponding to the real places of K and complex places coming in conju-

YO0 $

71 points 2y points
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Now RI¢(X(C), (27ti)" R) in this case may be identified with the complex
having just a single Gr-module in degree 0, namely

((27)"R)9" @ ((27i)" R & (27ti)" R)9"2,

where GR acts on ((2711)" R)®"t by complex conjugation, while the action on
((2ri)" R & (27i)" R)®"2 is given by (z1,z2) — (2z2,z1) on each summand
(27ti)" R & (27ti)" R. If n is odd, then the action of Gg on ((271i)" R)®"t has
no fixed points, and if # is even, this action is trivial. As for the other part
((27ti)" R & (27ti)" R)®"2, we see that the space of Gr-fixed points has real
dimension r,, regardless of the parity of n. Thus in this case

7, nodd, i =0;
H.(GR, X(C), (27ti)"R) = { ry + 13, neven, i =0;
0 i 0.

Therefore

o, n odd,

X(RT¢(GR, X(C), (27ti)" R)) = {71 + 71y, n even.

This agrees with the vanishing order of the Dedekind zeta function {(Spec Ok, s)
at strictly negative integers.

2.3.6. Trivial example. If X is a variety over IF;, then

0(X,s) = 2(X,97°),

Z(X,t) :=exp (Z #X(kIFqk) tk>

k>1

where

is Weil zeta function. Now if {(X,s) has a zero or pole at s, we have neces-
sarily

Res=1i/2, 0<i<2dimX

—this may be seen from Weil’s conjectures (see e.g. [Kat1994, p. 26-27]). In
particular, there are no zeros nor poles for s < 0, and the identity (2.3.4) is
trivially correct in this case:

ords—, {(X,s) = 0 = x(RT.(Gg, X(C), (27i)" R)).
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2.4 Stability of the conjecture under some oper-
ations on schemes

The following properties are clear from the definition of the zeta function of
an arithmetic scheme:

1) If U — X <= Z is an open-closed decomposition, then

(24.1) 0(X,s)=¢(U,s)-{(Z,s).
2) For r > 0, consider the affine space A’ := A, x X. Then
(24.2) {(AY,s) =T(X,s—r).

This suggests that our conjecture C(X, n) should also be compatible with
open-closed decompositions and considering the affine space over X. Our
goal is to verify that. We need to establish several lemmas.

2.4.1. Lemma. The morphism A is compatible with open-closed decompositions
U — X <= Z. Such a decomposition gives a commutative diagram

R SR R XRY—xy R

~

AU®RAy | =2
u® Zl :‘/\X

(detz RTw,e(U, Z(n))) ©z R
QR —_— (detz RFWC(X Z(I’l))) ®z R
(detz RFW,C(Z, Z(Tl))) ®z R

Where the bottom row is induced by the canonical isomorphism from 1.8.1.

Proof. This follows from the compatibility of the regulator with open-closed
decompositions (see 2.2.2) and the ad-hoc isomorphism

dety RFW,C(U,Z(Y[)) Rz dety RFWIC(Z,Z(W)) = dety RFWC(X,Z(n))
constructed in 1.8.1. [ |

2.4.2. Lemma. The morphism A is compatible with affine bundles. We have a
commutative diagram

/\

(detgz RFW,C(AX/ ® R —mM8M—— detz RFWC(X Z(i/l — 7’)) @R
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Proof. Follows from 2.2.3. |
2.4.3. Lemma. There is a quasi-isomorphism
RTppm(GRr,C" x X(C), (27i)" R) =~ RTpp(Gr, X(C), (271i)" " R)[2r]
or dually,
(24.3) RI(GRr,C" x X(C), (2mi)"R) ~ RI'(Gr, X(C), (27ti)" " R)[—2r].

Proof. We already assumed that X¢ is smooth to formulate the conjecture.
Further, let us assume for simplicity that X(C) is connected of dimension
dc. Then Poincaré duality tells us that

RT:(GRr,C" x X(C), (27i)"R) ~
RHom(RT'(Gg,C" x X(C), (27ti)d‘f+’_” R),R[—2d¢ — 2r])
and
RT:(GR, X(C), (27ti)""R)

~ RHom(RT(Gg,C" x X(C), (27ri)%c """ R), R[—2d¢])
~ RHom(RT'(Gg, X(C), (271i)%+" " R), R[—2d¢]).

If X(C) is not connected, we may apply the same argument to each con-
nected component separately. This gives us (2.4.3). u

2.4.4. Proposition.
0) If X = [o<i<, X; is a finite disjoint union of arithmetic schemes, then

Oa) the conjecture L (X4, n) is equivalent to the conjunction of conjectures
L(Xjg,n) fori=0,...,1;

0b) the conjecture B(X,n) is equivalent to the conjunction of conjectures
B(X;,n) fori=0,...,r.
1) If U — X <= Z is an open-closed decomposition, then
1a) if two out of three conjectures L (Ug, n), LE(Zg,n), LE(Xg, n) hold,
then the other one holds as well;

1b) if two out of three conjectures B(U,n), B(Z,n), B(X,n) hold, then the
other one holds as well.
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2) Forr > 0O, consider the affine space A:

Ay —— A},
_

S

X —— SpecZ

2a) the conjectures LE(AY ,,n) and L¢(Xg,n — r) are equivalent;

2b) the conjectures B(A%,n) and B(X,n — r) are equivalent.

Proof. Part 0) really deserved to be numbered by 0, because it is quite obvi-
ous: for finite disjoint unions X := [Jy<;<, X; we have

RT(Xg, Z(n)) = € RI(Xja, Z(n)),
0<i<r

which implies 0a). Similarly, for Ob), we note that the regulator morphism
and its dual decompose as

Regx = ED Regx, and Regy, = @ Reg)vq.
0<i<r 0<i<r

As for open-closed decompositions, recall that in this situation we have a
distinguished triangle (see 0.11.1)

RT(Zg, Z(n)) — RT(Xg, Z(n)) — RT(Ug, Z°(n)) — RT(Zg, Z°(n))[1]
The associated long exact sequence in cohomology

oo — HY(Zg, Z°(n)) — H'(Xa, Z°(n)) — H' (Ug, Z°(n))
= HN(Za, Z°(n) = -

implies 1a). For 1b), we apply RHom(—,R) to the morphism of triangles
from 2.2.2:

RT,(Gr, U(C), (271i)" R)[~1] —20, RHom(RT (Ug, Z¢(n)), R)

l |

RT(Gg, X(C), (27ti)" R)[~1] Resk RHom (RT (X4, Z¢(n)), R)

l |

RT(Gg, Z(C), (27i)" R)[~1] N RHom(RT(Zg, Z¢(n)), R)

| V |

R (G, U(C), (271i)" R) U1, Rbfom (RT(Uy, Z¢(n)), R)[1]
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Here if two of the arrows Reg);, RegY, Reg? is a quasi-isomorphism, the
third one is also a quasi-isomorphism by the triangulated 5-lemma.

In 2), we have according to [Mor2014, Lemma 5.11] a quasi-isomorphism
of complexes of sheaves on Xy

Rp.Zf(n) ~Z(n—r)[2r],
so that there is a quasi-isomorphism
(2.4.4) RT(A% 4, Z(n)) = RT(Xg, Z(n —r))[2r].
This establishes 2a). As for 2b), it follows from commutativity of the
diagram from 2.2.3:
RT:(GRr, A%(C), (2mi)" R)[—1] —= RT.(Gg, X(C), (27ti)" " R)[—2r — 1]
Regxg{,nl lng)vcn—r[*Z’]
RHom(RT(AY 4, Z¢(n)),R) —— RHom(RT(Xg, Z(n — 1)), R)[—2r]
Here the left vertical arrow is a quasi-isomorphism if and only if the right
vertical arrow is a quasi-isomorphism. u

2.4.5. Theorem.

0) If X = [o<i<, Xi is a disjoint union of arithmetic schemes, then the conjec-
tures C(X;,n) fori =0,...,r together imply C(X, n).

1) If U — X <> Z is an open-closed decomposition of an arithmetic scheme,
then if two out of three conjectures C(U,n), C(Z,n), C(X,n) hold, the other
one holds as well.

2) The conjecture C(A%,,n) is equivalent to C(X,n —r).
] X q

Proof. The conjecture C(X,n) has two different parts: one about the special
value (*(X,n) and the other one about the vanishing order of {(X,s) at
s = n. For the special value part of the conjecture, the claim holds thanks to
2.4.1 and 2.4.2. The vanishing order part is actually easier, because it is just
about counting ranks of cohomology groups.

In the view of (2.4.1) and (2.4.2), we have

ords—, {(X,s) = ords=, {(U,s) + ords=, {(Z,s)

and
ords—y, {(AY,s) = ords—n—r {(X,s).

This means that 0), 1), 2) would follow respectively from the identities
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(2.4.5) ,
Y (~1)jorkg Hly (X, Z(n)) = Y. Y (=1) - 1tkg H}y (Xi, Z(n)),
jez 0<i<rjez

?

246) ) (- 1)F. 1rkZHWC(X Z(n))

i€Z
Y (—1)-i-tkg Hiy (U, Z(n)) + Y (=1)' i - tkz Hiy (Z, Z(n)),
i€Z i€eZ
(2.4.7)
Y (—1) i tkg Hiy (A%, Z(n)) = Y (=1)'-i-rkz Hiy (X, Z(n - 1)).
i€Z i€Z

As for (2.4.5), it is enough to revise the construction of Weil-étale com-
plexes and note that

RTw( [] Xi,Z(n)) = @ RTwe(Xi, Z(n)).
0<i<r 0<i<r
Alternatively, thanks to 2.3.4, we may rewrite (2.4.5) as
x(RT:(GRr, X(C), (271i)" R)) z Z x(RT(GR, X;(C), (2mi)" R)),
0<i<r

which is evident, as Euler characteristic is additive with respect to direct
sums of complexes:

X(RTe(Gr, X(C), (2711)" R)) = x(RT(Gr, ][ Xi(C), (27i)" R))
0<i<r

= x( P RIc(Gr, Xi(C), (27i)" R))

0<i<r

= Y x(RT(Gg, Xi(C), (2i)" R)).

0<i<r
Similarly, (2.4.6) is equivalent to

?

X(RTe(Gr, X(C), (271)" R)) =
X(RTc(Gr, U(C), (271)" R)) + x(RTc(Gr, Z(C), (271))" R)),

which is now obviously true, being the additivity of the usual Euler charac-
teristic for the distinguished triangle
RT:(Gr, U(C), (2mi)"R) — RT:(Gr, X(C), (27i)" R)
— RI¢(GR, Z(C), (27i)" R) — RI¢(Gg, U(C), (27ri)" R)[1]
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Similarly, the identity (2.4.7) is equivalent to
X(RTe(Gr, € x X(C), (271)" R)) £ x(RT¢(Gr, X(C), (271i)" " R)).
The two complexes
RT:(Gr,C" x X(C),(2mi)"R) and RI(Gg,X(C),(27i)""R)

are quasi-isomorphic according to (2.4.3), modulo the shift by 2r, which is
an even number, so it does not affect the Euler characteristic. |

Similarly to the relation (2.4.2), for projective spaces Py := P, x X we

have
{(Py,s) = [T a(X,s—1i).
0<i<r
Note that this follows by induction from (2.4.1) and (2.4.2). For r = 0, this
is trivial. For the induction step, assume that the above formula holds for
IP;;l. Then for Py we may consider the open-closed decomposition

Al — Py > P!
and then

{(Py,s) = {(A%,s) - (P )
=(Xs-1- [] ¢Xs—i)= [] ¢(X,s—1i).

0<i<r—1 0<i<r

Applying the same inductive reasoning, we immediately deduce from
2.4.5 the compatibility of our main conjecture with taking the projective
space.

2.4.6. Corollary. For each arithmetic scheme X, assume C(X,n — i) holds for
i=0,...,1. Then C(IP%,n) holds.

Conclusion

The conjecture C(X, n) is known for some special cases, e.g. thanks to its
equivalence to the Tamagawa number conjecture in case when X is proper
and regular (see the remark 2.3.3). It is now possible to take these cases as an
input, and then formally deduce C(X, n) for new schemes constructed using
the operations of disjoint unions, open-closed gluing and affine bundles.
Note that these operations allow us to obtain non-smooth schemes.






