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1Humans donate thousands of dollars to strangers they will never meet, start societal and political 
movements to fight climate change, share their possessions with people in need, and build enor-
mous constructions from pyramids to skyscrapers. These are all examples of prosocial behavior, 
an umbrella term referring to actions that are intended to help others (Batson & Powell, 2003). 
In the current dissertation, I first take a look at what this broad term means in terms of testing 
it in the lab and then focus on cooperation and its link with how we nonverbally communicate 
with each other.

What makes cooperation particularly interesting is that humans are unique in the com-
plexity, scale, and frequency of working together with other individuals. One key ingredient for 
cooperation to flourish is nonverbal communication which allows us to distinguish cooperators 
from defectors (Boone & Buck, 2003; Frank, 1988). Research has shown that such communication 
is a back-and-forth process where people tend to automatically and unconsciously synchronize 
the nonverbal signals they receive from their interaction partner (Chartrand & Bargh, 1999; Kret, 
2015; Levenson & Gottman, 1983; Prochazkova et al., 2018). Preliminary evidence suggests that 
such synchrony affects cooperative behavior. However, theoretical and methodological questions 
remain to understand such link, which is the focus of my dissertation.

The aim of the current dissertation is to investigate how nonverbal communication between 
individuals affects cooperative success and how it can be best investigated in the lab. I shed light 
on these questions in four chapters. In Chapter 2, I zoom out from cooperation and investigate 
how different measures of prosocial behavior, some of which we use in the following chapters, 
relate to one another. In the next chapters, we zoom back in on cooperation and investigate the 
question of what makes cooperation successful. In Chapter 3, I test the effect of face-to-face con-
tact on cooperation. Face contact allows for nonverbal communication and therefore potentially 
fosters cooperation. Another factor people rely on when making the decision to work together is 
past experiences with the interaction partner. In Chapter 3, I investigate how these two sources 
of information are integrated to make a cooperative decision. In Chapter 4, I follow up on the 
beneficial effect of face contact on cooperation and investigate the link between synchrony and 
cooperative success as a potential mechanism of such beneficial effect. In Chapter 5, I zoom in on 
how to optimize the statistical quantification of synchrony. Specifically, I develop guidelines 
on how to apply a statistical method to different physiological measures. In Chapter 6, I finalize 
the dissertation with a general discussion. In the following, I will provide a general overview and 
introduction of the key questions addressed in this dissertation.

The main focus of my dissertation is on  how humans cooperate. In Chapter 2, I  start 
by zooming out and investigate how two of the cooperation games used in Chapter 3 and 4 can be 
placed into the context of the overarching umbrella term of prosocial behavior by making com-
parisons with four other games. Prosocial behavior refers to “a broad range of actions intended 
to benefit one or more people other than oneself— behaviors such as helping, comforting, shar-
ing, and cooperating” (Batson & Powell, 2003, p. 463). Previous studies have shown that people 
behave similarly across a  range of tasks. Such studies have focused on  anonymous, one-shot 
economic games. In Chapter 2, I extend these findings by investigating whether the consistent 
behavior observed in these economic games generalizes to more naturalistic, interactive games. 
Specifically, I compare six different paradigms: three variants of a social dilemma game, and three 



Chapter 14

naturalistic games (an egg-hunt game, a puzzle game, and a hidden-profile game where people 
needed to exchange information in order to reach a common goal). This comparison can shed 
light on questions such as: How robust are the behavioral consistencies across economic games 
when looking at more ecologically valid games? Can we use the different games interchangeably 
or does the choice of a paradigm crucially affect the behavior we measure and the conclusions we 
draw? Can we generalize findings from one task to another?

Besides these general questions of how these six games compare to each other, I was 
specifically interested in two of the six tasks, which are both measures of cooperative behavior 
and on which I zoom in during later chapters. In the comparison study, I aimed to verify that 
they indeed capture comparable behavioral tendencies. The two games were the classical Pris-
oner’s Dilemma game and an extended version of it where the binary choice to cooperate or 
defect was extended to a six-option scale. The principles stayed the same which were as follows: 
Participants can choose between maximizing one’s own or the collective outcome by deciding 
to cooperate or defect. To induce such conflict, two premises hold for the payoff structure: (1) 
a person receives the highest individual outcome for choosing to defect independent of whether 
the other player chooses to defect or cooperate; (2) if both participants choose to cooperate, they 
will receive higher joint outcomes than if they both defect (Dawes, 1980). This most common 
version of the social dilemma game has been used to measure cooperative behavior for decades, 
a popularity that can be devoted to its simplicity in tapping into complex motives, emotions, 
and cognition. I used this game to measure cooperative behavior in Chapter 3. In the Chapter 
4, I extended the payoff structure from a binary to a six-option scale in order to measure the 
degree of cooperation rather than the binary decision to cooperate or not. A positive moderate 
correlation between these two versions of the social dilemma game in the first study supported 
the claim that they measure similar behavioral tendencies. After taking a methodological per-
spective on how to measure cooperation, the next question to be addressed in Chapter 3 is “what 
makes cooperation successful?”.

Given the widespread potential of successful cooperation from building an IKEA wardrobe 
to international collaborations in research, businesses, and politics, it is crucial to understand 
which factors contribute to its success. When looking at real-life examples, one aspect that stands 
out is that people fly around the world to cooperate. In other words, despite the great techno-
logical advances in  phone calling and video chatting, people still prefer to meet face-to-face. 
Is it worth the effort? Previous studies suggest that people are indeed more willing and more 
successful in cooperating when they face each other compared to when they write messages, call 
via the phone, or interact with a human-like avatar (Balliet, 2010; Bohnet & Frey, 1999; Drolet & 
Morris, 2000; Frohlich & Oppenheimer, 1998; Kiesler, Sproull, & Waters, 1996). The reason for 
such boost in successful cooperation has been attributed to the possibility to exchange nonverbal 
signals that give away the intentions of the other person. I will elaborate on this topic below.

Another factor that crucially determines cooperative behavior is the knowledge we have 
about the interaction partner, a factor I explore in Chapter 3. Outside the lab, cooperation often 
occurs between people who have some information about that person’s previous behavior either 
from personal experiences or via gossip or other indirect sources. From an evolutionary per-
spective, exchanging information about other’s behavior has been suggested to be the driving 
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1factor that allowed humans to live in large-scaled groups and succeed in forming alliances with 
a large number of individuals (Dunbar, 2004). If you know that a person has been cooperative 
in the past, that person is more likely to act selflessly in the future. Likewise, in the case of the 
social dilemma game, the outcome of one individual depends on the decision of the other, so 
knowing what the other person chose in previous rounds can help predict future decisions. Not 
surprisingly then, research has shown that people show higher cooperation rates when they 
receive direct feedback about each other’s choices when playing multiple rounds (Bixenstine & 
Wilson, 1963; Jorgenson & Papciak, 1981; Monterosso, Ainslie, Pamela Toppi Mullen, & Gault, 
2002; Tedeschi, Lesnick, & Gahagan, 1968). In Chapter 3, I investigated how humans integrate 
the two sources of information: nonverbal signals and explicit information. Do people rely more 
on nonverbal information when no explicit information is available? To answer this question, 
two individuals played the Prisoner’s Dilemma game in a dyadic interaction setting where they 
sometimes played face-to-face and sometimes with a  visual cover between them preventing 
nonverbal communication. Additionally, dyads received either no, correct, or random feedback 
about each other’s decisions. This mixed design allowed us to deepen our understanding of 
the beneficial effect of face contact on cooperation and how it operates in the face of the less 
uncertain, but sometimes false information from the explicit feedback. From establishing the 
beneficial effect of face contact on cooperation in Chapter 3, I aimed to investigate its underlying 
mechanisms in Chapter 4.

What is it about face contact that makes people more cooperative? In a classic study con-
ducted by Axelrod and Hamilton (1981), they showed that cooperation can evolve under three 
conditions: (1) individuals are likely to meet again, (2) cooperators can be distinguished from 
defectors, and (3) the fruits of cooperation can be harvested by  other cooperators. Focusing 
on  the second condition, how can we distinguish cooperators from defectors? Humans use 
nonverbal dynamic signals that help us identify the intentions and emotions of others1. Over 
thousands of years humans have developed a  unique signaling system that started as simple 
ritualized acts and that has developed into a multilevel, fine-grained system of nonverbal signals 
and cues (Boone & Buck, 2003). Such system is the foundation of (nonverbal) communication 
which “involves a pair of behaviors–a signal and a response–that are functionally interdepen-
dent” (Scott-Phillips, Blythe, Gardner, & West, 2012, p. 1943). There is a debate about whether 
such behavior is restricted to socially shared, intentional signals or whether they also include 
spontaneous, nonvoluntary and non-intentional expressions (Buck & VanLear, 2002; Ekman, 
1997; Gibbs & Van Orden, 2003). In this dissertation, I focus on physiological responses within 
social interactions which cannot be controlled and therefore not expressed intentionally, favoring 
the proposition to include both spontaneous and symbolic signals in nonverbal communication.

1 � The signaling system communicates both intentions and emotions. Albeit different concepts, here they are 
strongly linked as making cooperative decisions is emotional. If a person decides to cooperate, she might feel 
fear that the other person will exploit her. If the other person indeed exploits her selfless act, she might feel anger 
or disappointment. Such emotional responses can in turn influence the other person’s decision. It is therefore 
difficult to disentangle intentions from emotions which is why we treat them similarly in the present context 
(Van Kleef, 2010). 
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One body part that is particularly salient in the signaling system is the face. The substantial 
amount of fine muscles, the hairless skin, and the high contrast between the sclera and the iris 
in the eyes offer a unique landscape that allows for an enormous variety of fine-tuned expressions 
(Kret, 2015). Such variation and nuances in expressions facilitate and enrich the communication 
of our intentions and emotions, and thereby help us distinguish cooperators from defectors. 
Tweaking the facial expressions and other cues in  computer tasks and observing individuals’ 
expressions while making prosocial decisions have identified a range of signals that are consid-
ered communicating selfless intentions such as smiling (Krumhuber et al., 2007; Reed, Zeglen, & 
Schmidt, 2012), pupil dilation (Kret et al., 2015), blushing (Dijk, Koenig, Ketelaar, & de Jong, 2011), 
and eye contact (Kleinke, 1986). However, there is not a single expression or a fixed combination 
of expressions that reliably reflect prosocial intentions as the interpretation of nonverbal signals 
is highly context-dependent (Barrett, Mesquita, & Gendron, 2011; De Melo, Carnevale, Read, & 
Gratch, 2014). Although we cannot pinpoint to a specific set of expressions used to communicate 
our intentions, it is well-established that face contact boosts cooperative behavior by being able 
to exchange prosocial intentions through nonverbal signals.

The emotional expressions and other nonverbal indices of cooperative intent which we 
perceive from our interaction partners influence the social decisions that are being made during 
cooperative endeavors, partly because they impact our own emotions and cognition (Prochaz-
kova & Kret, 2017). As illustrated by Loewenstein and Lerner (2003), our decisions are influenced 
by the expected outcome of our decision and its associated emotions. Such anticipatory changes 
in affect influence our immediate inner state which guides our decisions. Damasio, Everitt, and 
Bishop (1996) referred to such an internal signaling system as “somatic markers” that uncon-
sciously and automatically influence our decisions. The focus from a communicative (explicit) to 
an internal (implicit) signaling system has great implications for studying social decision-making 
as it opens a new layer of cues that are evident within a person such as changes in arousal levels 
as measured by skin conductance responses and heartrate changes. The integration of the two 
sources of information from signals of oneself and the other person is particularly important for 
the topic I will introduce next.

The majority of research on how we perceive and express our intentions has been focused 
on intrapersonal processes in computerized paradigms (Kret et al., 2015; Krumhuber et al., 2007; 
Scharlemann, Eckel, Kacelnik, & Wilson, 2001). Although such an approach provides a controlled 
setting that allows researchers to disentangle the many factors at play in social decision-making, 
it neglects the two-directional back-and-forth interplay between two individuals engaging in an 
actual interaction. Acknowledging such interplay has unraveled a new layer of interpersonal pro-
cesses where people have been shown to mimic or synchronize each other’s explicit and implicit 
emotional expressions2. Such synchronization has been shown to be a multifaceted phenomenon 
occurring on the behavioral, physiological, and neural level impacting a broad range of interper-

2 �  The words mimicry and synchrony are often used interchangeably in the broader context. In the case of physi-
ological responses, we use the term physiological synchrony rather than mimicry as this term has been promi-
nently used in this context (e.g., Prochazkova & Kret, 2017). Researchers have distinguished the two terms based 
on time lags between responses (Rennung & Göritz, 2016). In our analyses, we took a data-driven approach and 
included aligned responses with and without time lags. 
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1sonal processes such as cooperative success between strangers, marital satisfaction in couples, 
mother-child relationships, and therapeutic outcomes (Chartrand & Bargh, 1999; Hasson, Nir, 
Levy, Fuhrmann, & Malach, 2004; Levenson & Gottman, 1983; Prochazkova et al., 2018; Ram-
seyer & Tschacher, 2011). In their perception-action model, Preston and de Waal (2002) proposed 
that synchrony forms the basis of emotional contagion which is proposed to be the most basic 
manifestation of empathy and provides the fundament for higher-order cognitive empathy and 
prosocial behavior. Hatfield, Cacioppo, and Rapson (1993) described emotional contagion as fol-
lows: “by attending to this stream of tiny moment-to-moment reactions, people can and do ‘feel 
themselves into’ the emotional landscapes inhabited by  their partners.” (p.96). Such landscape 
includes the sensory, motor, physiological, and emotional state of the partner which is in line with 
the notion that emotional responses constitute behavioral, physiological, and cognitive compo-
nents that activate each other (Wood, Rychlowska, Korb, & Niedenthal, 2016). This implies that 
people will only feel the same emotional experience if synchrony emerges on most of these levels. 
Successfully aligning emotionally with another person then helps to recognize and understand 
the other person’s emotional state and subsequently respond appropriately (e.g., show empathy 
and/or helping behavior towards a distressed person; Preston & de Waal, 2002). From a devel-
opmental perspective, when language is yet to develop in infants and communication with the 
caregiver is mostly nonverbal, imitation constitutes an innate and automatic learning process to 
develop emotion regulation abilities, learn about the dangers in the environment, and acquire 
increasingly more complex social abilities (Preston & de Waal, 2002). As such abilities become 
more and more automatic, synchrony has been suggested to mostly serve affiliative purposes 
(Lakin & Chartrand, 2003). Thus, the link between aligning nonverbal signals and social deci-
sion-making provides a potential mechanism for explaining the beneficial effects of face contact 
on cooperation observed in Chapter 3.

In Chapter 4 of this dissertation, I  examine this potential link by  investigating whether 
physiological synchrony is positively related to cooperative success in a dyadic interaction study. 
The setting was similar to the study presented in Chapter 3 with the addition of measuring skin 
conductance level and heartrate responses throughout the experiment. In the literature, two lines 
of research have emerged by either manipulating synchrony or the prosocial setting. The for-
mer has concentrated on motor and vocalization synchrony asking people to dance, tap, or sing 
together and investigate how prosocial behavior changes between synchronized and non-syn-
chronized conditions. Two recent meta-analyses showed that being in sync has a medium-sized 
positive effect on prosocial behavior (Mogan, Fischer, & Bulbulia, 2017; Rennung & Göritz, 2016). 
In the context of physiological synchrony, manipulating the level of synchrony in, for example, 
heartrate or skin conductance responses is less straightforward, which is why research has focused 
on manipulating the cooperative setting and investigating its effect on synchrony. For example, 
people were asked to play a computer game with or against another player (Chanel, Kivikan-
gas, & Ravaja, 2012; Järvelä, Kivikangas, Kätsyri, & Ravaja, 2014) or to build something together 
(Mitkidis, McGraw, Roepstorff, & Wallot, 2015; Mønster, Håkonsson, Eskildsen, & Wallot, 2016). 
Although there were some inconsistencies with regard to which measures exactly played a role, 
these studies generally support a link between physiological synchrony and cooperation.
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Synchronization between individuals and its effect on social processes has been observed 
at different levels. In our study, we focused on physiological synchrony for three reasons: first, 
this type of synchrony and its effect on prosocial behavior is less understood than other forms 
of synchrony. Although there is preliminary evidence that physiological synchrony plays a role 
in cooperative decision-making, the findings are equivocal (Järvelä et al., 2014; Mitkidis et al., 
2015; Mønster et al., 2016; Vanutelli, Gatti, Angioletti, & Balconi, 2017). Second, as mentioned 
above, emotional experiences constitute a multifaceted combination of behavioral, physiologi-
cal, and cognitive components, making physiological changes a crucial part of the experience. 
Likewise, “feeling into” the emotional state of another person eases the synchronization of these 
responses (Prochazkova & Kret, 2017). In other words, to most optimally experience the emo-
tional state of another person, synchronizing on an arousal level is essential. And as described 
above, such changes have been shown to influence our decision-making (Bechara, Damasio, 
Tranel, & Damasio, 1997; Crone, Somsen, Van Beek, & Van Der Molen, 2004). Third, while motor 
movements such as gestures and facial expressions can be consciously controlled, physiological 
responses are difficult to control. Therefore, physiological responses and their synchronization 
between interaction partners might provide more genuine information about their relationship. 
In line with this, Prochazkova and her colleagues demonstrated that attraction between indi-
viduals on a blind-date was positively associated with the level of physiological synchrony, but 
not with the mimicry of explicit signals such as gestures and facial expressions (Prochazkova, 
Sjak-Shie, Behrens, Lindh, & Kret, 2019). In sum, given the lack of conclusive results regarding 
the role of specific physiological measures affecting cooperation, their importance in emotional 
states, and its elusive nature, we focused on physiological synchrony.

There is a range of physiological measures that has been shown to synchronize between 
two individuals and in the current thesis I concentrated on two measures most often used in pre-
vious studies: heartrate and skin conductance level (Palumbo et al., 2017). These measures reflect 
activity in the autonomic nervous system (ANS). This system is part of the peripheral nervous 
system (as opposed to the central nervous system) and its function is to maintain homeostasis 
and adapt our body to changes in the environment. The ANS is an integral component of emo-
tional experiences and has been shown to influence cognitive processes, among others social 
decision-making (Kreibig, 2010). The ANS is divided into two antagonistic, yet intertwined 
branches referred to as the sympathetic and the parasympathetic nervous system. The former 
prepares the body for a fight-or-flight response and activation of this system causes the pupils to 
dilate, the heart to beat faster, and the hands to sweat. The latter response is measured by changes 
in  skin conductance which is elevated with sweat. Skin conductance responses have been 
associated with a range of processes such as activation, attention, and significance or affective 
intensity of a stimulus (Dawson, Schell, & Filion, 2000). The parasympathetic nervous system is 
also referred to as the “rest and digest” system pinpointing to its role in relaxation and recovery 
from the elevated activity of the sympathetic branch. Biologically, activation of the parasympa-
thetic nervous system constricts the pupils, decreases heartrate and activates, among others, the 
digestion processes. A measure of parasympathetic nervous system activity is the Respiratory 
Sinus Arrhythmia (RSA) which reflects the high-frequency component of the general heartrate 
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1measure and reflects the respiratory cycle. Chapter 4 focuses on the global heartrate which is 
controlled by both sympathetic and parasympathetic nervous system activity and is therefore less 
specific in identifying distinct processes in the body than the skin conductance measure. None-
theless, heartrate has been shown to influence psychological processes such as decision-making 
and emotional processing (Crone et al., 2004; Kreibig, 2010). With regard to the link between 
synchrony and cooperation, both measures have been shown to play a role, however, the findings 
were equivocal between studies. Most showed effects in one of the measures (Mitkidis et al., 2015; 
Mønster et al., 2016; Vanutelli et al., 2017), whereas others did not observe any effects (Järvelä et 
al., 2014). Therefore, by combining skin conductance level with heartrate measures, we could 
shed more light on the inconsistency in the literature and the role of the two branches of the ANS 
in social decision-making.

While conducting the study presented in  the Chapter 4, I  encountered a  methodologi-
cal challenge: how can we accurately quantify physiological synchrony? Despite the popularity 
across different disciplines to understand the phenomenon of interpersonal synchrony, no stan-
dardized guidelines have been developed on how to properly capture the dynamics between two 
individuals statistically. The method that I rendered most appropriate for our research question 
and type of data was the Windowed Cross-Correlation analysis (WCC; Boker, Xu, Rotondo, 
& King, 2002). The method incorporates two features that allows for dynamic changes over 
time: first, by segmenting the time series into smaller, overlapping windows and calculating the 
cross-correlation for each window, the strength of synchrony (i.e., the correlation estimate) can 
change throughout an interaction. This is important as two individuals most certainly do not 
establish the same degree of synchrony throughout an interaction, but rather show moments 
of weak and strong synchrony. Second, there is great intra- and interpersonal variation in the 
pace of (physiological) responses introducing varying time delays between the responses of two 
individuals. The method accounts for such variations by shifting the windows of the interacting 
people away from each other with increasing delays. Thus, this method offers a neat way to com-
pute a quantification of the overall strength of synchrony throughout a conversation.

The challenge lies in tailoring the WCC analysis to the characteristics of the signal of interest 
by specifying parameters. There is great variation between studies on which parameters are used 
and researchers have proposed that the choice of parameters is arbitrary and does not change the 
relative results (McAssey, Helm, Hsieh, Sbarra, & Ferrer, 2013). For the study presented in Chap-
ter 4, I applied a similar approach and based the choice of the parameters mostly on previous 
literature and the biological nature of the signals of interest. However, during a research visit to 
the lab of Steven Boker, who developed the statistical method, I had the opportunity to shed light 
on this issue in a data-driven manner, a project that is presented in Chapter 5. Particularly, I sys-
tematically investigated the influence of the parameters and developed guidelines for the best 
parameter configurations for four different physiological measures: heartrate, skin conductance 
level, pupil size, and facial expressions (the left zygomaticus major, a  muscle associated with 
smiling). Such guidelines can guide other researchers to make informed choices about which 
parameters to use, thereby increasing the comparability between studies and contributing to 
solving the inconsistencies in findings between studies.
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Chapter Overview
This dissertation is based on  four empirical stand-alone research articles that are presented 
in Chapters 2 to 5. They build upon each other by holding a magnifying glass over one aspect of 
the previous study. However, as they are written as independent research articles, they contain 
some theoretical overlap. In the following, I will give a short overview of the studies presented 
in each chapter.

In Chapter 2, I investigated how six different prosocial behavior tasks relate to one another. 
To that end, 74 participants played all tasks in a within-subject design with three different part-
ners. The games have been used previously to measure prosocial behavior and include three 
variants of the social dilemma game, an egg-hunt game, a puzzle, and a communication task. 
By means of a Principal Component Analysis, I examined whether these games measure similar 
behavioral tendencies (i.e., prosociality). Two of the examined games were used in Chapter 3 and 
4 to measure cooperative behavior.

In Chapter 3, I investigated the effect of face contact and feedback on cooperative behavior. 
People played multiple rounds of the Prisoner’s Dilemma game in a dyadic interaction setting 
(N = 116). In a mixed design I manipulated whether people could see each other or not (within-sub-
ject manipulation) and whether they received correct, random, or no feedback (between-subject 
manipulation). I was particularly interested in the interaction between the two manipulations, 
investigating whether the effect of face-to-face contact on cooperative behavior was moderated 
by how much information people received about each other’s past behavior.

In Chapter 4, the aim was to dive deeper into the beneficial effect of face contact on coop-
eration. Specifically, I  investigated whether physiological synchrony functions as a  potential 
mechanism of such beneficial effect. To investigate this, I used a similar set-up to the previous 
study (N = 152). Additionally, participants’ physiological responses by means of their skin conduc-
tance level and heartrate responses were measured throughout the experiment. I hypothesized 
that physiological synchrony would be higher when people could face each other compared to 
when they could not. Most importantly, I expected physiological synchrony to predict coopera-
tive success in a dyad, particularly when participants interacted face-to-face.

In Chapter 5, I  focused on  the methodological challenge of properly quantifying syn-
chrony. In particular, I advanced an existing analysis, the Windowed Cross-Correlation analysis, 
that has been used to measure synchrony by refining it to four physiological responses. The data 
I used for this methodological study was from a dyadic interaction study where people engaged 
in  storytelling while their heartrate, skin conductance level, pupil size, and facial expressions 
(i.e., smiling) were measured (N = 68). I elaborated the analysis by investigating its sensitivity to 
discriminate the original dyads from dyads who participated in the same experiment, but never 
interacted. Such distinction is particularly important to draw conclusions about that synchrony 
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1is the result of interpersonal processes rather than artifacts deriving from the recurrent nature 
of the signals or the same structure of the experiment across dyads. Based on these outcomes, 
I could provide recommendations on how to tailor the analysis to each physiological measure.

In Chapter 6, I  close the dissertation with a  general discussion, where I  highlight and 
integrate the key findings from the different chapters. I also pinpoint to new questions that this 
dissertation has provoked and propose ideas for future studies. I  finalize the chapter and the 
dissertation with concluding remarks.

Finally, I want to emphasize that the empirical studies are the result of the collaboration 
with my co-authors as acknowledged by  including them in  the author list of each study and 
by writing these chapters using plural personal pronouns. However, Chapter 1 and 6 are based 
on my own thoughts which is why I use singular personal pronouns in these chapters.





Chapter 2

Under the umbrella of prosocial behavior: 
A critical comparison of paradigms

Abstract
Despite the discontent, cruelty, and warfare that fill the daily news, people show tremendous capac-
ities to help and cooperate with others. Prosocial behavior is used as an umbrella term capturing 
the diversity of selfless acts. As such, researchers have developed a variety of tasks and it is crucial 
to verify that they measure the same underlying construct of prosocial behavior. Previous studies 
have focused on comparing anonymous, one-shot economic games providing evidence for behavioral 
consistency across games. The current study extends these findings by (i) comparing both repeated 
economic and naturalistic interactive games in a within-subject design, and (ii) letting participants 
play in face-to-face dyadic settings. In total, 74 participants completed six tasks: three variants of 
a social dilemma game, an Egg Hunt game measuring helping behavior, a group decision-making 
paradigm requiring communication skills, and a Tangram game where participants solved puzzles 
together. A Principal Component Analysis revealed that two components best describe the behavior 
in these tasks. The three social dilemma games loaded on the first component, termed “social dilemma 
games”. These games were distinct from the interactive games and the helping and decision-making 
tasks loaded on the second component, termed “naturalistic games”. The Tangram game was unre-
lated to all other games. These findings suggest that the behavioral consistency observed in economic 
games has its limits to generalize to other types of tasks and emphasizes the importance of choosing 
the appropriate (combination of) paradigms to measure prosocial behavior. Theoretical and meth-
odological differences between tasks are discussed to explain these findings.

Based on: Behrens, F., & Kret, M.E. (2020). Under the umbrella of 
prosocial behavior – a critical comparison of paradigms. PsyArXiv.
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Introduction 
Prosocial behavior is one of the pillars of human society. Thousands of dollars are donated 
every day to strangers the donor will never see, leaders from 195 countries agreed on the Paris 
Agreement to fight climate change, and researchers from around the world form collaborations 
to advance our understanding of the human mind. Prosocial behavior is used as an umbrella 
term incorporating a “broad range of actions intended to benefit one or more people other than 
oneself— behaviors such as helping, comforting, sharing, and cooperating” (Batson & Powell, 
2003, p. 463). In order to understand how prosocial behavior arises, it is of pivotal importance 
to elucidate its underlying mechanisms, detect individual differences, and highlight situations 
where it is common as well as those where it is a  rarity. To that extent, previous researchers 
have developed multiple paradigms to investigate prosocial behavior. One question that arises 
given the variety of tasks and the broad definition of the term “prosocial behavior” is whether 
behavioral tendencies are consistent across these paradigms. The few studies that have addressed 
this question generally observed similar behavior across tasks, reflecting a person’s overarching, 
temporally stable prosocial preferences (Blanco, Engelmann, & Normann, 2010; Böckler, Tusche, 
& Singer, 2016; Epstein, Peysakhovich, & Rand, 2016; Peysakhovich, Nowak, & Rand, 2014; Volk, 
Thöni, & Ruigrok, 2012; Yamagishi et al., 2013). However, these studies have mostly concentrated 
on  anonymous, one-shot economic games, as discussed below. Although such games provide 
valuable insights in controlled laboratory settings, whether similar patterns emerge in more nat-
uralistic settings remains less understood. Taking a step in this direction, the current study aims 
to extend the previous findings by considering a more heterogeneous set of paradigms including 
both economic games and three more naturalistic tasks, and by playing iterated games in face-to-
face dyadic interaction settings.

In the fields of economics, psychology, political sciences and biology it is common to mea-
sure prosocial behavior by means of social dilemma games. A strength is that the social dilemmas 
are, for the neurotypical population, easy to comprehend, yet tap into complex motives, cogni-
tion and emotions. These games are designed to reflect real-life decision-making problems with 
conflicting self- or collective interests. Specifically, such games have been developed to measure 
different subtypes of prosocial behavior, including but not limited to cooperation (e.g., Prison-
er’s Dilemma game and Public Good game), trust (e.g., Trust game), generosity (e.g., Dictator 
game). Although they are designed to measure different aspects of prosocial behavior, behavior 
is believed to be driven by a person’s general prosocial preference or “phenotype” (Balliet, Parks, 
& Joireman, 2009; Peysakhovich et al., 2014; Poncela-Casasnovas et al., 2016). In line with this, 
previous studies have shown that participants behave quite consistently across a variety of tasks. 
For example, Yamagishi et al. (2013) compared five economic games (two variants of the Pris-
oner’s Dilemma game, Trust game, Dictator game, and a Faith game) and showed that behavior 
across these games were correlated (except for the Dictator game). Similarly, Peysakhovich and 
colleagues (2014) observed that participants who cooperated in the Public Good game were also 
more likely to allocate more resources to their partner during the Trust game and the Dictator 
game. Importantly, although these cooperation games showed moderate correlations, suggesting 
they tap into a similar construct, they were distinct from norm-based games such as the Ultima-
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tum game and the Punishment game. In other words, participants who cooperated in one game, 
were more likely to cooperate in another, but were not necessarily inclined to punish others for 
non-cooperative decisions. This distinction was further supported by Böckler et al. (2016), who 
compared 14 computerized tasks including economic games, hypothetical distribution tasks, 
and self-reported measures. Applying a Principal Component Analysis, the authors showed that 
games measuring altruistic-motivated prosocial behavior, such as donating and helping, clustered 
together; however, were distinct from norm-based punishment games and self-reported prosocial 
behavior. In sum, these studies support the notion that social dilemma games measuring different 
aspects of prosocial behavior generally tap into similar overarching behavioral tendencies.

The question remains whether such clustered behavior is also evident when using more 
heterogeneous paradigms. Böckler and her colleagues (2016) have made an attempt in this direc-
tion by  including a  broader range of paradigms other than economic games. However, these 
games were still based on straightforward pay-off structures where people indicate their decisions 
by pressing keys in an isolated room. Given that prosocial behavior is social by nature, it is crucial 
to investigate whether the above described findings also apply to situations where people interact 
with each other in a face-to-face setting and play games with an uncertain pay-off structure.

To that end, in the current study we compared behavior in six prosocial behavior games: 
three variants of a social dilemma game and three more naturalistic games, where people were 
asked to build puzzles together (Vink, Hasselman, Cillessen, Wijnants, & Bosman, 2018), com-
municate and exchange information (Nevicka, Ten Velden, de Hoogh, & van Vianen, 2011), and 
help each other in collecting eggs (McClung, Placì, Bangerter, Clément, & Bshary, 2017). With 
regard to the social dilemma games, we tested three variants of the Prisoner’s Dilemma game: (1) 
the classical variant with two response options (cooperate or defect); (2) an extended version of 
the Prisoner’s Dilemma game, where the pay-off structure was extended from a 2 × 2 to a 6 × 6 
matrix; and (3) an adjusted version developed to test children and chimpanzees, where partici-
pants can decide to pull a rope (i.e., cooperate) or not (i.e., defect) (Sánchez-Amaro, Duguid, Call, 
& Tomasello, 2019). Including these three variants allowed us to investigate whether participants 
based their decision on the same principles across games despite changes in the scale (six versus 
two response options) and the way of indicating a decision (key press versus rope pull).

The three additional games are less commonly used paradigms to measure prosocial behav-
ior, yet tap into related processes. First, the Tangram game requires participants to build puzzles 
together (Vink et al., 2018). The more efficiently participants work together, the more puzzles 
they can complete. In contrast to other games described in this study, this task required people to 
physically work together on one problem such that participants could complement their actions 
to complete the puzzles. The second paradigm was the Hidden Profile game which was originally 
designed to study group decision-making processes rather than prosocial behavior (Nevicka et 
al., 2011; Stasser & Titus, 1985). In this game, participants are asked to find the most suitable job 
candidate, by sharing information. Crucially, performance during this game depends on  indi-
viduals’ skills to cooperate and share partly unique information (Wittenbaum, Hollingshead, 
& Botero, 2004). If participants only consider shared information, they are led to an incorrect 
decision. However, when all unshared information is exchanged, the correct “hidden” decision is 
revealed. Thus, this task measures how well people communicate with each other and reach the 
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goal of finding the best job candidate. The third game was the Egg Hunt game measuring helping 
behavior (McClung et al., 2017). Specifically, the behavior of interest was how much effort partici-
pants put into helping others collect their eggs at the cost of the limited time to collect their own. 
This task still loosely incorporates the idea of the social dilemma because a person can choose 
between maximizing his or her own rewards at the expense of the joint outcome. However, this 
structure was neither directly visible nor highlighted in  the instructions and helping behavior 
could develop in a natural environment.

By incorporating a  variety of tasks ranging from different versions of the classical con-
trolled social dilemma paradigms, to interaction tasks reflecting more natural and less abstract 
situations, we aimed to answer the questions: How robust is the consistent behavioral tendency 
observed across different games in previous studies? Are some games more related to each other 
than other games? We expected similar behavior among the three variants of the social dilemma 
game, because they are based on the same principles and similar pay-off structures. With regard 
to the three naturalistic games, the expectations were less straightforward as to how they would 
correlate with each other and with the social dilemma games. The social dilemma games incor-
porate clear response options and participants could choose to act prosocially or not. In contrast, 
in the three naturalistic games the options were less clear-cut and the willingness to act prosocially 
was constraint by the ability to do so. For example, the classical Prisoner’s Dilemma game requires 
a certain amount of cognitive abilities to understand the abstract payoff structure. The Tangram 
game depends on spatial skills and the Hidden Profile game addresses communication abilities. 
Differences in these abilities could undermine the correlation in behavior between the games. 
On the other hand, as described above, prosocial preferences have been demonstrated to show 
across a range of tasks and subtypes of prosocial behavior have been shown to relate to similar 
underlying motivational tendencies. For example, prosocial people as classified by  their social 
value orientation have been shown to cooperate more in the social dilemma game and show more 
helping behavior than proself individuals (C. Boone, Declerck, & Kiyonari, 2010; Van Lange, 
Bekkers, Schuyt, & Van Vugt, 2007). Similarly, social value orientation has also been related to 
motivational processes in the Hidden Profile game (De Dreu, Nijstad, & Van Knippenberg, 2008). 
Furthermore, behavior in economic games have been shown to translate to behavior outside the 
lab, suggesting that behavior should also translate to the more naturalistic tasks used in the cur-
rent study (Benz & Meier, 2008; Böckler et al., 2016; Franzen & Pointner, 2013). These arguments 
suggest that participants would show similar behavioral tendencies across all six games.

Method

Participants
In total, 74 individuals participated in  this study, completing six separate experimental tasks 
(Mage = 22.05, SDage = 2.55, Rangeage = 18–31 years). The subject-to-items ratio (13:1) was good which 
has been shown to be important when performing a Principal Component Analysis (Osborne & 
Costello, 2004). Participants were recruited via an online recruitment system, flyers in the Uni-
versity building, or personal contacts. More demographical information about the participants 
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are listed in Appendix A1 (see Table A.S1). Participants received written and oral instructions 
in Dutch or English. All participants provided written informed consent after receiving infor-
mation about the study and prior to the start of the experiment. Due to participants arriving late 
or leaving early during the experiment and due to technical issues, the number of participants 
per game differed between 53 and 73. The study was approved by the Psychology Research Ethics 
Committee of Leiden University (CEP19–0318/223).

Design
The study was a within-subject design with all participants playing each of the six games (with 
the exception of those arriving late/leaving early). All games were played in dyads. To minimize 
the influence of the partner on a person’s prosocial behavior, the dyadic composition changed 
after two games. The two games that a dyad played together as well as the order of the games was 
counterbalanced between groups. The only restriction was that the Prisoner’s Dilemma game 
was played as one of the first two games and the extended Prisoner’s Dilemma game as one of 
the last two games. This restriction was introduced for two reasons: (1) the extended Prisoner’s 
Dilemma game builds on  the original Prisoner’s Dilemma game, making it easier to instruct 
participants on the more complex version. (2) Compared to the other tasks, the instructions were 
more complex, making these two games cognitively more demanding. Therefore, having a break 
in between would increase participants’ level of concentration.

Material
All participants played six games with three different partners (Figure 1). They were not allowed 
to talk about the (strategy of the) games, but could chat about task-unrelated topics (monitored 
by  the experimenter who was either involved in  administering the task or stood close to the 
participants). This restriction was not applied during the Hidden Profile game, as the task was to 
have a discussion.

Prisoner’s Dilemma game. In this two-choices game, participants can choose to cooperate 
or defect with their partner and the amount of points a person receives depends on the own and 
the partner’s choice. When both players cooperate, the outcome is higher compared to when both 
defect and gives the highest joint outcome. However, independent of what the partner chooses, 
the higher individual outcome is always achieved by  choosing to defect (Table 1). A  player 
receives the lowest amount of points when s/he cooperates and the other player defects. Thus, 
a dilemma is created between maximizing the individual or the joint outcome. In the current 
study, participants played three practice and ten experimental trials. Practice trials were included 
to ensure that participants understood and were familiarized with the game. These trials were 
not included in the analysis. Auditory pre-recorded instructions were provided via headphones 
(for a similar approach, see Behrens & Kret, 2019). The sequence of a trial was as follows: Par-
ticipants were asked to look at each other (participants could only see each other’s face). After 
four seconds, participants were asked to look down and indicate their decision (i.e., cooperate or 
defect) on a keyboard. The response window was three seconds. Afterwards, they heard that they 



Under the umbrella of prosocial behavior: A critical comparison of paradigms 19

2

both had made a choice and the next trial began. Participants did not receive any feedback about 
their decisions during the game. The instructions were phrased to choose between option A and 
option B, avoiding any references to cooperation and defection. The face-to-face interval was 
introduced to allow nonverbal communication which helps participants to read the intentions 
of their partner (Behrens & Kret, 2019). The measure of interest was the proportion of decisions 
to cooperate (i.e., number of decisions to cooperate divided by the total number of trials). Two 
participants were excluded because they had more than four out of ten missing values.

Tangram Puzzle 
• Complete as many puzzles as possible
• Two conditions: complete puzzles

cooperatively and alone
• Duration: 2 x 5 min
• MoI: completed puzzles (coop) / 

completed puzzles (total) 

Rope Pull
• Based on the principles of the 

Prisoner’s Dilemma 
• Pull (=cooperate) or not (=defect)
• Dichotomous scale (1 = cooperate)
• 10 trials
• Duration: 3 min
• MoI: % cooperative decisions

Extended Prisoner’s Dilemma
• Extends Prisoner’s Dilemma to a 

6 x 6 payo� structure
• 6-point scale (6 = fully cooperate)
• 10 trials
• Duration: 5 min
• MoI: mean of points 

(between 1 – 6) / 6

Hidden Pro�le
• Find best job candidate with

di�erent characteristics
• Un-/Shared information in pro�les
• Combined information reveals

best candidate
• Duration: 7 min (5 min discussion)
• MoI: % unique information exchanged

Prisoner’s Dilemma
• Choose to cooperate or defect
• Before each decision, participants 

look at each other
• Dichotomous scale (1 = cooperate)
• 10 trials
• Duration: 5 min
• MoI: % cooperative decisions

Egg Hunt
• Participants are rewarded for

di�erent colors of eggs
• Collecting eggs is time-costly  
• Do participants help each other?
• Duration: 7 min (5 min egg hunting)
• MoI: % helping behavior when

�nding egg from other participant

Figure 1. Information about the set-up of the six prosocial behavior games played by each participant; MoI = Mea-
sure of Interest included in the analysis.
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Table 1
The payoff matrix of the Prisoner’s Dilemma game

Other

You C D

C 3–3 1–4

D 4–1 2–2

Note. The first number refers to the points earned by “You”.

Extended Prisoner’s Dilemma game. This game extends the original Prisoner’s Dilemma 
game from a 2 × 2 to a 6 × 6 payoff structure and was adopted from Behrens et al. (2019). Thus, 
the response options changed from a dichotomous choice (i.e., cooperate or defect) to a six-point 
scale ranging from option A  ( = fully defect) to option F ( = fully cooperate). Apart from this 
adjustment in  the payoff structure, the procedure was the same as for the classical Prisoner’s 
Dilemma game described above. The measure of interest was the mean willingness to cooperate 
on the 6-point scale (1 = fully defect [option A] to 6 = fully cooperate [option F]). To make the 
measure comparable to the other games, we transformed the mean value to a proportion value.

Rope Pull game. This game was adopted from Sánchez-Amaro and colleagues (2019) who 
used this game to measure cooperation in chimpanzees and children. The game is based on the 
principles of the Prisoner’s Dilemma game, but instead of pressing keys, participants could pull 
a rope or not. When both participants pulled the rope (i.e., mutual cooperation), a tray with two 
rewards was lifted and both participants received one reward each. If only one participant pulled 
(i.e., unilateral cooperation), the tray was lifted on that participant’s side and the two rewards 
rolled to the side of the other participant. If nobody pulled for 15 seconds (i.e., mutual defection), 
no one received a reward. Hence, the principle is similar to the Prisoner’s Dilemma game in that 
mutual cooperation is more beneficial for both participants than mutual defection and that with 
unilateral cooperation the defector earns more points than through mutual cooperation. How-
ever, the game differs such that mutual defection and unilateral cooperation result in the same 
outcome (no reward). Compared to the payoff structure of the current Prisoner’s Dilemma game 
another difference was that mutual cooperation led to the same reward than a turn-taking strat-
egy (unilateral cooperation by one participant and then by the other; Sánchez-Amaro et al., 2019). 
Participants first read instructions about the game and subsequently the experimenter showed the 
four possible outcomes to the participants with the apparatus. Afterwards, participants played ten 
trials and the experimenter recorded the outcome of each trial on a sheet of paper. As was the case 
for all other tasks as well, the game was phrased in a neutral way without referring to cooperation 
and defection. The measure of interest was the proportion of times a participant cooperated out 
of the total number of trials. The willingness to cooperate was based on the reward distribution 
such that a person cooperated if both participants received one reward each, or when the other 
participant received both rewards.
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Tangram game. In this game, participants are asked to make predefined figures with 
a number of puzzle pieces that have different shapes (e.g. triangle, square; Vink et al., 2018). In the 
current study, the same seven pieces were used to make different figures. Participants were asked 
to complete as many figures as possible within five minutes. They were only allowed to continue 
with the next figure after completing the previous one which was checked by the experimenter. 
Participants played two rounds, once individually and once together. The individual condition 
served as a baseline measure of their skill in performing the task. The measure of interest was the 
difference in completed puzzles between the cooperative and individual condition (completed 
puzzles in  the cooperative condition minus completed puzzles in  the individual condition). 
Additionally, we explored different measures of prosocial behavior on the dyadic level which are 
presented in Appendix A3. We made three sets of figures with eighteen figures each that were 
individually printed in  black with only the outline of the figure visible. Which set was given 
in the individual and cooperative condition was counterbalanced. The order of the figures within 
each set was kept constant. The difficulty of the figures was based on  the performance of the 
experimenters prior to data collection. For some figures, the outline of one or two puzzle pieces 
were shown in a different color to make it easier.

Hidden Profile game. This game was adopted from Nevicka and colleagues (2011) and 
was originally designed to measure group decision-making processes. Here, participants need 
to find the most suitable candidate for a job. Each participant receives a profile with information 
about the three potential candidates. What participants do not know is that some information 
is shared between them, whereas other information is unique for each participant. Based on the 
(incomplete) information of each profile, a  suboptimal candidate stands out; however, after 
combining all information from the different profiles, another candidate is more suited (has 
the most positive and least negative characteristics). Thus, the true best candidate is “hidden” 
in the unshared information distributed among the profiles. In the current study, we used the 
profiles from Nevicka and colleagues (2011) where participants needed to find the best candidate 
for a secret agent position with validated positive, neutral and negative characteristics. To adjust 
the original three-player game to the dyadic setting of the current study, we excluded one char-
acteristic per candidate. Both profiles (one for each participant) consisted of nine characteristics 
for each candidate, of which six were shared among the profiles. Eight additional characteristics 
per candidate were evenly distributed between the two profiles, that is, each profile included four 
unique characteristics per candidate. In the shared information, candidate A had three neutral 
and three negative characteristics, candidate B had six positive characteristics and candidate C 
had three positive and three negative characteristics. Based on  this information, candidate B 
would be the preferred candidate. In the unshared information, candidate A had eight positive 
characteristics, candidate B had two neutral and six negative characteristics, and candidate C had 
two positive and six neutral characteristics. Therefore, after combining the information candidate 
A was most suited. Examples of the characteristics were: “can read code language” (positive), “is 
180 cm tall” (neutral), and “is afraid of heights” (negative). During the game, participants first 
read the profiles and made an individual decision about which candidate they would choose. 
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Subsequently, participants had a five-minutes discussion and then made a joint decision about 
the best candidate. The performance of a dyad was operationalized by the number of unshared 
characteristics that were exchanged during the discussion. To measure this, participants filled 
out a checklist with the characteristics of the candidates and indicated whether each of the items 
described the candidates. A  characteristic was considered “exchanged” if  the participant who 
did not have that characteristic in his/her profile indicated that it belonged to the corresponding 
candidate. The measure of interest was the proportion of exchanged characteristics in relation to 
the total number of unshared information of a participant’s profile.

Egg Hunt game. The Egg Hunt game was adopted from McClung and colleagues (2017) 
who used this game to measure helping behavior. The idea is that participants are assigned differ-
ent colors of eggs and earn rewards for each egg of their color they collect during the egg hunt. 
However, there is not enough time to collect all own eggs and collecting an egg is time-costly. 
Thus, the behavior of interest is what participants decide to do when they find an egg of the 
partner’s color: Does the participant invest the time to help the partner by collecting the eggs or 
not? In the current study, 90 eggs were wrapped in paper sandwich bags: 18 orange, 18 pink, and 
54 green eggs. One participant was rewarded for all collected pink eggs, the other participant 
for all orange eggs. The green eggs were not rewarded. The wrapped eggs were placed in a room 
and participants could simultaneously hunt for the eggs. For each egg, participants first had to 
unwrap the paper bag, take out the egg to see the color and then (i) put the egg back in the bag, 
(ii) put the egg next to the bag, or (iii) take the egg, run around a chair twice (there were two 
chairs in the room) and then put the egg into one of two baskets (one basket for the orange eggs 
and another basket for the pink eggs). Participants were rewarded for the eggs in their basket 
with chocolate (see below). The game lasted five minutes. During the game, both participants 
wore eye-tracking glasses (Tobii Pro Glasses 2) recording their behavior. The behavior was coded 
afterwards following McClung and colleagues’ (2017) scoring scheme. Specifically, when an egg 
of the other participant was found, the behavior was classified into three categories: (1) costly 
helping: the egg is collected or passed on to the other player; (2) no costly helping: the egg is left 
visible to the other participant; (3) neglect: the egg is put back in the paper bag. We also added 
a fourth category representing the “competitive” behavior in other games: (4) active hiding: the 
paper bag with the egg is actively hidden. The latter behavior was, however, not evident in any 
video recordings. The measure of interest was the proportion of helping behavior (costly and no 
costly helping) from the times that an egg with the color assigned to the other participant was 
found. Unfortunately, some behavior could not be classified because either the participant did not 
look down to see the egg or the color could not be clearly identified from the video. Participants 
with ten or more unidentified behaviors were excluded from the analysis. Data of 53 participants 
could be included in the analysis.

Questionnaire. At the end of the experiment, participants filled out a questionnaire where 
they were asked to indicate their gender, age, nationality, highest completed education level, 
and the number of siblings (for descriptive statistics, see Table A.S1). Furthermore, participants 
indicated how much they knew and liked the three different partners on a scale from 0 – 100. 
Descriptive statistics of these scales are presented in Appendix A2 (see Table A.S2 and Figure 



Under the umbrella of prosocial behavior: A critical comparison of paradigms 23

2

A.S1). We also present the Spearman’s rho correlation between the liking rating and prosocial 
behavior in each game (see Table A.S3). Finally, participants were asked about what they thought 
the purpose of the study was.

Procedure
A group of four same-sex participants was invited into the lab. Upon arrival, participants were 
separated, read the information about the study and gave informed consent. They were also given 
a colored wristband which was used to form the dyads. Which participant received which color 
was based on the time of arrival (the first individual had the green wristband, the second the 
orange, the third the purple and the fourth the blue). When there were no more questions and all 
participants were ready, the first two games started. All games were played in a big lab with a sep-
aration wall in the middle so that the two dyads could play games simultaneously without seeing 
each other. The first two dyads were formed with participants wearing the green and orange (Dyad 
1) and the purple and blue (Dyad 2) wristbands. One of the dyads started with the Prisoner’s 
Dilemma game, the other dyad started with another game. Which dyad began with the Prisoner’s 
Dilemma game was counterbalanced, and the second game was changed between groups. After 
finishing the games, the dyads switched places and played the game the other dyad just played. 
Then, the formation of the dyads changed (Dyad 3: green + purple; Dyad 4: orange + blue) and the 
next round of two games were played. In the last round, the last two dyads were formed (Dyad 
5: green + blue; Dyad 6: orange + purple) and the extended Prisoner’s Dilemma game and the last 
remaining game were played. Thus, all participants played six games with three different partners. 
Because the order of the games was changed between the groups and therefore the combina-
tion of games that were played within dyads, order effects were negligible and the dependency 
between observations on a dyadic level was minimalized (e.g., five out of 19 groups played the 
Prisoner’s Dilemma game paired with the Egg Hunt game in one round). After that, participants 
filled out the questionnaire (see Materials). Finally, participants received as many M&Ms as they 
earned points during the Egg Hunt, Rope Pull, and Tangram games (Egg Hunt: the number of 
eggs collected of the participant’s color; Rope Pull: number of rewards received; Tangram: num-
ber of completed puzzles in both conditions). Depending on their preference, participants were 
additionally paid with course credits or money and thanked for participating.

Statistical Analysis
For each game, one measure of interest was calculated per participant as described in the Material 
section. In the first step, descriptive statistics of each game are presented. Second, correlation 
coefficients and 95%-confidence intervals for each combination of games are reported. Given 
that most measures were not normally distributed, we report Spearman’s rho correlations. In 
the third step, we conducted a Principal Component Analysis (PCA) to investigate which tasks 
could be described as measuring similar behavioral tendencies. The following settings were used: 
To determine the number of components, the parallel analysis was applied where a component 
was selected when the eigenvalue of that component was larger than the parallel average random 
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eigenvalue. For the rotation method, the oblique rotation method promax was chosen, because 
this method allows the components to be correlated. In an additional step, we further explored 
differences between the social dilemma games by looking at the absolute cooperation rates both 
on  the individual level (i.e., a  person’s willingness to cooperate) and on  the dyadic level (i.e., 
mutual cooperation). These results are reported in Appendix A4. A significance level of α = 0.05 
was used and analyses were performed in JASP 0.10 (JASP-Team, 2019) and SPSS (Version 25).

Results

Descriptive statistics
Descriptive statistics of each prosocial behavior measure are presented in Table 2 and displayed 
in Figure 2. Except for the Tangram game, the prosocial behavior is operationalized as propor-
tions. For the Tangram game, the difference in completed figures between the cooperative and 
individual conditions was calculated. A positive value therefore corresponds to more completed 
figures in the cooperative condition.

The highest cooperation rate was observed in the Rope Pull game with almost .85. The min-
imum was 0.4 meaning that participants cooperated at least four out of ten times. This was not 
the case in the two Prisoner’s Dilemma games where some people also defected at all times. The 
cooperation rates of the two Prisoner’s Dilemma games and the Egg Hunt game were in a similar 
range (around .60). The lowest rate was observed in the Hidden Profile game with only .33.

Table 2
Descriptive statistics of the proportion of prosocial behavior for the six games

Game Mean Median SD MAD Maximum Minimum Range N Missing

Prisoner’s Dilemma .61 .60 .33 .30 1.00 .00 1.00 70 4

Extended Prisoner’s 
Dilemma .69 .68 .26 .23 1.00 .17 .83 70 4

Rope Pull .84 .90 .19 .10 1.00 .40 .60 72 2

Tangram 0.10 0.00 1.80 1.00 5.00 -5.00 10.00 73 1

Hidden Profile .33 .33 .29 .25 1.00 .00 1.00 70 4

Egg Hunt .60 .86 .45 .14 1.00 .00 1.00 53 21

Note. SD = standard deviation; MAD = median absolute deviation; N = sample size.
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Figure 2. Median (± Median Absolute Deviation) of the proportion of prosocial behavior per game (left). The 
Tangram game (right) is displayed separately because it is based on a scale between -5 and 5, whereas all other 
measures are based on proportions.

Correlations and Principal Component Analysis
The bivariate correlation coefficients of each combination of games are displayed in Table 3 and 
Figure 3. The strongest correlation was evident between the Prisoner’s Dilemma game and its 
extended version. Both versions were also positively correlated with the outcome of the Rope Pull 
game. Thus, if a person was willing to cooperate in the Prisoner’s Dilemma game, s/he was also 
likely to cooperate in the extended version of the Prisoner’s Dilemma game and the Rope Pull 
game. The three games were not significantly correlated with the more naturalistic games. The 
correlations between the latter games were non-significant.

The Principal Component Analysis confirmed the pattern seen in the correlation matrix 
and revealed that the six games could be best represented by two components. The component 
loadings are depicted in Table 4. The Prisoner’s Dilemma game, its extended version, and the 
Rope Pull game loaded positively on the first component. As the three games are all variants of 
a social dilemma game, we referred to this component as the “social dilemma games” component. 
The Egg Hunt game loaded positively and the Hidden Profile game loaded negatively on the sec-
ond component. To reflect the distinction between the economic games of the first component 
and the more naturalistic games of the second component, we called the latter component “natu-
ralistic games”. The two components were slightly correlated (.03).
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Figure 3. Visualization of the correlations between the six cooperation tasks. The thickness of the lines represents 
the strength of the correlation. Green lines reflect positive correlations, red lines negative ones. EG = Egg Hunt; 
HP = Hidden Profile; PD = Prisoner’s Dilemma; ePD = extended Prisoner’s Dilemma; TA = Tangram; RP = Rope 
Pull.
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Table 3
Correlation matrix of the six games with the Spearman’s rho coefficients, the corresponding 95% confi-
dence interval and the sample size of each pair

  Prisoner’s 
Dilemma

Extended 
Prisoner’s 
Dilemma

Rope Pull Tangram Hidden 
Profile Egg Hunt

Prisoner’s 
Dilemma

rs 1 .44*** .31* .08 -.15 .22

95%-CI .22-.62 .08-.51 -.16-.31 -.38-.09 -.06-.47

p-value  < .001 .010 .517 .222 .117

N 70 66 68 69 67 52

Extended 
Prisoner’s 
Dilemma

rs 1 .34** .05 .09 .06

95%-CI .11-.53 -.19-.28 -.16-.32 -.22-.33

p-value .004 .709 .487 .676

N 70 69 70 67 50

Rope Pull rs 1 .13 .02 -.05

95%-CI -.11-.35 -.22-.25 -.32-.23

p-value .287 .881 .712

N 72 71 69 51

Tangram rs 1 -.00 .04

95%-CI -.23-.23 -.24-.31

p-value .785

N 73 70 52

Hidden 
Profile

rs 1 -.24

95%-CI -.49-.04

p-value .088

N 70 51

Egg Hunt rs 1

95%-CI

p-value

N 53

Note. rs = Spearman’s rho correlation coefficient; CI = confidence interval; N = sample size; 

 * p < .05; ** p < .01; *** p < .001.
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Table 4
Component Loadings of the Principal Component Analysis

  PC 1 PC 2 Uniqueness

Extended Prisoner’s Dilemma 0.80 . 0.36 

Egg Hunt . 0.77 0.40 

Hidden Profile . -0.77 0.41 

Prisoner’s Dilemma 0.72 . 0.34 

Rope Pull 0.69 . 0.48 

Tangram . . 0.96 

Note. Applied rotation method is promax. 

Discussion
Prosociality is central to humanity’s unique capacity for large-scale cooperation. Experimental 
paradigms that measure prosocial behavior can help us understand how it emerges, as it allows 
researchers to investigate its contextual boundaries, zoom in on individual differences, and take 
factors such as previous experiences and costs into account. Researchers have designed multi-
ple paradigms that tap into prosocial behavior. A crucial question is whether such paradigms 
measure a similar construct, that is, a person’s general tendency to act prosocially, or whether 
the different paradigms tap into distinct subcomponents of prosociality. Previous studies have 
shown that behavioral tendencies are fairly consistent across economic games and translate to 
prosocial behavior outside the lab (e.g., voluntarily filling out a  feedback form, Peysakhovich 
et al., 2014); sending back a  “misdirected letter” enclosing money, (Franzen & Pointner, 2013; 
Stoop, 2014; Blanco et al., 2010; Böckler et al., 2016; Epstein et al., 2016; Yamagishi et al., 2013). 
The current study extends these findings by investigating both economic games and more nat-
uralistic games. Contrary to the previous studies, in  all six games, participants directly inter-
acted with their game partners, better simulating real-life interactions. Investigating whether 
previous findings in anonymous, one-shot economic games also translate to more ecologically 
valid settings scrutinizes the robustness of the previously observed consistent behavior across 
paradigms. Given that participants engaged in face-to-face interactions in all games, the effect 
of such interaction on prosocial behavior was assumed to be constant across games. Consistent 
with previous findings, we observed that behavior in the three variants of a social dilemma game 
positively correlated. However, such consistency did not generalize to the three naturalistic games 
as evident by negligible correlations between the economic and naturalistic games. This pattern 
was also apparent in a Principal Component Analysis (PCA) showing that the series of tasks split 
into two components, which we dub “social dilemma games” and “naturalistic games”. The three 
variants of the social dilemma game loaded positively onto the first component, whereas the 
Egg Hunt game loaded positively and the Hidden Profile game loaded negatively onto the latter 
component. The Tangram game was not related to any of the other games. In the section below, 
we will discuss these results in terms of theoretical and methodological considerations.



Under the umbrella of prosocial behavior: A critical comparison of paradigms 29

2

The “social dilemma games” component of the PCA showed that behavior in  the three 
different variations of the social dilemma game was positively related (the classical and extended 
Prisoner’s Dilemma game and the Rope Pull game). If participants cooperated in one of these 
games, they were more likely to do so in the other two as well. This was expected as all three 
games were designed to measure cooperative behavior. Specifically, they use similar outcome 
structures incorporating the essential ingredients to induce the dilemma between self- and 
collective interests: mutual cooperation is more beneficial for the joint outcome than mutual 
defection, and unilateral cooperation is more beneficial for a defector than mutual defection. The 
games differed with respect to the response scale (dichotomous versus 6-point scale) and the way 
of making a decision (pulling a rope versus pressing a button). The clustering of the three variants 
of the social dilemma game suggest that they are robust against these differences and capture 
people’s general tendency to cooperate.

The behavior shown in the social dilemma games was distinct from the behavior displayed 
in the three naturalistic games. In other words, the two types of tasks did not measure the same 
underlying prosocial preferences. This discrepancy could result from theoretical differences, 
suggesting that the tasks measure distinct subcomponents of prosocial behavior. It could also 
be that methodological issues contributed to these findings as tasks differed regarding the level 
of feedback and clarity of the response options and their consequences. In the following, we will 
discuss these possible explanations in more detail.

The distinction between the social dilemma games and the more naturalistic games might 
be explained from a theoretical point of view such that they capture distinct subcomponents of 
prosocial behavior. For example, while social dilemma games are designed to measure coopera-
tive behavior, the Egg Hunt game measures helping behavior. The lack of a relationship in behav-
ior between these tasks might be the result of conceptual differences: While helping behavior 
is one-directional with one person helping to attain the goal of another person, cooperative 
behavior is bidirectional and implies interdependence, that is, the success of cooperation depends 
on  two or more people working together towards a  common goal (Penner, Dovidio, Piliavin, 
& Schroeder, 2005). Thus, while the conflict between self- and collective interests is inherent 
in cooperation, it is less salient in one-directional helping. A person might therefore be willing 
to cooperate with another person to achieve a common goal, but not necessarily help to achieve 
another person’s goal. However, although conceptual differences are evident, such distinction has 
not been shown to elicit distinct behavior. For example, Böckler and colleagues (2016) showed 
that people who act prosocially during economic games also showed more helping behavior 
in the Zurich Prosocial Game (ZPG, Leiberg, Klimecki, & Singer, 2011). Furthermore, behavior 
in other games where the outcome depended on the other player (i.e., the Public Good and Trust 
Game) have been shown to correlate with behavior in the Dictator Game where the outcome of 
the dictator is independent of the other player (Peysakhovich et al., 2014; Yamagishi et al., 2013). 
As emphasized by Peysakhovich and colleagues (2014), these findings do not imply though that 
behavior across these games are driven by the same underlying motivation. For example, some 
games might be driven by  reciprocity, while others might be driven by equality and altruistic 
preferences. Nevertheless, these studies suggest that despite differences in the interdependence 
of individuals that are inherent to the games, this likely does not explain the distinct behavior 
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observed in  the current study. Thus, the question remains why we did not observe consistent 
behavior across tasks. We now turn to possible methodological considerations that might shed 
more light onto this question.

The aim of the current study was to extend previous studies by incorporating more natu-
ralistic games that reflect a range of situations also encountered in real-life interactions. Stepping 
away from the controlled context of economic games increases the ecological validity of the tasks, 
but simultaneously introduces additional factors that might influence the behavior of interest. 
Methodological differences between tasks such as the level of feedback and transparency of the 
response options and their consequences might have therefore contributed to the results observed 
in the current study.

First of all, the level of feedback differed such that participants received no feedback about 
each other’s decisions during the classical and extended Prisoner’s Dilemma games, whereas in all 
other games, individuals knew how prosocially their partner acted. Feedback has been shown 
to increase cooperation as it provides valuable information about a  person’s future decisions 
(Behrens & Kret, 2019; Jorgenson & Papciak, 1981; Monterosso et al., 2002). In line with this, 
we observed that participants cooperated more during the Rope Pull game, where participants 
received immediate feedback about the other person’s move, compared to the classical and 
extended Prisoner’s Dilemma game, where no feedback was provided (see Appendix A4). How-
ever, despite the overall increase in cooperation rates, the relationship between the games still 
showed that people behaved consistently between the games. In other words, a prosocial person 
still acted more prosocially than a less prosocial person despite the additive effect of feedback. 
Thus, although feedback influenced the overall level of prosocial behavior, our results suggest that 
this factor did not substantially affect the relationship between the games.

Second, a crucial difference between games was how obvious the response options and 
their consequences were for each game. In the social dilemma games, the response options were 
described in a pay-off structure and a participant knew that she could either cooperate or defect 
depending on her own preferences. On the contrary, in the Egg Hunt game participants were 
not explicitly informed that they could help each other and in the Hidden Profile game it was 
not mentioned that some, but not all of the information that both partners received was iden-
tical (see also McClung et al., 2017). Therefore, in the social dilemma games people could make 
a weighted, informed choice about whether they wanted to cooperate or not; whereas in the Egg 
Hunt and Hidden Profile game, people needed to discover the possibility of helping and sharing 
unique information first before they could work together. In other words, the degree of prosocial 
behavior displayed in these two games might have been undermined by whether people discov-
ered how they could behave prosocially. However, as described above in the case of the effect 
of feedback, such difference in explicitly informing about the response options could affect the 
overall level of prosocial behavior without affecting the relationship between games. Although it 
would fit the pattern that behavior in the Egg Hunt and Hidden Profile game loaded on the same 
component, but were distinct from the other tasks, future studies are needed to investigate this 
explanation more directly.
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Although behavior was related in  the Hidden Profile and Egg Hunt game, we were sur-
prised to observe that the Egg Hunt loaded positively and the Hidden Profile game negatively 
on the “naturalistic games” components which was consistent with a marginally significant neg-
ative correlation between the two games: a person who was more helpful in the Egg Hunt game 
shared less information in the Hidden Profile game. One possible explanation might be attributed 
to differences in the underlying motives causing the behavior. While the motivation for engaging 
in helping behavior in the Egg Hunt game is likely to be prosocially-driven, this is not necessarily 
the case for information exchange in the Hidden Profile game. Although it is assumed that work-
ing together on a common goal stimulates information exchange (De Dreu et al., 2008; Toma & 
Butera, 2009), research has shown that people generally stick with their own à priori decision 
(Wittenbaum et al., 2004). This bias not only motivates people to share as many characteristics of 
their own profile to convince others of their preferred candidate, but also influences individuals’ 
encoding and retrieval of information from others’ that is inconsistent with their own preference 
(De Dreu et al., 2008). The bias can be driven by competitive motives, where people want others 
to adopt their opinion, or by cooperative motives, where they are genuinely convinced that the 
own preferred candidate serves the group interest best (Wittenbaum et al., 2004). A previous 
study observed more information exchange in  a  cooperative compared to a  competitive con-
dition suggesting that information sharing is driven by  cooperative motives (Toma & Butera, 
2009). However, this study investigated the relationship between cooperation and information 
sharing on the contextual rather than individual difference level. Specifically, they manipulated 
the group’s goal by emphasizing that the individuals should come to a joint decision (cooperative 
condition) or by  encouraging group members to be the first to make a  decision (competitive 
condition). Crucially, participants knew that some information was unshared and that unshared 
information was more important than shared information for the decision process. This allowed 
participants to strategically withhold information, directly linking sharing and withholding 
information to cooperative and competitive motives, respectively. In contrast, in  the current 
study, participants were not informed that some information was unshared and more important. 
Therefore, deliberately withholding information did not function as the “competitive alternative” 
to information sharing. We do not know what motivated people in the current study, but given 
that helping behavior in  the Egg Hunt game measured opposing behavioral tendencies in  the 
Hidden Profile game (as evident by the negative correlation), it might be argued that behavior 
in the latter reflected competitive motives. However, this is speculative and future studies should 
use additional measures to understand people’s underlying motives. For example, a person’s social 
value orientation has been shown to relate to a variety of tasks (Balliet et al., 2009; Behrens & 
Kret, 2019; Böckler et al., 2016; C. Boone et al., 2010). Quantified by hypothetical distributions of 
resources between oneself and a hypothetical partner, SVO indicates the extent to which people 
take into account the welfare of another person when distributing resources between oneself 
and that other person (van Lange, 1999). Based on  the distribution, participants are classified 
as generally being proself or prosocial (Van Lange, De Bruin, Otten, & Joireman, 1997). Thus, 
this measure could help shed light on why people share information in the Hidden Profile game. 
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To conclude, the second component of the PCA in our study indicates that the Egg Hunt game 
and the Hidden Profile game measure opposing tendencies–with the former reflecting helping 
behavior and the latter potentially indicating a person’s competitive motives.

Finally, we observed that behavior during the Tangram game was not related to behav-
ior during any of the other games. The game is designed to measure cooperation, but possibly, 
methodological differences with studies using the same game might explain its lack of correlation 
with the other games. Cooperation was operationalized as the difference in completed puzzles 
between the cooperative and individual condition. While we accounted for individual differences 
in spatial ability necessary to complete the task within the individual condition, two issues arose 
from the comparison of the two conditions. First, because people were randomly paired, their 
spatial skills were not matched, which is particularly relevant to the performance in this game. 
Consequently, if a person who performed poorly individually was paired with a skilled person, 
the skilled individual would inevitably complete most of the puzzles in the cooperative condition. 
As a result, the cooperation rate is overestimated for the poorly performing person and under-
estimated for the skilled one. Second, for all puzzles, the difficulty level was relatively high from 
the beginning. Although the first puzzles included highlighted pieces that made it easier to detect 
their individual shapes, this might not have been enough to prevent floor effects. Moreover, 
in order to equalize the duration of the different games in this study, participants had less time to 
complete the Tangram game than in two earlier studies (Saleem, Anderson, & Barlett, 2015; Vink 
et al., 2018). In sum, the random matching of participants with different skills and the difficulty 
of the task might explain why cooperative behavior in our Tangram game was not related to the 
behavior in the other games. Performance during the Tangram game might therefore be a reflec-
tion of participants’ spatial abilities rather than prosocial tendencies, but future studies need to 
verify this presumption.

In sum, we extend previous findings by showing that not only different economic games, 
but also changes within the same economic game elicit similar prosocial behavior. In other words, 
as long as the principle of the game (i.e., the pay-off structure) stays similar, methodological 
changes in the response scale and the way people give their response still allows researchers to 
measure similar prosocial tendencies by  these variants. Furthermore, the aim of the current 
study was to investigate whether the consistent behavioral tendency observed in economic games 
would generalize to more naturalistic games. The short answer is: no. Our results revealed that 
the social dilemma games measured different behavioral tendencies than the naturalistic games. 
Our discussion suggests that methodological differences in, for example, the clarity on how to act 
prosocially might explain such distinction between the economic and naturalistic games. This 
explanation is, however, speculative and further research is needed to draw strong conclusions 
about what drove the current findings. Economic games are designed to create conflicts of inter-
ests within individuals and changing the payoff structure determines the nature of these conflicts. 
Such experimental control combined with an extensive body of literature has portrayed a rather 
detailed picture of the underlying motives of choosing one over another option in these games. 
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However, for the more naturalistic, less often used games such as the Egg Hunt and Tangram 
game, the motivation behind people’s behavior is more ambiguous and the effects of method-
ological changes are less well known. This does not mean that economic games measure prosocial 
behavior better. In fact, we encourage researchers to include naturalistic games to investigate 
whether previous findings generalize to these games. However, researchers need to be aware of 
potential differences between games and we advise to combine naturalistic games with other par-
adigms to tap into potentially different aspects of prosocial behavior and to integrate the findings 
with existing literature. Our current study takes a first step in this direction and sheds light onto 
the generalizability of prosocial behavior as measured by different paradigms.
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The interplay between face-to-face 
contact and feedback on cooperation 

during real-life interactions

Abstract
Cooperation forms the basis of our society and becomes increasingly essential during times of global-
ization. However, despite technological developments people still prefer to meet face-to-face, which 
has been shown to foster cooperation. However, what is still unclear is how this beneficial effect 
depends on what people know about their interaction partner. To examine this question, 58 dyads 
played an iterated Prisoner’s Dilemma game, sometimes facing each other, sometimes without face 
contact. Additionally, explicit feedback regarding their decisions was manipulated between dyads. 
The results revealed that participants were more cooperative when they saw each other compared to 
when they could not, and when receiving reliable compared to unreliable or no feedback. Contradict-
ing our hypothesis that participants would rely more on nonverbal communication in the absence 
of explicit information, we observed that the two sources of information operated independently 
on  cooperative behavior. Interestingly, although individuals mostly relied on  explicit information 
if available, participants still cooperated more after their partner defected with face-to-face contact 
compared to no face-to-face contact. The results of our study have implications for real-life interac-
tions, suggesting that face-to-face contact has beneficial effects on prosocial behavior even if people 
cannot verify whether their selfless acts are being reciprocated.

Based on: Behrens, F., & Kret, M.E. (2019). The Interplay Between 
Face-To-Face Contact and Feedback on Cooperation During Real-
Life Interactions. Journal of Nonverbal Behavior, 43 (4), 513–528.
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Introduction
Cooperation is an important foundation of social group life and essential in diverse activities 
ranging from riding a tandem to raising a child. On the one hand, relatively recent technological 
developments such as the Internet, social media and Skype, allow cooperation on a heretofore 
unknown scale; researchers separated by an ocean can conduct research together and discuss 
findings via video chat. On the other hand, more and more people express their concerns; in pub-
lic transport, travelers hardly interact anymore, but are sucked up by their phones. The big ques-
tion is whether and to what extent face-to-face contact fosters cooperative endeavors and helps 
society flourish. To that extent, the current study investigates people’s cooperative tendencies 
towards others when partners can see each other or not, and when they have true, unreliable, or 
no information about their partners’ previous cooperative decisions.

Face-to-face contact may be an important predictor for cooperation. Indeed, using economic 
games, previous research has shown that with the introduction of more artificial forms of commu-
nication, cooperation declines. For instance, cooperation drops in the context of writing messages, 
having telephone conversations and interacting with human-like avatars compared to face-to-face 
encounters with real people (Balliet, 2010; Bohnet & Frey, 1999; Drolet & Morris, 2000; Frohlich & 
Oppenheimer, 1998; Kiesler et al., 1996). Possibly, during face-to-face interactions, social informa-
tion including body language, facial expressions, and eye gaze, shape our expectations about the 
partner’s intentions and therewith decreases the risk of being exploited (Balliet, 2010; R. T. Boone 
& Buck, 2003). Furthermore, face-to-face contact makes social norms more salient, and hence, 
boosts cooperation (Bohnet & Frey, 1999). While these studies have often investigated the effect 
of face-to-face contact by looking at “communication” in a broader sense including both verbal 
and nonverbal communication (Balliet, 2010; Bicchieri & Lev-on, 2007; Brosig, Weimann, & Ock-
enfels, 2003; Jorgenson & Papciak, 1981; Sprecher, 2014), the current study focused on nonverbal 
communication only, refining its contribution to the overall beneficial effect of face-to-face con-
tact. Verbal communication allows people to explicitly exchange information, discuss strategies 
and agree on future steps in the game. Nonverbal information, such as facial expressions, eye gaze, 
and pupil dilation, on the other hand, are more subtle, but still carry rich and genuine informa-
tion that we use to express and interpret other’s intentions, which consequently influences our 
(prosocial) behavior (Adolphs & Tusche, 2017; R. T. Boone & Buck, 2003; R. H. Frank, Gilovich, 
& Regan, 1993b; Jahng, Kralik, Hwang, & Jeong, 2017; Kret, 2015; Kret et al., 2015; Myllyneva & 
Hietanen, 2015; Prochazkova & Kret, 2017). Until now, studying the effect of dynamic nonverbal 
communication on cooperation in natural dyadic interactions has been largely neglected. Only 
one study conducted by Jahng et al. (2017) used a similar set-up where people were restricted to 
use nonverbal communication only. The authors reported that seeing each other increased mutual 
cooperation compared to when participants could not see each other. In sum, the literature shows 
that face-to-face contact is likely to be important for cooperation in different contexts.

Another factor that people generally take into account when considering cooperation, 
is knowledge about the person and how cooperative s/he has been in the past. Cooperation is 
a vulnerable act associated with the risk of being exploited. Knowing that the interaction partner 
has cooperated before lowers this risk. Research using economic game paradigms clearly shows 
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that this kind of knowledge modulates the outcomes of such games (Bixenstine & Wilson, 1963; 
Jorgenson & Papciak, 1981; Monterosso et al., 2002; Tedeschi et al., 1968). What is less clear, is 
how explicit knowledge about a  partner’s previous decisions is integrated with the nonverbal 
signals that are being transmitted. In other words, how strongly do people rely on face-to-face 
contact compared to past behavior? The current study addresses this question for the first time 
by manipulating the visibility of nonverbal information and knowledge about past behavior.

In the current study, two naïve participants played an iterated Prisoner’s Dilemma game 
while they could either see each other or not, and where they received feedback about their 
partner’s decisions that was either true, unreliable or absent (no feedback). We had three main 
hypotheses. First and foremost, we expected participants to be more willing to cooperate when 
facing each other, allowing for the implicit transmission of nonverbal signals, compared to when 
a visual barrier blocked the view of one another. Second, we hypothesized that cooperation would 
be influenced by the type of feedback participants received. Specifically, we expected individuals 
to cooperate on the largest scale when receiving correct feedback about the partner’s decisions. 
In this experimental condition, the predictability of the partner’s next choice was highest and the 
risk of being exploited lowest. We further expected that a participant’s decision was influenced 
by the partner’s latest decision, and more likely being the same than dissimilar. Third, investi-
gating the possible interplay between feedback and face-to-face contact, we hypothesized that 
the advantage of face-to-face contact would be most pronounced when participants received no 
feedback at all, as they would have to rely on nonverbal signals exclusively.

For exploratory reasons, we investigated potential effects of individual differences in social 
value orientation, emotion recognition ability, social anxiety, and empathy, as previous research 
suggests that these might modulate cooperative decisions (Bogaert, Boone, & Declerck, 2008; 
Doesum, Van Lange, & Van Lange, 2013; Eisenberg & Miller, 1987; Sylwester, Lyons, Buchanan, 
Nettle, & Roberts, 2012; Wehebrink, Koelkebeck, Piest, De Dreu, & Kret, 2018) or the effect of 
face-to-face contact on cooperation (Adolphs, Sears, & Piven, 2001; Emonds, Declerck, Boone, 
Vandervliet, & Parizel, 2011; Kret, Stekelenburg, De Gelder, & Roelofs, 2017; Pierce, 2009).

Method

Participants
In total, 116 individuals (Mage = 21.05, SDage = 2.49) participated in  the study with 72 (62. 1% ) 
females. They were randomly paired to form 58 same-sex dyads, ensuring that they did not 
know each other before. One dyad was excluded from the analysis due to missing data for more 
than 50% of the trials in  the face-to-face condition. Participants received either course cred-
its or a  monetary reward of €7 per hour. In addition, all participants had the chance to win 
between €0.5 and €2.0 extra based on their performance during the Prisoner’s Dilemma game 
(no deception). Participation took two hours, which included completing questionnaires at home 
and in the lab and playing the Prisoner’s Dilemma game. Upon arrival at the lab, participants gave 
informed consent to participate in the study, which was approved by the Ethics Committee of 
Leiden University (CEP16–0314/131). They received full debriefing afterwards.
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Materials
Two participants played two rounds of 50 Prisoner’s Dilemma games, measuring cooperative 
behavior. This game provides two choice alternatives, where the performance of one player 
depends on both one’s own and the other person’s choices. Specifically, both can choose to coop-
erate (C) or defect (D) during each trial. When both cooperate (CC), the incentive is larger com-
pared to when both defect (DD). However, when one player defects whereas the other cooperates 
(DC), the former gets the highest possible incentive while the latter receives the lowest. In that 
way, a conflict emerges between self- and collective-interests because the joint outcome is larger 
when both players cooperate, while the trade-off for each individual is larger when defecting 
(DC > CC > DD > CD from the perspective of Player 1). The payoff structure for the current study 
was as follows: DC = 4, CC = 3, DD = 2, CD = 1 (see Table 1; Balliet & Van Lange, 2013). Following 
standard procedures and in order to avoid confounds through suggestive formulations, the game 
was phrased as choosing between options A or B rather than between cooperation and defection.

Study Design
The study used a  mixed design with one between-subject (feedback) and one within-subject 
variable (nonverbal communication). The dependent variables were the willingness to cooperate 
(0 = defect, 1 = cooperate) and the dyad’s joint outcome, i.e., mutual cooperation (CC), mutual 
defection (DD) and one-sided cooperation (CD/DC).

Table 1
The payoff matrix of the Prisoner’s Dilemma game

Other

You C D

C 3–3 1–4

D 4–1 2–2

Note. The first number refers to the points earned by “You”.

Feedback was manipulated between dyads with a third of the dyads receiving no feedback 
about the other person’s decision, a third receiving correct feedback, and a third receiving random 
feedback (50% correct, 50% incorrect). Participants in  the latter condition were not informed 
that the feedback was random. Furthermore, the possibility for participants to use nonverbal 
communication was manipulated within dyads. Participants played the game twice, once where 
they faced each other, allowing for nonverbal communication (face-to-face condition), and once 
while a visual cover was placed in between them, constraining nonverbal communication (face-
blocked condition).
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Procedure
Before coming to the lab, participants received information about the study and a  link to fill 
out an online questionnaire consisting of the Liebowitz Social Anxiety Scale (LSAS; Beard et al., 
2011), the Interpersonal Reactivity Index (IRI; Davis, 1980) and nine brief, decomposed games 
to measure their social value orientation (SVO; Van Lange, de Bruin, Otten, & Joireman, 1997). 
When the two participants forming one dyad arrived at the lab, they were immediately separated 
to avoid interactions before the experiment started. In different rooms, they gave informed con-
sent and filled out the Positive and Negative Affect Schedule (PANAS; Watson, Clark, & Tellegen, 
1988) and completed the Reading the Mind in the Eyes task (Baron-Cohen, Wheelwright, Hill, 
Raste, & Plumb, 2001). After filling out these questionnaires, they read the instructions of the 
Prisoner’s Dilemma game and answered verification questions to make sure that they understood 
the game correctly. The questionnaires were not the main focus of our study, which is the reason 
why we present the descriptive statistics and additional analyses regarding their relation with the 
experiment in Appendix B1.

When both participants were ready to start the experiment, they were asked to sit at a table 
facing each other. Participants could not see each other’s responses (button presses), as a visual 
cover was placed in the middle, such that participants could only see each other’s faces, but not 
their bodies. At the beginning of the experiment when participants sat at the table and during 
the no-face condition, there was an extra visual cover on  top of the other one, such that par-
ticipants could not see each other at all (see Figure 1). The payoff matrix was placed in front of 
them on the table to reduce mental effort trying to remember the payoff structure (see Table 1; 
Balliet & Van Lange, 2013). The experiment started with five practice trials. When no errors were 
made, the real experiment began, consisting of 45 testing trials. In order to keep the experiment 
controlled and standardized, an audio file was played so that participants heard all instructions 
via their headphones. The sequence of events per trial was as follows: First, both participants were 
instructed to look at each other (“Look at each other” or: “Look at the cross in front of you”). 
This interval allowed participants to make a decision and to “read” the other person’s mind, and 
decide whether he/she would cooperate or defect. After four seconds, they were told to look 
down and make a decision (cooperate or defect), by pressing the corresponding button on the 
keyboard (the corresponding keys were marked with stickers saying “A” for option A (cooperate) 
or “B” for option B (defect) (“Look down at the table. After the beep, choose as fast as possible 
between option A and B. Keep looking down”). Subsequently, they were instructed to indicate 
what they thought the other person had decided to choose (using the same keys as for their own 
choice) (“Indicate after the beep what you think the other person chose, option A or B. Keep 
looking down”). In the correct/random feedback conditions, the points each player earned were 
subsequently communicated via the headphones (e.g., “Player 1 receives 1 point, player 2 receives 
4 points”). In the correct feedback condition, the feedback reflected the actual responses. In the 
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random feedback condition, the points were correct 50% of the time and 50% incorrect. In the 
“no feedback” condition, they were only informed that both players had made a decision without 
any information about the points earned (“Both of you have made a decision”). The next trial 
started when the auditory instruction to look at each other was given. No information was given 
about the cumulative performance of the players during the experiment.

Before and after the testing trials, participants rated their experience of the interaction 
regarding their level of connection, awkwardness, and shyness towards the other person on visual 
analog scales (VAS). After the first session of 50 trials (5 practice, 45 testing trials), participants 
had to change their sitting position so that they could not (could) face each other (the order of 
starting in the face-to-face or no-face condition was counterbalanced) and played the game again 
for 50 trials (5 practice, 45 testing trials). After the practice and testing trials, participants filled 
out the same VAS as in  the first session. The descriptive statistics of the VAS at the four time 
points are provided in Appendix B4 (see Table B.S4).

 

Figure 1. Set-up of the experiment for the face-to-face condition (left) and the face-blocked condition (right).

At the end of the experiment (after the second session), participants filled out the DFI 
(Desire for Future Interaction Scale, see Table B.S4) and answered questions about their insight 
and experience of the interaction with questions including “How much could you ‘read’ the other 
person’s intentions?”, “Which information did you use to ‘read’ the other person’s intentions?”, and 
“How much did the feedback influence your choices?”. In the two feedback conditions, a manip-
ulation check verified that participants believed that they received correct feedback (participants 
in the random feedback condition were not informed that the feedback was incorrect 50% of the 
time). Finally, the two individuals were separated again to give them their monetary reward based 
on their performance on a randomly selected trial (DC = €2, CC = €1.5, DD = €1, CD = €0.5 from 
the perspective of Player 1).
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Data Analyses
We performed two types of analyses, one with the willingness to cooperate (per person) and one 
with the joint outcome (per dyad) as the dependent variable. We made this distinction because 
we aimed to understand the effects of nonverbal communication and explicit information 
on the personal level and how that translates into successful cooperation. For the willingness of 
cooperation, we performed binary logistic mixed model analyses with cooperation (0 = defect, 
1 = cooperate) as the dependent variable. For the joint outcome, we used a multinomial mixed 
model analysis with mutual defection as the reference. This results in binary estimations of the 
likelihood of achieving mutual cooperation (CC) over mutual defection (DD) and the likelihood 
of reaching one-sided cooperation (CD/DC) over mutual defection (DD). To account for the dif-
ferences between dyads and interdependence within dyads, Dyad and Dyad * Player were added 
as random intercept effects. As predictor variables, we added face condition (0 = face-blocked, 
1 = face-to-face) as a within-dyad factor and feedback type condition (0 = no, 1 = correct, 2 = ran-
dom) as a between-dyad factor. On a trial-by-trial basis, we coded the feedback that participants 
received in the previous trial (previous feedback, 0 = defect, 1 = cooperate). Participants did not 
directly hear whether the partner defected or cooperated but were informed about the amount 
of points each player received, from which they could deduce the decision the partner had made 
(e.g., when player 1 heard “player 1 received 4 points and player 2 received 1 point”, s/he knew that 
the partner [player 2] cooperated). Keep in mind that in  the random feedback condition par-
ticipants sometimes received correct feedback and sometimes incorrect feedback. Both players 
received either correct or incorrect feedback on the same trials. Given that players knew what 
they chose themselves, the incorrect feedback had to be tailored to their choice, only changing the 
feedback about the other player’s decision. In the correct feedback condition, both players always 
heard the same audio clips.

In an exploratory analysis, we investigated the relation between cooperative behavior, 
face-to-face contact and personality traits. In addition, we appended an analysis investigating 
whether people were able to predict each other’s decisions based on nonverbal cues, an ability that 
has been reported previously (Lewkowicz, Quesque, Coello, & Delevoye-Turrell, 2015; Sparks, 
Burleigh, & Barclay, 2016; Verplaetse, Vanneste, & Braeckman, 2007). A more detailed descrip-
tion and the results of these analyses can be found in Appendix B1 and B2. Given the number of 
analyses we ran, increasing the chance of Type I errors, we decided to lower the significance level 
to α = 0.005 for the exploratory analysis section. For the confirmatory analyses, the significance 
level was α = 0.05.

Results
The mean cooperation rates and joint outcomes per condition are presented in Table 2 and 3, 
respectively. First, our hypothesis that participants would cooperate more in the face-to-face com-
pared to face-blocked condition was confirmed, B = .17, SE = .05, CI (.06, .27), OR = 1.19, p = .002. 
This effect also translated into more successful cooperation considering the joint outcome with 
people successfully cooperating more (compared to mutually defected) in the face-to-face con-



The interplay between face-to-face contact and feedback on cooperation during real-life interactions 43

3

dition compared to the face-blocked condition, B = .32, SE = .10, CI (.12, .51), OR = 1.38, p = .001. 
Participants also chose one-sided cooperation over mutual defection more in  the face-to-face 
compared to face-blocked condition, B = .19, SE = .08, CI (.03, .35), OR = 1.21, p = .018. In Appendix 
B3 we describe additional effects regarding the order of the sessions.
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Figure 2. Predicted mean cooperation rate in  the face-blocked and face-to-face condition moderated by what 
people heard what their partner chose in the previous trial. Error bars represent 95%-confidence intervals. (*** 
p < 0.001).

Regarding our second hypothesis, we observed a significant effect of feedback type, F(2, 
10226) = 8.08, p < 0.001: participants were more willing to cooperate in  the correct compared 
to the unreliable feedback condition, B = 2.88, SE = 0.72, CI (1.47, 4.29), OR = 17.81, p < .001, and 
the no feedback condition, B = 1.64, SE = 0.72, CI (0.23, 3.04), OR = 5.16, p = .023. The difference 
between no and unreliable feedback was not significant (p = .075). Focusing on the dyads that did 
receive feedback about their partner’s previous decisions, we investigated whether the feedback 
they received during the previous trial impacted on participant’s cooperative behavior during the 
subsequent trial. As participants did not know whether the feedback they received was correct or 
not, we only investigated the effect of what they actually heard, independent of whether this was 
correct or not1. The results reveal that participants indeed relied on what they learned from the 
explicit feedback when deciding on their next choice, with a greater willingness to cooperate after 
hearing their partner cooperated versus defected in the previous trial, B = 1.53, SE = .07, CI (1.40, 
1.67), OR = 4.62, p < .001.

1 �  There was a significant interaction between feedback type and previous feedback (p < .001) driven by extreme 
cooperation rate values, i.e., by  a  ceiling effect. After excluding extreme participants with a  cooperation rate 
higher than .95, the interaction became non-significant suggesting that the willingness to cooperate based 
on  what they heard did not differ between the correct and random feedback condition; p = .120 (number of 
excluded trials: 6463–4638 = 1825)
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With respect to our third hypothesis that people would rely more on nonverbal communi-
cation during their decision to cooperate when no explicit information was available (i.e. in the no 
feedback condition), the interaction between feedback type and face condition, F(2, 10223) = 3.16, 
p = .043, was not meaningful as it was entirely driven by dyads with extreme cooperation rates. 
After excluding the highest cooperation rates (mean cooperation rate of 0.99 or higher), the 
effect was rendered insignificant, indicating that the interaction was driven by a ceiling effect, 
F(2, 7441) = 1.36, p = .256. With respect to the content of the feedback participants received in the 
previous trial, we observed an interaction effect with face condition, F(1, 6459) = 14.0, p < .001 
(see Figure 2), with significantly more choices to cooperate in the face-to-face compared to face-
blocked condition when participants heard that their partner defected in  the previous round, 
B = .43, SE = .10, CI (.22, .63), OR = 1.54, p < .001. However, there was no such difference when par-
ticipants heard that their partner cooperated during the previous trial (p = .527). Disentangling the 
interaction from another perspective, although participants’ willingness to cooperate decreased 
after hearing that their partner defected in the previous round, this decrease was less pronounced 
when players saw each other compared to when they did not, as was evident by a smaller beta 
estimate in the face-to-face condition, B = 1.17, SE = .10, CI (0.98, 1.36), OR = 3.22, p < .001, com-
pared to the face-blocked condition, B = 1.61, SE = .10, CI (1.41, 1.81), OR = 5.00, p < .001.

Next, we investigated whether the benefits of explicit feedback on partners’ willingness to 
cooperate also translated into greater cooperative success. This was indeed the case, with more 
mutual cooperation, B = 1.80, SE = .13, CI (1.54, 2.06), OR = 6.05, p < .001, and more one-sided 
cooperation, B = 0.82, SE = 0.11, CI (0.61, 2.03), OR = 2.27, p < .001, compared to mutual defection 
when participants heard their partner cooperated rather than defected in the previous trial. This 
effect was independent of the face condition the dyads were in (p = .052).
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Table 2
Overview of the means and their standard errors of the cooperation rates for the (a) main effects of Face 
and Feedback condition and (b) their interaction effect

a)
Main effect Condition Mean (SD)

Face condition
face-to-face .64 (.03) ***

face-blocked .62 (.03) ***

Feedback condition

no .60 (.04) *

correct .79 (.03) ***

random .48 (.02)

Note. * p < .05; ** p < .005, p < .001, one-sided one-sample t-tests (m = 0.5, level of chance).

b)
Face condition

face-to-face face-blocked

Feedback condition
no .60 (.06) .61 (.06)
correct .80 (.04) *** .78 (.05) ***
random .51 (.03) .46 (.03)

Note. * p < .05; ** p < .005, p < .001, one-sided one-sample t-tests (m = 0.5, level of chance).

Table 3
Proportions (mean & standard errors) of the joint outcomes (CC, DD, CD/DC) per condition

 Joint outcome

Feedback condition Face condition CC DD CD/DC

no 
face-to-face .35 (.009) .17 (.005) .48 (.007)
face-blocked .37 (.009) .19 (.006) .44 (.007)

correct face-to-face .72 (.009) .13 (.005) .16 (.005)
face-blocked .69 (.009) .16 (.006) .15 (.004)

random face-to-face .25 (.004) .28 (.004) .48 (.003)
face-blocked .19 (.003) .30 (.003) .51 (.002)

Note. The standard errors of the means are calculated per dyad per face condition.
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Discussion
In the current study, we investigated the joint effects of face-to-face contact and knowledge about 
partners’ previous behavior on  the willingness to cooperate and on  cooperative success. Our 
key results are threefold and show that first, face-to-face contact stimulates people’s willingness 
to cooperate, even when their partner defected earlier. This positive effect also translates into 
more successful cooperation (cooperative decisions in  both players). Second, participants are 
most cooperative when receiving reliable feedback about their partner’s behavior compared to 
unreliable or no feedback, reciprocating their partner’s past behavior when that information is 
available. Third, the benefit of face-to-face contact operates independently of whether people 
have knowledge about their partner’s previous behavior or not. In other words, the positive effects 
of face-to-face contact and knowledge about a partner’s previous behavior on cooperation are 
additive rather than interdependent. These results, along with other findings, will be discussed 
in detail in the sections below.

The first key result, that face-to-face contact promotes cooperative behavior and translates 
into successful joint cooperation, replicates previous studies that have shown the beneficial effects 
in different contexts (Balliet, 2010; Bohnet & Frey, 1999; Frohlich & Oppenheimer, 1998; Jahng 
et al., 2017; Sally, 1995). One study conducted by Jahng et al. (2017) used a similar set-up as the 
current study where dyads played multiple rounds of the iterative Prisoner’s Dilemma game while 
looking at each other or not. In line with our findings, their study showed that cooperation was 
more successful when participants looked at each other compared to when a visual barrier was 
placed between them. In their study, participants always received feedback about each other’s 
decisions. Interestingly, in the reliable feedback condition of our study, mutual cooperation rates 
were much higher in both the face-to-face and face-blocked condition (72% and 69%, respectively) 
compared to their study (around 35% and 20%, respectively). This difference might be attributed 
to the differences in the sample population: participants in Jahng et al.’s study (2017) were male, 
Korean students from the local university, whereas we tested both male and female, mostly Dutch 
psychology students. Although males and people from collectivistic cultures have been shown to 
be more cooperative than females and people from individualistic cultures (Balliet, Li, Macfarlan, 
& Van Vugt, 2011; Parks & Vu, 1994), including participants with a broader range of backgrounds 
might have led participants to be less cooperative in the sample from Jahng et al. (2017) com-
pared to the psychology students of our study (Frank, Gilovich, & Regan, 1993a). Specifically, 
individuals from a beta-science background (included in Jahng and colleagues’ study [2017] , but 
not in our study) might be more sensitive to the mathematical advantage of choosing to defect 
(players will always receive higher rewards when defecting independent of what their partner 
chooses). The implications of this could be important in  different settings, but future studies 
are needed to directly compare different groups of people and to make valid statements about 
the effects of sample populations on the cooperative behavior in dynamic social interactions. In 
sum, the current study replicates previous studies supporting the beneficial effect of face-to-face 
contact and nonverbal communication in particular on cooperation in dyadic interactions. Our 
study extends previous works in various ways, which will be discussed in the next section.
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Besides manipulating the access to nonverbal information, we also varied the degree of 
feedback participants received about their partner’s behavior, providing reliable, unreliable, or no 
feedback after each decision. In line with previous studies (which did not manipulate face con-
tact), our second key finding shows that cooperation is higher when receiving reliable compared 
to unreliable or no feedback (Jorgenson & Papciak, 1981; Monterosso et al., 2002; Pillutla & Chen, 
1999). In real-life situations, we often have information about the past behavior of our interaction 
partners from previous experiences or through gossip with a third person. Based on this informa-
tion we can predict our partner’s future behavior and promote cooperation by encouraging others 
to reciprocate one’s own prosocial behavior. Feedback provides a way to control and verify these 
predictions, infer a  partner’s strategies directly and unambiguously and eases the adjustment 
of own behaviors accordingly (Jorgenson & Papciak, 1981). One strategy that is often adopted 
in  social dilemma games such as the Prisoner’s Dilemma game is that people reciprocate the 
decisions the partner has made, a finding that is also supported in the current study: people were 
more willing to cooperate when their partner cooperated, but also tended to reciprocate a self-
ish decision (Axelrod & Hamilton, 1981; Fehr & Fischbacher, 2004; Rilling et al., 2008). Given 
that mutual defection is less favorable than mutual cooperation (in the current study receiving 
2 versus 3 points, respectively), the latter becomes more beneficial, resulting in more coopera-
tion. On the other hand, when feedback is not provided, people cannot be “caught” violating the 
social norm of reciprocating cooperation and consequently decreasing the incentive to make 
prosocial decisions (Biel & Thøgersen, 2007; Fehr & Fischbacher, 2004). In a similar vein, when 
feedback is provided that is sometimes correct and sometimes incorrect (as in  the unreliable 
feedback condition in our study), participants appear overall more selfish, evoking more mutual 
defection following the reciprocity strategy. This is indeed what we observe: cooperation drops 
substantially in  the unreliable feedback condition and participants reciprocate their partner’s 
decisions independent of whether the feedback is correct or not. Hence, receiving feedback does 
not stimulate cooperation per se, but rather provokes reciprocity promoting cooperation only 
if the prosocial effort is returned.

Apart from the independent effects of face-to-face contact and knowledge about the 
partner on tendencies to cooperate and on cooperative success, we were particularly interested 
in their putative combined effect. Both sources of information can be used to predict the partner’s 
next decision, which reduces the risk of being exploited when cooperating. Consequently, one of 
our predictions was that if only one of these sources is available, people would rely more on infor-
mation from that source. Specifically, we hypothesized that we would find a greater benefit of 
face-to-face contact on cooperative behavior when no explicit information was provided com-
pared to when such explicit information was available. In contrast to our hypothesis, the results 
showed that the “boost” in cooperation when facing each other was independent of whether and 
what type of explicit feedback participants received (correct or unreliable feedback). In other 
words, the beneficial effects of implicit and explicit information on cooperative decision-making 
were additive. On the other hand, the effect of the content of the feedback on cooperation was 
moderated by whether people could face each other or not. Interestingly, specifically when face-
to-face contact was allowed, people cooperated more often despite a selfish partner. Cooperation 
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is often seen as the social norm in social dilemma games and it has been suggested that the more 
intimate the interaction, the stronger social norms are activated (Bohnet & Frey, 1999). Hence, 
people might be more “forgiving” when facing their partner when he/she defects and therefore 
encourage the defecting partner to return to cooperation by opting for a cooperative decision 
themselves. Our study, however, does not allow for strong conclusions about the motivation to 
cooperate in response to a partner’s defection, which is something future studies might want to 
look into specifically.

To our knowledge, only one other study has investigated the effects of communication and 
feedback before. In contrast to our findings, Jorgenson and Papciak (1981) observed that whether 
people were allowed to communicate or not, altered the effect of feedback on cooperation. Spe-
cifically, receiving feedback fostered cooperation but only if people could discuss their strategies 
and outcomes with each other. However, there were three essential methodological differences 
compared to our study that might explain the discrepancy in findings: First, the authors investi-
gated the effect of verbal rather than nonverbal communication, either allowing participants to 
discuss their strategies for the game or not. Although face-to-face contact was not prohibited, the 
seating arrangements kept nonverbal communication to a minimum in both conditions (Jorgen-
son & Papciak, 1981). Hence, the type of communication was qualitatively different as nonverbal 
communication does not allow individuals to discuss strategies and comes with more uncertainty 
about the prediction of other’s intentions. Research has shown that people are rather good at 
detecting emotions from nonverbal sources (Ekman & Friesen, 1971; Elfenbein & Ambady, 2002), 
but reading another person’s intentions is more complex and difficult (Bonnefon, Hopfensitz, & 
De Neys, 2017). For that reason, people might be less likely to form and rely on predictions about 
the future decisions of a partner. On the other hand, verbal promises are less open to interpre-
tation making predictions easier. The cost of this ease is that promises can easily be broken (i.e., 
lying), which is why feedback is especially important in these situations. As a consequence, the 
difference between receiving feedback or not might be more pronounced when communicating 
verbally compared to nonverbally.

Another important difference is that in Jorgenson and Papciak’s study (1981) participants 
played in groups of four players, while our interactions consisted of only two players. Research has 
shown that trust, a premise of cooperative behavior, is enhanced among dyadic interactions com-
pared to larger groups (Lev-on, Chavez, & Bicchieri, 2010). On the other hand, in a meta-analysis, 
Balliet (2010) reported a positive effect of group size on the relation between verbal communi-
cation and cooperation suggesting that the effect of communication becomes stronger in larger 
groups. These studies suggest that people might generally be more willing to cooperate in dyadic 
interactions, but that face-to-face interaction has a larger beneficial effect on cooperation when 
playing in larger groups. It might be that verbal communication is more important to coordinate 
the behavior and discuss strategies among members of a  larger group (Jorgenson & Papciak, 
1981), whereas nonverbal communication becomes more important in smaller groups because 
the transmission of nonverbal signals is a back-and-forth interplay between two people (Kret, 
2015; Prochazkova & Kret, 2017). The exact consequences of group size on cooperative behavior 
are hence unclear and future studies would need to investigate the relation between group size, 
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(nonverbal and verbal) communication and cooperation. In sum, the fact that Jorgenson and 
Papciak (1981) observed an interplay between communication and feedback, while we did not, 
might be explained by methodological differences, in particular, the type of communication and 
the group size. Future studies are needed to address these differences and scrutinize their impact 
on the relation between communication, feedback, and cooperation.

There are a few limitations in this study that should be considered. First, due to very high 
cooperation rates in the reliable feedback condition, we found a ceiling effect for the interaction 
effect between the feedback and face conditions. Future studies using a different payoff structure 
might want to investigate whether an interaction effect can be detected without such a ceiling 
effect and therefore show that the two sources of information might influence each other. Second, 
our results revealed that the order of the face condition influenced the effect of face-to-face con-
tact on cooperative behavior (see Appendix B3). Future studies should investigate whether this is 
a true finding and if so, what can explain such an effect. It might be that the “social connection” 
between the two participants can only be established when the initial contact is face-to-face and 
that cooperation declines as face-to-face contact is not possible anymore. However, this order 
effect is confounded by a general “time” effect. Research has shown that cooperation declines with 
an increasing number of trials (Bó, 2005) and therefore the decrease in cooperation might have 
occurred with or without face-to-face contact. Future studies should include conditions where 
dyads cooperate only in the face-to-face or in the face-blocked condition over the two sessions to 
disentangle the order effect of the manipulation and a general time effect.

The current study has been the first to investigate the interplay between nonverbal and 
explicit information, raising many open questions for future studies to investigate. First, although 
various studies have provided evidence for the beneficial effect of face-to-face contact on pro-
social behavior, the motivation and underlying mechanisms are less known. What exactly is it 
that we rely on when making our decisions and what is it about the face that makes us behave 
more socially? Which nonverbal signals do we pick up and take into account when making our 
social decisions? Although more and more studies address these questions, it is still an under-
studied topic and future studies using eye-tracking and physiological measures are highly needed 
to address these questions. Second, in an exploratory analysis (see Appendix B1 for details) we 
observed that the way face-to-face contact affects a person’s cooperative behavior depends on that 
person’s level of empathy, prosociality, social anxiety and emotion recognition skills. Future stud-
ies are needed to verify these findings and draw stronger conclusions about such effects. Related 
to this, we observed different levels of cooperation rates compared to another study with a similar 
set-up. One explanation might be that differences in the sample population might have caused 
such deviations. Future studies are needed to investigate whether the strength of the effect of face-
to-face contact might differ between cultures, work disciplines, and other contexts. This might be 
particularly interesting in light of globalization as people are more and more often asked to work 
with people from different backgrounds who might benefit from different environments.

In conclusion, the findings of the current study emphasize the need to study social phe-
nomena during real-life interactions and investigate the interaction and complexity of infor-
mation derived from different sources. Fortunately, real-life interaction studies using realistic, 
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ecologically valid contexts are on the rise and scientists increasingly realize that knowledge about 
social cognition cannot be merely based on studies lacking in actual social interactions. In the 
current study, we highlight the power face-to-face contact has on social decision-making and the 
remarkable willingness of people to cooperate with strangers even though they have no previous 
experiences or knowledge of that person.



Chapter 4

Physiological synchrony is associated 
with cooperative success in real‑life interactions

Abstract
Cooperation is pivotal for society to flourish. To foster cooperation, humans express and read inten-
tions via explicit signals and subtle reflections of arousal visible in the face. Evidence is accumulating 
that humans synchronize these nonverbal expressions and the physiological mechanisms underlying 
them, potentially influencing cooperation. The current study is designed to verify this putative linkage 
between synchrony and cooperation. To that end, 152 participants played the Prisoner’s Dilemma 
game in a dyadic interaction setting, sometimes facing each other and sometimes not. Results showed 
that synchrony in both heart rate and skin conductance level emerged during face-to-face contact. 
However, only synchrony in skin conductance levels predicted cooperative success of dyads. Crucially, 
this positive linkage was strengthened when participants could see each other. These findings show 
the strong relationship between our bodily responses and social behavior, and emphasize the impor-
tance of studying social processes between rather than within individuals in real-life interactions.

Based on: Behrens, F., Snijdewint, J. A., Moulder, R. G., Prochazkova, E., 
Sjak‑Shie, E. E., Boker, S. M., & Kret, M. E. (in press). Physiological synchrony 

is associated with cooperative success in real-life interactions. Scientific Reports.
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Introduction
Cooperation is one of human society’s core pillars, distinguishing us from other species in its scale 
and complexity (Bowles & Gintis, 2013). Despite countless examples of tremendous successes of 
people working together towards a common goal, there are as many examples where cooperation 
fails. An important question therefore is: How can cooperation be achieved? In order to be able 
to foster cooperation, we must first understand the mechanisms. The current study takes a step 
in that direction.

When making decisions, such as whether to cooperate or not, people rely on a variety of 
nonverbal expressions to communicate their own and predict others’ intentions (Damasio et 
al., 1996; R. H. Frank, 1988). Cooperation is risky as individuals can take advantage of those 
investing time and resources, and nonverbal expressions reflecting a person’s benign intents can 
help ensure cooperative success. Intriguingly, research has shown that emotional states tend to 
synchronize between interaction partners on several levels including the behavioral (Chartrand 
& Bargh, 1999), neural (Hasson et al., 2004), and physiological level (Fawcett, Wesevich, & Gre-
debäck, 2016; Levenson & Gottman, 1983). This is in line with the idea that emotional states are 
multidimensional constructs and that activation of one of these levels simultaneously activates 
the other levels (Wood et al., 2016). Although some of these emotion-induced changes cannot be 
observed by the naked eye directly, people perceive them indirectly through visual cues such as 
pupil size or a blush on the cheeks, and align their bodily responses accordingly (Prochazkova & 
Kret, 2017). Whether or not physiological synchrony is associated with cooperative decisions is 
a key question that has thus far remained unanswered.

Raising awareness of synchronized emotion states has had a vast impact on different dis-
ciplines with researchers investigating its clinical (Galazka et al., 2019), developmental (Fawcett, 
Arslan, Falck-Ytter, Roeyers, & Gredebäck, 2017), social (Tarr, Launay, & Dunbar, 2016a), evolu-
tionary (Mancini, Ferrari, & Palagi, 2013), neural (Prochazkova et al., 2018), and cognitive (Kret et 
al., 2015) implications. It has been proposed that the function of this alignment is to infer the other 
person’s emotions, to empathize, and to provide subsequent consolation, help, or other prosocial 
behavior (De Waal & Preston, 2017). Despite the clear predictions regarding the function of syn-
chrony, studies have thus far only investigated the benefits of synchrony in artificial settings with 
either participants interacting with virtual characters on a computer screen (Kret & De Dreu, 
2017), or two people interacting in cooperative compared to competitive contexts (Chanel et al., 
2012). Thus far, no research has investigated the direct link between synchrony and subsequent 
cooperative decisions.

To what extent are synchrony and cooperative success linked? This pivotal question has 
never been directly addressed before. We aim to close this knowledge gap, focusing on physio-
logical synchrony because it is implicit, hard to control or regulate, and is a crucial component of 
emotion processing (Critchley & Harrison, 2013; Kret, 2015). In psychology, the most commonly 
studied physiological responses are skin conductance level, a purely sympathetic nervous system 
response, and heart rate, which reflects both sympathetic and parasympathetic nervous system 
activity (Critchley & Harrison, 2013; Dawson et al., 2000). Previous research has shown that 
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before people make a decision by, for instance, pressing a button in an experiment, that decision 
is already reflected in their physiology (Crone et al., 2004; Quesque, Behrens, & Kret, 2019). We 
here focus on these two measures, investigating whether they synchronize between interaction 
partners and if so, whether that relates to the cooperative success of a dyad.

To that end, participants played a modified iterated Prisoner’s Dilemma game in dyads, 
sometimes facing each other (allowing for nonverbal communication), and sometimes with 
a visual cover between them (constraining nonverbal communication). Throughout the experi-
ment, participants’ heart rate and skin conductance levels were measured. The aim of the study 
was twofold: First, we aimed to confirm that physiological synchrony emerges during dyadic 
interactions. Second, we aimed to investigate whether synchrony is related to cooperative success 
and whether such a relationship was bound to interactions where partners could see each other.

Methods

Participants
In total, 152 individuals participated in the study (7 1% females, Mage = 23, SDage = 4.3), who were 
recruited via the University online recruitment system (SONA) and by  approaching people 
on University ground. By the time of data collection, we were not aware of methods to calculate 
a prior power analyses for hierarchical data structures. Instead, we based the sample size on our 
previous studies, where we used a very similar set-up (Behrens & Kret, 2019). Although recent 
advances would make it possible to conduct a post-hoc power analysis, we refrain from this as 
it has been suggested to greatly depend on  the p-value of the observed effects [for a  detailed 
explanation, see e.g., (Lenth, 2007; Plate, Borggreve, van Hillegersberg, & Peelen, 2019)]. Instead, 
we conducted a sensitivity analysis which has been recommended as a valid post-hoc method 
(Green & Macleod, 2016). In contrast to an a priori power analysis where the necessary sample 
size is calculated for a  given power and effect size, the sensitivity analysis consists of simula-
tion-based power analyses for different effect sizes with the fixed sample size of the study assum-
ing that the effect sizes are the true population parameters. The results show that the minimum 
true effect that we can detect with a power of 80% and the sample size of our study (N = 50) is 
.70. The observed effect size of .86 is associated with a power of 8 9% , again assuming that the 
observed effect size reflects the true population effect size. Details on the sensitivity analysis and 
the associated power curve are described in Appendix C1.

A dyad consisted of two same-sex individuals who did not know each other (Ndyads = 76). 
The reason for using only same-sex dyads were that (i) factors such as sexual attraction could 
have influenced the level of synchrony in mixed-sex dyads (Prochazkova et al., 2019) and (ii) 
people have been shown to behave differently in social dilemma games when playing with their 
own compared to the other gender (Balliet et al., 2011). All participants had normal or correct-
ed-to-normal vision wearing contact lenses (glasses were not compatible with the eye-tracking 
glasses, see below). They received either course credits or a monetary reward (8€) for participa-
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tion and could earn an additional maximum of 2€ depending on their performance during the 
experiment (no deception). Informed consent was obtained from all participants (all participants 
were 18 years old or older). The study was approved by the Psychology Research Ethics Commit-
tee of Leiden University (CEP17–0113/18) and follows the relevant guidelines and regulations to 
conduct a study with human participants.

Missing data. For the behavioral data, three of the 152 participants (= 76 dyads) were 
excluded because they had missing data for 30 or more out of 60 trials. For the physiological 
data, the decision to exclude data was based on the manual preprocessing of the data. Either the 
measurement of the physiological responses was erroneous in at least one of the two participants 
during the whole session or more than 70% of the responses were missing due to local measure-
ment errors in the data. Based on these criteria, 14 dyads had to be excluded. The reason for such 
high rates of measurement errors is that we measured multiple physiological responses wirelessly 
and the recording devices would sometimes lose the signal during the experiment. In addition, 
the synchrony level was computed on  the dyadic level, therefore we needed to exclude both 
participants if one of them had inaccurate measurements. Two additional dyads were excluded 
because they did not make any eye-contact during the face-to-face condition trials which was 
verified by means of eye-tracking glasses worn during the experiment. Ten additional dyads were 
excluded from only the skin conductance level analysis due to measurement errors. Thus, the 
heart rate analysis included 60 dyads and the skin conductance level analysis 50 dyads which lies 
in the upper range of sample sizes across studies investigating physiological synchrony (Palumbo 
et al., 2017). In addition, 29 single trials for the heart rate data and three single trials for the skin 
conductance level data were excluded.

Design
The objective of the study was to investigate whether cooperative success could be predicted 
based on the physiological synchrony between two individuals in a real-life interaction setting. 
To this end, two participants played a modified iterated Prisoner’s Dilemma game while their 
heart rate and skin conductance responses were measured. A mixed-design study was conducted 
with one within-dyad (Face manipulation) and one between-dyad (Feedback manipulation) 
variable. In the latter manipulation, people received auditory feedback about their decision or 
not. However, this manipulation did not influence cooperation (χ²(1) = 1.29, p = .256), and was not 
the focus of this article. As such, the Feedback manipulation is not discussed and only included 
as a control variable in the analyses. Regarding the Face manipulation, participants could either 
see each other’s faces (face-to-face condition) or they could not see each other (face-blocked 
condition). All dyads played a block of 30 rounds of the game in each condition with the order 
counterbalanced. The dependent variable was cooperative success which was measured by means 
of a modified version of the Prisoner’s Dilemma game (see below). All dyads played 30 rounds 
of the game in both conditions with the order counterbalanced. During the whole experiment, 
participants’ heart rate, skin conductance level and eye movements were measured.
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Materials
Cooperation game. To measure cooperation, a modified version of the Prisoner’s Dilemma game 
was used. The general idea of the game is that people can choose between two options (cooperate 
versus defect) that affect both a person’s own and the partner’s outcome. In particular, if both 
players cooperate (CC), each player receives more points compared to if both players defect (DD). 
If one player cooperates and the other defects, the latter receives the highest points possible, while 
the former receives the lowest points. Hence, the dilemma is to choose between maximizing 
the own outcome by defecting (which is more advantageous independent of the other player’s 
choice) or maximizing the joint outcome by cooperating (the highest joint outcome is achieved 
when both players cooperate). In the current study, the idea of the game stayed the same, but 
people could choose between six instead of two options (option A-F) creating a  cooperation 
scale (Table 1). For this purpose, we built two boards where participants could put a pawn on the 
response matrix to indicate their response. That response incorporated two choices: (1) the level 
of willingness to cooperate; moving from the left (option A) to the right (option F) on the x-axis, 
the willingness to cooperate increased with option A reflecting complete defection and option F 
reflecting complete cooperation; (2) what the participant thought the other person would choose 
on that trial; moving from the bottom (option A) to the top (option F) on the y-axis indicates that 
the participant expected the partner to cooperate more. Hence, the highlighted options in the 
four corners in Table 1 reflect the payoff structure of a traditional Prisoner’s Dilemma game, but 
the extended matrix shows the innovative structure designed for the current experiment. We 
recently observed that behavior displayed in  this extended version of the Prisoner’s Dilemma 
game positively correlated with the behavior shown in  the classical Prisoner’s Dilemma game 
suggesting that they measure similar behavioral tendencies (Behrens & Kret, 2020).

Table 1
Payoff structure of the current study (bold numbers were not highlighted during the experiment)

Other

F 4.0–1.0 3.8–1.4 3.6–1.8 3.4–2.2 3.2–2.6 3.0–3.0

E 3.6–1.2 3.4–1.6 3.2–2.0 3.0–2.4 2.8 -2.8 2.6–3.2

D 3.2–1.4 3.0–1.8 2.8–2.2 2.6–2.6 2.4–3.0 2.2–3.4

C 2.8–1.6 2.6–2.0 2.4–2.4 2.2–2.8 2.0–3.2 1.8–3.6

B 2.4–1.8 2.2 -2.2 2.0–2.6 1.8–3.0 1.6–3.4 1.4–3.8

A 2.0–2.0 1.8–2.4 1.6–2.8 1.4–3.2 1.2–3.6 1.0–4.0

A B C D E F

You

Note. The first number refers to the points earned by “You”.
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Physiological data acquisition and preparation. Throughout the experiment, four phys-
iological responses were measured on both participants: heart rate (HR), skin conductance level 
(SCL), zygomaticus major (smiling muscle) and eye movements by means of electrocardiogra-
phy (ECG), electrodermal activity (EDA), electromyography (EMG), and eye tracking glasses, 
respectively. The former three were recorded wirelessly with the MP150 BIOPAC data acquisition 
system and sampled at 2000 Hz. The EMG data contained many artifacts where the source could 
not be identified and the shape of the artifacts did not allow for clear distinction between artifacts 
and responses. Therefore, the facial expression data were not included in this paper.

For the analyses, the preprocessed heart rate and skin conductance level measures were 
down-sampled to 20 Hz. The software AcqKnowledge (AcqKnowledge v. 4.4; BIOPAC Systems 
Inc.) was used to record and sync the signals from the physiological signals, the event markers 
from E-Prime which was used to present the instructions and lock the behavioral responses, and 
markers sent by the eye tracking glasses.

Heart rate. To measure participants’ heart rate, electrodes were attached on the left and 
right side of the abdomen and on  thorax below the right collar bone. To process the data, an 
in-house developed software, PhysioData Toolbox (Sjak-Shie, 2017), was used offline. The signals 
were band-filtered with a cut-off of 1 Hz and 50 Hz. The R-peaks that were automatically detected 
by the software were afterwards visually inspected and manually corrected in case of missed or 
incorrect R-peaks. To still generate a smooth and continuous heart rate signal, inter-beat intervals 
(IBI) were linearly interpolated in these locations. Participants with less than 30% coverage of the 
sum of the IBIs relative to the duration of the time signal were excluded. The signal used for the 
analyses was heart rate which was measured in beats-per-minutes.

Skin conductance level. Two electrodes were attached on the intermediate phalanges of 
the index and ring finger of the non-dominant hand. To improve the quality of the signal, there 
was a  time interval of around 15 minutes between the attachment of the electrodes and the 
beginning of the data collection. The skin conductance level measures were low-pass filtered with 
a cut-off of 5 Hz and subsequently visually inspected for artifacts using the PhysioData Toolbox 
(Sjak-Shie, 2017).

Eye movements. Participants were wearing Tobii Pro Glasses 2 to track their eye movement 
and to verify whether they were looking at each other during the face-to-face condition trials. 
Fixation points were manually coded in Tobii Lab Pro (version 1.64, 2017). Trials in which partic-
ipants were not at least once looking at the face of the other person were excluded.

Procedure
Before participants came to the lab, they received information about the study and filled out three 
questionnaire about empathy (Interpersonal Relation Index; IRI; Davis, 1980), social anxiety 
(Liebowitz Social Anxiety Scale; LSAS; Beard et al., 2011), and social value orientation (SVO; Van 
Lange et al., 1997). Upon arrival at the lab, participants signed an informed consent in separate 
rooms and a female researcher attached the electrodes for measuring heart rate, skin conductance 
level, and facial expressions. Next, participants filled out the Positive And Negative Affect Scale 
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(PANAS; Watson et al., 1988) and read the instructions for the social dilemma game. Their under-
standing of the game was checked with multiple choice questions which were discussed in more 
detailed when answered incorrectly. Afterwards, both participants sat on a table in front of each 
other with a wooden board between them such that they could only see each other’s faces. Finally, 
the eye tracking glasses were calibrated, the researcher left the room and started the experiment.

After three practice trials (face-to-face condition), participants played the game two times, 
30 rounds in  the face-to-face and face-blocked condition. The order of starting in  one or the 
other condition was counterbalanced. To block nonverbal communication in  the latter condi-
tion, a visual cover was placed on  top of the wooden board. The sequence of the trial was as 
follows with auditory instructions given via speakers: First, participants were instructed to look 
at each other (look at the cross in front of them [drawn on the visual cover] in the face-blocked 
condition). After four seconds, they were asked to look down and make a decision. When both 
individuals made their decision, they either heard that they have both made a decision (no feed-
back condition) or heard how many points each player received based on their choices (feedback 
condition). As mentioned above, the role of feedback is not discussed here and only added as 
a control variable in the analyses.

After each session, participants filled out a visual analogue scale (VAS) about their current 
feelings and experiences. After the second session, participants were separated again in different 
rooms where they filled out the Desire for Future Interaction scale (DFI; Coyne, 1976) and read 
the debriefing form. Finally, they were paid and thanked for participation.

Statistical Analysis
During the study, different questionnaires about the participants’ characteristics and current 
mood and experiences were measured as mentioned in  the Procedure. These data were not 
the focus of the current article and are not discussed any further. In Appendix C2, we provide 
descriptive statistics of these questionnaires (see Table C.S1).

Behavioral data. We hypothesized that face contact would increase the joint outcome, i.e. 
cooperative success. Specifically, cooperative success was measured as the points both players 
earned together which ranged from 4.0 to 6.0 points. The Face condition variable was coded 
0 = face-blocked condition and 1 = face-to-face condition. We conducted a  multilevel linear 
regression analysis with dyads added as a random intercept effect. The inclusion of the random 
effect was verified by running an empty model consisting of the random effect only and calculat-
ing the intra-class correlation which quantifies how much dependency there is in the data. The 
significance level of .05 was applied. We report the f2 as a measure of effect size which is classified 
as small at a value of 0.02, medium at a value of 0.15, and large at a value of 0.35 (Cohen, 1992; 
Lorah, 2018). Dyads with more than 50% missing data (more than 30 trials) were excluded.

Physiological data. We conducted a lagged windowed cross correlation analysis to quantify 
physiological synchrony for the heart rate and skin conductance level measures separately (Boker 
et al., 2002). The objective of this analysis is to calculate the strength of association between two 
time series while taking into account the non-stationarity of the signals and the lag between 
responses, that is, to consider the dynamics of a dyadic interaction. Non-stationarity is accounted 
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for by  breaking down the time series into smaller windows (in the current study, the size of 
the windows is 8 seconds) and calculating the cross-correlation of each segment, allowing the 
correlation to change throughout the time series. These overlapping window segments are moved 
along the time series in steps of two seconds starting from the beginning to the end of each Face 
condition (i.e., moving along the 30 trials per condition). In addition, for each window segment, 
the signals of the two participants are lagged in relation to one another (in the current study, 
up to a maximum of four seconds in steps of 100ms) allowing for differences in how fast people 
react to events and to one another (Boker et al., 2002). For each window segment, the maxi-
mum cross-correlation (called “peak cross-correlation”) is detected across the different lags and 
subsequently, these maximum cross-correlations are averaged over all window segments within 
each Face condition. We therefore obtained a measure of the strength of synchrony for each Face 
condition per dyad. A more detailed description of the analysis can be found in Appendix C3.

Hypothesis testing. Based on  the synchrony measures we conducted two analyses to (i) 
investigate whether synchrony is influenced by  the face contact manipulations, and (ii) test 
whether the joint outcome can be predicted based on synchrony and on whether people could see 
each other or not. For both analyses, multilevel linear regression analyses were performed with 
the same procedure as for the behavioral data. Regarding the first part, Face condition was added 
as the predictor and the synchrony measure for heart rate and skin conductance level responses 
as the outcome variables. For the second part, we ran one model with cooperative success as the 
outcome variable and the main effects and two-way interaction effects of the synchrony measures 
and Face condition as the predictors. Additionally, we included Feedback (feedback = 1; no feed-
back = 0) as a control variable. To check that multicollinearity does not confound our results, we 
calculated the variance inflation factor (Sheather, 2009).

Results
Investigating the joint outcome, the results showed that the interaction effect between skin 
conductance level synchrony and Face condition significantly predicted cooperative success 
(t(2882.33) = 3.24, p = .001, f2 = .013). As depicted in  Panel B of Figure 1, the interaction shows 
a  positive slope in  the case of face-to-face interactions (beta coefficient = .86) and a  flat (very 
slightly negative) slope in the face-blocked condition (beta coefficient = -.01). Thus, in line with 
our expectation, there was a  positive relation between skin conductance level synchrony and 
cooperation when people could see each other, but not when they could not see each other. 
With regard to heart rate synchrony, results yielded no significant interaction effect with Face 
condition on  cooperative success (t(2861.92) = 0.86, p = .389, f2 < .001). The VIF values were all 
smaller than 1.75, which is lower than the cut-off value of 5, suggesting that multicollinearity did 
not influence our results (Sheather, 2009). The full model summary is shown in Table C.S2. In 
a post-hoc control analysis, we demonstrated that cooperative success could not be significantly 
explained by the two individuals’ independent arousal levels (ps > .10) suggesting that the effects 
of the current study cannot be explained by the mere arousal responses of the two individuals (see 
Appendix C5 for more details and Table C.S3 for the model summary). The VIF values were all 
smaller than 3.15 suggesting that multicollinearity did not influence our results (Sheather, 2009).
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Other findings underscored the importance of face contact. Regarding the behavioral 
responses, participants were more successful in cooperating when they faced each other as com-
pared to when they did not (Mface = 0.65; Mface-blocked = 0.59; t(3629.74) = 7.59, p < .001, f2 = .02; Figure 
C.S2) [for similar findings, see (Behrens & Kret, 2019; Kiesler et al., 1996)]. With respect to phys-
iological synchrony, as predicted, face-to-face contact amplified the level of synchrony in heart 
rate and skin conductance level (HR: t(59) = 3.76, p < .001, f2 = .24; SCL: t(49) = 2.40, p = .020, 
f2 = .12). See Panel C of Figure 1 for the corresponding plots. Finally, in a control analysis, we com-
pared the level of synchrony from the original dyads with newly generated, randomly matched 
dyads. Specifically, participants were paired with another partner than the one they had actually 
interacted with in the experiment. This analysis verified that the level of synchrony was due to the 
interaction rather than the experimental set-up of the study. For both heart rate and skin conduc-
tance level, the original dyads showed significantly higher Fisher-Z transformed correlations than 
the newly generated dyads (HR: t(3622.7) = 8.06, p < .001, d = .27; SCL: t(3015.5) = 4.38, p < .001, 
d = .15). In Appendix C6, we provide a more detailed description of the control analysis.
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Figure 1. Experimental set-up and results. (A) Dyadic interaction in the face-to-face (left) and face-blocked (right) 
conditions. Inclusion of the two images was approved for publication by both individuals seen in the pictures. (B) 
Predicted values of cooperative success based on the interaction effect between synchrony in skin conductance 
level and Face condition. (C) Mean differences between the face-to-face (blue) and face-blocked condition (red) 
for heart rate and skin conductance level synchrony. The shaded areas in  (B) and error bars in  (C) represent 
95%-confidence intervals. Physiological synchrony is measured by the mean windowed cross-correlation and is 
grand-mean centered for the analysis (see Methods for details). Cooperative success is measured by  the joint 
outcome of a dyad per trial in the economic game (range: 4–6 points). HR = Heart rate; SCL = Skin conductance 
level. * p < .05; ** p < .01; *** p < .001.
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Discussion
For thousands of generations, humans have cooperated with others on  unprecedented scales, 
which has been essential for their survival (Bowles & Gintis, 2013). However, as is clear when 
opening the newspaper, cooperation also often fails. The core question is: what is the mechanism 
underlying successful cooperation? The current study gives insight into this question by investi-
gating whether cooperative success is related to interaction partners detecting nonverbal signals 
reflective of physiological arousal, emotionally converging, and fostering mutual understanding 
and trust. Specifically, the aim of the current study was to investigate the linkage between physio-
logical synchrony and cooperation. For the first time in the literature, we demonstrate that phys-
iological synchrony is associated with cooperative success in real-life interactions. Importantly, 
this link is especially pronounced when people face each other, that is, when people are able to 
exchange nonverbal signals. Interestingly, these effects are only evident for skin conductance level 
synchrony, but not heart rate synchrony. Furthermore, both physiological synchrony and coop-
erative success are higher when people face each other, and synchrony levels are higher in real 
compared to artificially-generated dyads. These findings imply that people can detect subtle 
changes in another person’s face, and react to these changes, which is positively associated with 
cooperation success. Physiological synchrony therefore acts as an unconscious mechanism that 
affects our behavior and improves the success of close social interactions.

Synchronization is observed on many different levels (Prochazkova & Kret, 2017), in infants 
(de Klerk, Hamilton, & Southgate, 2018; Fawcett et al., 2016), and in different species (Mancini 
et al., 2013). Theoretically, it has been proposed to make two interaction partners more similar, 
aligned, and easier to predict, which is why they are able to cooperate more efficiently (De Waal 
& Preston, 2017). By manipulating a cooperative versus competitive context, previous research 
showed increased heart rate synchrony (Mitkidis et al., 2015) and skin conductance synchrony 
(Vanutelli et al., 2017) in a  cooperative compared to a  competitive context. The current study 
builds on this work by showing that when people could decide themselves on a trial-by-trial basis 
whether they wanted to cooperate or not, these decisions were positively associated with the level 
of synchrony. This new approach better reflects natural situations where multiple small decisions 
are taken and thus shows the true relationship between synchronization and cooperative success.

Cooperation carries the risk of exploitation by  non-cooperators, therefore being able to 
detect the integrity of another person’s intent is crucial. These intentions are reflected in a vari-
ety of behavioral and physiological signals that are visible in  the face (Wood et al., 2016). This 
is supported by the current finding that people were more successful when they played face-to-
face compared to when they could not exchange nonverbal signals. We observed a similar effect 
in a previous, separate study where we used the same set-up, but a new sample of participants 
played the classical instead of the extended Prisoner’s Dilemma game (Behrens & Kret, 2019). 
Here, we would like to note that in that study we also manipulated whether participants received 
feedback about each other’s decisions or not and, contrarily to the current study, observed a pos-
itive effect of feedback. Two methodological differences might have contributed to such discrep-
ancy: (i) the payoff structure was extended from a 2 ⨯ 2 to a 6 ⨯ 6 response matrix, and (ii) while 
in the previous study, participants first made a decision about whether they wanted to cooperate 
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or not and subsequently indicated what they thought the other person chose; in the current study, 
the decision and prediction were combined into one response (i.e., participants place a  pawn 
in the payoff matrix where the x-axis represents their own decision and the y-axis indicates their 
prediction about the other participant’s decision). As these two factors are the most prominent 
changes to our previous study, we believe that they are likely candidates to explain the differences 
in findings. Coming back to the effect of face contact, people have been shown to be more willing 
to cooperate when they could talk face-to-face rather than write emails, again supporting the ben-
eficial effect of nonverbal signals (Kiesler et al., 1996). Although the positive effect of face-to-face 
contact on cooperation is well documented, is it less clear what it is exactly that elicits such effect.

Behavioral signals such as facial expressions and eye gaze can provide valuable information 
about the intentions of others. however, these signals can in principle be consciously controlled 
and therefore faked and do not necessarily reflect a person’s true intentions (R. H. Frank, 1988; 
Prochazkova et al., 2019). Physiological responses, on the other hand, are difficult to control and 
are indicative of social decision-making (Critchley & Harrison, 2013; Damasio et al., 1996). Syn-
chronizing on the physiological level has been proposed to change the way Person A feels about 
and behaves towards Person B which is consequently reflected in signals visible to Person A (Pro-
chazkova et al., 2019). Likewise, if the explicit signals do show benign intentions, such signals and 
their mimicry can influence autonomic responses and their synchrony implying a bi-directional 
interaction between autonomic cues and explicit signals. The influence of visible signals on the 
synchrony in heart rate and skin conductance level is supported by the current finding that people 
synchronized more when they interacted face-to-face compared to no face contact; visible signals 
could be exchanged in the former but not the latter condition. Thus, we argue that cooperation 
flourishes when people synchronize their autonomic responses because they align emotional 
states based on genuine emotional cues that are perceived by interaction partners.

The question remains which emotional cues the observer perceives to pick up the changes 
in heart rate and skin conductance level which can lead to synchrony in these measures. Besides 
pronounced signals such as facial expressions and eye gaze, other subtle, yet visible cues that are 
closely linked to changes in arousal are pupil dilation and blushing. It has been demonstrated 
that people can observe changes in blushing in another person’s face and that blushing increases 
trust, a precursor of cooperation (Dijk et al., 2011; Voncken & Bögels, 2009). In addition, changes 
in pupil size have been specifically linked to changes in skin conductance level, but not in heart 
rate (Bradley, Miccoli, Escrig, & Lang, 2008). Again, people have been observed to be sensitive to 
these pupil size changes in another person (Behrens, Moulder, Boker, & Kret, 2020) and to show 
more trust towards people with dilated pupils (Kret et al., 2015). These studies suggest that visible 
physiological responses such as pupil dilation and blushing might constitute suitable candidates 
for emotional cues that people use to perceive and synchronize changes in arousal as reflected 
in heart rate and skin conductance level. However, future research is needed to draw strong con-
clusions about the underlying mechanisms of how physiological synchrony emerges.

Interestingly, we observed that only synchrony in skin conductance level, but not in heart 
rate affected cooperative success. Such specificity to the purely sympathetic response was not 
anticipated, but can potentially be explained from hindsight. Sympathetic synchrony has been 
shown to elicit perceived similarity between interaction partners (Danyluck & Page-Gould, 2019) 
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and perceived similarity has been shown to foster cooperation (Kaufmann, 1967). Furthermore, 
the sympathetic changes in skin conductance level have been related to (disadvantageous) deci-
sion-making and emotion regulation (Crone et al., 2004; Werner, Duschek, & Schandry, 2009). 
Given the risk of being exploited during cooperation, one might need increased emotion regula-
tion to control the urge to defect in order to successfully cooperate. “Clicking” with another person 
on the autonomic level might therefore be an essential component of cooperation. These sugges-
tions are, however, speculative and future research is needed to draw strong conclusions about 
how different responses and their synchrony are integrated in affecting social decision-making.

Two crucial control analyses underscore that synchrony was more than the sum of the 
arousal responses of two individuals or an artifact of sharing the same environment (e.g., par-
ticipating in the experiment, receiving the same instructions, etc.). First, it might be argued that 
if both participants cooperate, their skin conductance level will increase as a reflection of their 
own decision without any influence of the interaction partner. However, the fact that cooperative 
success could not be predicted based on participants skin conductance levels alone argues against 
such interpretation. Second, it might be argued that the increased synchrony levels observed 
in our study could be the result of a shared environment. However, this argument is confuted 
by the finding that synchrony was higher for people interacting with each other compared to 
dyads who shared the same environment, but never actually interacted. This strengthens the 
notion that synchrony elevated during the actual interaction rather than constitutes an artifact 
of being in the similar situation. Here, we would like to note that with “the similar situation” 
we refer to the broader situation such as participating in the same experiment and hearing the 
same instructions. What is not captured by the two control analyses is the influence of sharing 
the same specific experience of, for example, making the same decision at the same time. Such 
shared experience is by definition created when cooperation succeeds, as both individuals need 
to decide to cooperate. However, the same is true for situations where both participants decide to 
defect. An important question is therefore whether the link between cooperation and synchrony 
goes beyond the shared experience of choosing the same response option. In that case, we would 
expect higher levels of synchrony when both people cooperate compared to when they both 
defect. We tried to run an additional control analysis to test this hypothesis, however, due to the 
fact that the data incorporate twice the number of mutual cooperation trials compared to mutual 
defection, we were not able to perform a  valid analysis. Future research is therefore needed 
to investigate the effect of sharing the same experience on  the observed association between 
synchrony and cooperation. Besides this open question, based on the two control analyses that 
we did perform, we are confident that the measure of physiological synchrony is the result of 
a social interaction and that interpersonal rather than intrapersonal processes drive the link with 
cooperation in the current study.

At this point we would like to clarify that we do not make any claims about the direction 
of the observed effects. Although some models, such as the Perception Action Model (De Waal 
& Preston, 2017), suggest that synchrony drives social perception, it could also be a reflection of 
social processes. To the best of our knowledge, no studies have addressed this question directly. 
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The design of the current study, that is, people first look at each other before making the decision, 
is in  line with the idea that synchrony drives cooperation. However, previous studies showing 
that manipulating a  cooperative versus competitive context increased synchrony supports the 
opposite direction. Future studies should scrutinize the causal relation between synchrony and 
cooperation by manipulating both variables.

The current study has significant implications for studying the intricate dynamics of coop-
eration. We provide unique evidence that physiological synchrony plays a crucial role in how 
successful people cooperate. Studying cooperation in real-life interactions unfolded a new layer 
of communicative processes that is ignored when using computerized, one-person paradigms. 
This new layer incorporates how two bodies communicate on  a  subtle level that we are not 
aware of, yet that is related to how we behave towards other individuals. Shedding light onto 
what makes cooperation successful in healthy interactions can help us understand situations 
where human interactions fail. Conflict resolution, whether in a  conversation, a  company or 
an international collaboration, is dependent on  moment-by-moment cooperative tendencies 
of its individuals. Such tendencies are by virtue reliant on human’s ability to understand each 
other’s emotions and on the capacity to balance their emotions with one another. Applying this 
to clinical populations, it has been suggested that the lack of interpersonal exchange of non-
verbal signals underlies deficits evident in autism, social anxiety, and depression, insights that 
can advance new therapies in these populations (Galazka et al., 2019; Oberman, Winkielman, 
& Ramachandran, 2009). Our findings broaden our understanding of the role of synchrony 
in social behavior and add a hereto forth missing piece to the puzzle of understanding the link 
between cooperation and nonverbal communication.
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Quantifying physiological synchrony 
through windowed cross-correlation analysis: 

Statistical and theoretical considerations

Abstract
Interpersonal synchrony is a widely studied phenomenon. A great challenge is to statistically capture 
the dynamics of social interactions with fluctuating levels of synchrony and varying delays between 
responses of individuals. Windowed Cross-Correlation analysis accounts for both characteristics 
by segmenting the time series into smaller windows and shifting the segments of two interacting 
individuals away from each other up to a  maximum lag. Despite evidence showing that these 
parameters affect the estimated synchrony level, there is a  lack of guidelines on  which parame-
ter configurations to use. The current study aimed to close this knowledge gap by comparing the 
effect of different parameter configurations on two outcome criteria: (1) the ability to distinguish 
synchrony from pseudosynchrony by means of surrogate data analyses and (2) the sensitivity to 
detect change in synchrony as measured by the difference between two within-subject conditions. 
Focusing on physiological synchrony, we performed these analyses on heartrate, skin conductance 
level, pupil size, and facial expressions data. Results revealed that a range of parameters was able 
to discriminate synchrony from pseudosynchrony. Window size was more influential than the max-
imum lag with smaller window sizes showing better discrimination. No clear patterns emerged for 
the second criterion. Integrating the statistical findings and theoretical considerations regarding the 
physiological characteristics and biological boundaries of the signals, we provide recommendations 
for optimizing the parameter settings to the signal of interest.

Based on: Behrens, F., Moulder, R. G., Boker, S. M., & Kret, M. E. (2020). 
Quantifying Physiological Synchrony through Windowed Cross-Correlation 

Analysis: Statistical and Theoretical Considerations. bioRxiv.
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Introduction
During social interactions, humans tend to synchronize on different levels: They mimic postures 
(Ramseyer & Tschacher, 2011), facial expressions (Chartrand & Bargh, 1999) and align their level 
of physiological arousal (Feldman, Magori-Cohen, Galili, Singer, & Louzoun, 2011; Levenson & 
Gottman, 1983; Prochazkova et al., 2018). Although this synchrony comes naturally and without 
effort, it is a  great challenge for social scientists to measure it statistically. The current paper 
addresses this issue and proposes a Windowed Cross-Correlation (WCC) analysis to investigate 
the dynamic changes in heartrate, skin conductance level, pupil size, and facial expression. Rec-
ommendations are provided on which parameter configurations to use to quantify synchrony of 
these four responses.

Synchrony is a  multifaceted phenomenon evident on  the behavioral, physiological, and 
neural level. Not surprisingly then, the causes and consequences of synchrony have been stud-
ied in  a  broad range of contexts investigating the dynamic nature of social interactions from 
clinical (Galazka et al., 2019; Wehebrink et al., 2018), developmental (de Klerk et al., 2018; Shih, 
Quiñones-Camacho, Karan, & Davis, 2019), evolutionary (Mancini et al., 2013; Palagi, Leone, 
Mancini, & Ferrari, 2009), neural (Hasson, Nir, Levy, Fuhrmann, & Malach, 2004; Prochazkova 
et al., 2018), social (Behrens et al., 2019; Tarr, Launay, & Dunbar, 2016b), and cognitive (Kret, 
Fischer, & De Dreu, 2015; Kret & De Dreu, 2017) perspectives. Such fascination across disciplines 
has revealed the far-reaching scope of synchrony: it has been demonstrated in different species, it 
occurs from birth on, and it influences a variety of interpersonal processes such as marital quality, 
cooperative success between strangers and outcomes of therapeutic interactions (Behrens et al., 
2019; Feldman et al., 2011; Kret, Tomonaga, & Matsuzawa, 2014; Levenson & Gottman, 1983; Ram-
seyer & Tschacher, 2011). Because of these implications and this wide interest, it is of particular 
importance to establish solid statistical methods to quantify synchrony.

A variety of methods have been proposed in  previous literature to quantify synchrony 
including correlations, regressions, structural equation models and recurrence quantification 
analyses. These approaches differ in  their assumptions, their operationalization of synchrony, 
and the type of synchrony they measure (for reviews, see Gates & Liu, 2016; McAssey et al., 2013; 
Schoenherr et al., 2018; Thorson, West, & Mendes, 2017). In the current article, we focus on con-
tinuous time series measures in dyads. For this type of data, it is important that the method cap-
tures responses that happen “in sync” (e.g., two individuals react simultaneously to an external 
event), but also responses that occur with a small time delay (e.g., one individual responds to 
another or at a different pace). Furthermore, the method needs to allow for changes in the level 
of synchrony as it will vary depending on the events happening in a conversation with moments 
of stronger and weaker synchrony. Moreover, we focus on the strength rather than the frequency 
of synchrony. Some methods first specify intervals of synchrony and subsequently compute the 
frequency of these intervals within a  time series (Altmann, 2011). This method is particularly 
interesting for movement synchrony where people can either move or not. In the current study, 
on the other hand, we concentrate on physiological measures that constantly change, therefore 
categorizing intervals into synchronous and non-synchronous segments is difficult. Instead, 
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we are interested in obtaining a global estimate of the strength of synchrony in a conversation. 
A method that fulfills these different criteria is Windowed Cross-Correlation (WCC) analysis, the 
focus of the current study (Boker et al., 2002).

WCC analysis offers a neat method to account for dynamic changes in synchrony (Boker 
et al., 2002). This is achieved by extending a classical cross-correlation estimate by two aspects: 
windows and lags. Specifically, rather than calculating a correlation coefficient over the whole 
time series, the signals are broken into smaller overlapping segments or windows. Changes 
in  synchronization can be captured because the degree to which two signals co-vary is esti-
mated for each window separately. The lag is introduced to account for differences in the pace 
of individuals’ responses to one another and to track the follow-lead relationship between them. 
It might be that at some point Person A responds to Person B and a moment later the pattern is 
reversed. Consequently, allowing for varying time lags can account for such dynamics. Although 
this method offers an advanced way to quantify synchrony in naturalistic settings, it does not 
come without a challenge: parameters need to be specified to tailor the analysis to the signal of 
interest. In the original paper by Boker and colleagues (2002), the authors advised on parameters 
using data from motor movements. To this date, there are no guidelines on which parameter 
settings are most suitable for physiological measures. The goal of the current paper is to close 
that knowledge gap.

WCC analysis requires the specification of four parameters that tailors the method to 
the signal of interest: window size, maximum lag, window increment, and lag increment (see 
Figure 1). Carefully choosing the right parameter settings is crucial, because these settings can 
substantially affect the outcome of the WCC analysis (Schoenherr et al., 2018). First, the window 
size determines the number of observations (i.e., data points) in  each sliding window across 
the time series. The window should be small enough to be sensitive to changes in the degree of 
synchronization and the lead-follow relationship between individuals. Disregarding fluctuations 
within a large window might undermine the strength of association at certain moments. Here, 
the biological nature of the signal of interest and its time course are of particular importance. 
A relatively slow signal such as skin conductance requires a  longer window than a  fast signal 
such as facial expressions. Moreover, the window segments need to be small enough such that 
the assumption of stationarity is likely to hold (Boker et al., 2002). However, if the window size 
is too small, there are not enough data points left to provide reliable estimates of the relationship 
between the two segments. Whereas 50–70 values have been proposed as sufficient (Cappella, 
1996), more recent work performing Monte-Carlo simulations recommends 65 to 250 values, 
depending on the strength of the correlation (Schönbrodt & Perugini, 2013). Given the high sam-
pling rates incorporated in many psychophysiological measurement devices, this range should 
be fairly easy to accomplish, if the window size is not overly small. Decisions on the window size 
should be based on both statistical and theoretical considerations.

Second, the maximum lag indicates the maximum number of observations one window 
is shifted in relation to the other window and consequently determines the maximum lag two 
events are still considered reactions to one another. For example, if  the maximum lag is three 
seconds, then if Person A smiles two seconds later in response to Person B, this would be cap-
tured with the three second window. However, if that smile occurs four seconds later, it would 
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not be considered a  response to the smile of the other person anymore. If the maximum lag 
is too long, synchrony might be attributed to two unrelated events. However, if the maximum 
lag is chosen too small, then important delayed responses between two individuals are missed. 
Previous research suggests that the maximum lag between responses impacts on  synchrony. 
Specifically, it has been shown that skin conductance responses within, but not beyond seven 
seconds correlate with the empathetic relationship between counselors and clients (Robinson, 
Herman, & Kaplan, 1982). The authors did not, however, directly compare whether the shorter 
latency could predict the relationship better than the longer latency. Additionally, although this 
study provides an indication that the maximum lag indeed matters, the categorization of latencies 
(responses between 0 and 7 sec compared to responses between 7 and 40 sec) does not allow for 
fine-grained conclusions about which maximum lag is optimal. To our knowledge, this is the only 
study investigating the impact of the maximum lag on synchrony. Thus, a systematic comparison 
of different maximum lags is needed to make well-informed decisions on this parameter.

Third, the window increment determines the size of the steps (i.e., the number of obser-
vations) when moving from one window segment to the next. If the increment is one, then the 
window is moved by one data point. If the window increment is the same size as the window size 
or greater, then adjacent windows are non-overlapping. Similarly, the fourth parameter, the lag 
increment, indicates how big the steps are between time lags. Both increment parameters regulate 
the resolution in terms of time lag and elapsed time. Ideally, the increment should be kept as small 
as possible to ensure the best resolution. However, at some point the estimates will stabilize and 
the limited additional information that can be added by increasing the resolution is not worth the 
increased computational time. Comparing it to sampling rates, if one aims to measure heartrate 
changes, a sampling rate of 1000 Hz gives a smooth signal. Increasing the sampling rate to 2000 
Hz adds little information because the heartrate does not change this fast resulting in very similar 
heartrate signals using both sampling rates. Similarly, increasing the resolution of the increment 
of the moving windows and lags will eventually stabilize around a correlation estimate. The size 
of the increment will, of course, also depend on the sampling rate which represents the lower 
bound of possible increments. Therefore, setting the increment parameters for the windows and 
lags is a question of balancing the benefit of a better resolution and the drawback of increased 
computational time.

In order to determine the best parameter configurations, we used two criteria. The first 
criterion was the ability to discriminate synchrony from pseudosynchrony. Pseudosynchrony has 
been defined as “the amount of apparent and spurious synchrony between two individuals not 
engaged in information exchange with one another” (Moulder et al., 2018, p. 2). The reason for 
spurious synchrony is that the signals of interest are restricted in their patterns and how they can 
behave across contexts. For example, heartrate is constantly changing, decreasing and increas-
ing depending on the person’s inner state and environmental circumstances (i.e., participating 
in a study with the same procedure across dyads). However, the changes stay in a certain range 
causing recursiveness and commonality within and between heartrate measures. As a  conse-
quence, to determine whether synchrony exists between two time series, the null hypothesis 
is not zero as for standard null-hypothesis testing, but rather a  fundamental value due to the 
similarities between the biological time series. It is therefore necessary to find an appropriate 
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comparison between the level of synchrony of individuals engaging in an interaction and the 
level of synchrony that occurs due to the nature of the signals. One way to account for pseudosyn-
chrony is to perform a surrogate data analysis (Moulder et al., 2018). The idea is that the original 
time series is compared to the same time series where synchrony is destroyed while keeping 
all other properties constant. Specifically, the synchrony level from the original dyads engaging 
in an interaction is compared to the synchrony levels from newly generated dyads that never 
actually interacted. To generate these dyads, the time series from each participant is coupled with 
every other participant. That way it can be tested whether being in an interaction adds something 
over and beyond being in the same situation and investigating the same physiological measure. 
Therefore, being able to distinguish synchrony from pseudosynchrony offers an ideal criterion to 
test whether some parameter configurations are more sensitive to this distinction.
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Figure 1. Schematic outline of the four parameters that are specified in the WCC analysis: window size (wSize), 
window increment (wInc), maximum lag (tMax), and lag increment (tInc). The abbreviations tMax and tInc origi-
nate from using “tau” (τ) to refer to the lags in the cross-correlation equation (see Equation 1).

The second criterion that is essential when it comes to research on synchrony is to be able 
to detect changes in synchrony. To study the underlying mechanisms of synchrony, its boundary 
conditions and individual differences, researchers are often interested in how synchrony changes 
in relation to experimental manipulations. For example, in a previous study, we observed that 
physiological synchrony promoted cooperative success, but only when partners could see each 
other and not when a  cover prevented eye contact (our manipulation) (Behrens et al., 2019). 
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Another study investigated the effect of emotional salience during storytelling on pupil mimicry 
and showed that physiological coupling between the speaker and the listener was stronger during 
emotionally intense moments compared to less salient moments (Kang & Wheatley, 2017). Sto-
rytelling is particularly interesting because it is a uniquely human and universal activity creating 
social bonds between people (Smith et al., 2017). In Kang and Wheatley’s (2017) study, listeners 
watched videos of speakers telling the story and therefore did not engage in an actual conversation. 
However, direct face-to-face interactions has been shown to affect synchrony levels (Behrens et 
al., 2019). Therefore, in the current study, two individuals engaged in face-to-face storytelling and 
completed baseline measures, silent moments of eye-contact. In line with the findings by Kang 
and Wheatley (2017), we expected higher levels of synchrony when people engaged in storytelling 
compared to the baseline measure. Ideally, the analysis that measures synchrony is sensitive to 
detect changes in synchrony between the two (within-subject) conditions.

The aim of the current study was to determine the best parameter configurations for the 
WCC analysis applied to different common physiological measures. The two criteria we used to 
decide on these configurations are (i) the ability to distinguish synchrony from pseudosynchrony 
and (ii) the sensibility to detect changes in synchrony (i.e., distinguish between two conditions). 
The reason to include two criteria is to investigate whether the purpose of the study (i.e., detect 
synchrony or change in synchrony) influences which parameters configurations are most suit-
able. We tested these criteria on data from dyadic interactions where two individuals told each 
other four stories. During the interaction, their heartrate, skin conductance level, pupil size, and 
contractions of the left zygomaticus major (a muscle associated with smiling) were measured. For 
a range of window sizes and maximum lags that were tailored to each signal, we calculated a mea-
sure of distance for the comparison (i) between the original dyads and newly generated surrogate 
dyads, and (ii) between intervals of storytelling and baseline measures in the original dyads. The 
window and lag increments were not systematically compared, but were adjusted as a function of 
the window size and maximum lag, respectively. Based on the outcome of these comparisons, we 
provide recommendations on which parameter configurations are best for detecting synchrony 
and change in synchrony for the four physiological measures. With these recommendations, we 
hope to help other researchers to make well-informed decisions in applying the WCC analysis 
and to increase the comparability of findings across studies.

Method

Participants
In total, 34 same-sex dyads participated in the study of which six dyads had to be excluded due 
to technical problems (dyads included in analysis: Female = 22 [78%]; Mage = 22.79; SDage = 3.23; 
Dutch = 17 [30%]). Participants were recruited via the Leiden University online recruitment 
system, flyers distributed around the university building, and through personal contacts. In the 
latter case, participants were tested by a researcher they did not know. Individuals had normal 
or corrected-to-normal vision wearing contact lenses. Glasses were not compatible with the 
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eye-tracking glasses worn during the experiment. The duration of the study was about one hour 
and participants received two course credits or 6€, and chocolate for compensation. The study 
was approved by the local Psychology Ethics Committee of Leiden University (CEP19–0313/208).

Design
The design of the study is outlined in Figure 2. The study consisted of two parts. First, participants 
completed a breathing exercise where they were instructed to look at each other and synchro-
nize their breathing. Second, participants engaged in  storytelling with each participant telling 
a neutral and a positive story while the other participant was listening. Thus, participants told 
four stories in total with story 1 and story 3 always being told by participant 1 (sitting on the left 
side) and story 2 and story 4 being told by participant 2 (sitting on the right side). Story 1 & story 
2 and story 3 & story 4 were of the same valence, with the order of starting with the neutral or 
positive story being counterbalanced between dyads. The breathing and storytelling parts were 
both preceded by a 2-min baseline measure where participants were instructed to relax and look 
at each other. After the second baseline measure and after each story, participants filled out the 
Positive And Negative Affect Schedule (PANAS; Watson, Clark, & Tellegen, 1988) to measure 
their current affect. Also, they rated each story with regard to its valence and intensity on a scale 
from 0 to 10. The PANAS and the story ratings are not discussed any further, but the descriptive 
statistics are provided in Appendix D2 (see Table D.S1).

Procedure
Upon arrival at the lab, participants were separated, received information about the study, and 
gave informed consent for participation. Afterwards, electrodes were attached to the torso, fin-
gers, and face as preparation for the measurement of ECG, EDA, and EMG activity, respectively. 
Specifically, three electrodes were attached on the left and right side of the abdomen and on the 
thorax below the right collar bone to measure heartrate; two electrodes were attached to the 
non-dominant hand on the intermediate phalanges of the index and ring finger to measure skin 
conductance level; and three electrodes were attached to the left face on the zygomaticus major 
and behind the ear to measure facial expressions. The MP160 BIOPAC data acquisition system 
was used to record these measures at a sampling rate of 2000 Hz. After the preparation, partici-
pants filled out the Interpersonal Reactivity Inventory (IRI; Davis, 1980) and the Five Facet Mind-
fulness Questionnaire (FFMQ; Baer, Smith, Hopkins, Krietemeyer, & Toney, 2006) online. The 
descriptive statistics of both questionnaires can be found in Appendix D2 (see Table D.S1). Next, 
participants were seated on the same table and participants were asked to wear the eye-tracking 
device Tobii Pro Glasses 2 which were subsequently calibrated. Afterwards, the experimenters left 
the room and started the recordings of the physiological measures and the pre-recorded instruc-
tions that were provided via speakers. The experiment started with a 2-min baseline measure 
where participants were instructed to relax and look at each other (Baseline 1). Afterwards, the 
breathing exercise started where participants were again asked to look at each other, but this time 
synchronize their breathing for two minutes (not discussed in the current study). After this first 
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part of the experiment, participants had time to think of a neutral and positive personal story. 
When they were ready to begin, another 2-min baseline (Baseline 2) was taken and participants 
filled out the first PANAS which was provided on the table. Then Participant 1 (the individual 
at the left side of the table) started with the first story. Participants were instructed to talk for 
at least three minutes till they heard a beep and were requested to finish up. Afterwards, both 
participants filled out the PANAS and rated the story based on its valence and intensity on a scale 
between 0 and 10. Then the next story began. Participants took turns in telling them and filled out 
the PANAS and the rating after each story. At the end, participants put all filled out papers in an 
envelope, read the debriefing, and the experimenters removed the electrodes. Finally, individuals 
were paid and thanked for participation.
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Figure 2. The time course of the study. The study was divided into two parts: breathing exercise (Part 1) and story-
telling (Part 2). During the dark grey epochs, people interacted with each other; during the light grey epochs, they 
prepared the storytelling and filled out questionnaires; P1/P2 = Participant 1 and 2; PANAS = Positive And Negative 
Affect Schedule; Story 1 & 2 and Story 3 & 4 were of the same valence (positive or neutral); the order of starting with 
the positive or neutral story was counter balanced between dyads.

Preprocessing of the physiological measures
The physiological measures were pre-processed offline with the PhysioData Toolbox (Sjak-Shie, 
2017). The heartrate data were preprocessed applying a  band-filter between 1Hz and 50Hz. 
R-peaks were detected and transformed to inter-beat intervals (IBI) and subsequently to heartrate 
(bpm) values. The skin conductance signal was low-pass filtered with a cut-off of 5Hz. The EMG 
signal was preprocessed with a low-pass FIR filter of 28Hz and a high-pass FIR filter of 500Hz 
and a Notch-filter of 50Hz. The rectified signal was subsequently smoothed with a Boxcar filter 
of 100ms. The pupil size data were preprocessed in multiple stages according to recommended 
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guidelines described elsewhere (Kret & Sjak-Shie, 2018). After applying the filters, each signal 
was visually inspected and if necessary, manually corrected. If missing or incorrect intervals were 
manually detected, the signals were linearly interpolated. Finally, all signals were down-sampled 
to 20Hz.

Windowed Cross-Correlation analysis
Two challenges in analyzing physiological responses between two individuals include i) to sta-
tistically represent the dynamics of an interaction and ii) to quantify the associated patterns that 
might vary in the strength of association and the timing of the responses. Windowed Cross-Cor-
relation (WCC) analysis offers a method that addresses both challenges. Specifically, the two time 
series are broken into smaller, overlapping windows before the correlation is estimated for each 
window. This way, the strength of association can vary between these windows accounting for the 
non-stationarity of the signals. The overlap between windows assures that strong synchronization 
that occurs at the edge of non-overlapping adjacent segments is not missed. Additionally, for each 
window, the two segments are lagged away from each other up to a maximum lag such that the 
segment of either participant 1 or participant 2 precedes the other participant’s segment in time. 
This way the method accounts for the (varying) delay between two responses. This generates 
a result matrix r with correlations for the different segments and time lags defined as
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Where Tw is the total amount of observations (i.e., data points) in each window Wx and 
Wy consisting of observations Wxt and Wyt where t Є {1, …, Tw), Wx and Wy  are the means 
of the observations in each window, and sd(Wx) and sd(Wy) the standard deviations of each 
window. In the result matrix, each row represents one window, while each column represents 
one lag. Because the first window needs to lag segments up to the maximum lag and because the 
window includes more than one data point, the number of rows is given by (N – wSize – tMax) 
/ wInc. Dividing by wInc accounts for how many observations are skipped between one window 
and the next one. For example, if the window increment is one, then the number of rows of the 
result matrix will be equal to the number of observations of the time series (after accounting for 
the window size and maximum lag as just described). But if the increment is 10, then the steps 
are bigger between the windows, reducing the number of segments needed to cover the whole 
time series and therefore decreasing the number of rows in  the result matrix. The number of 
columns in the result matrix is (tMax * 2)/tInc + 1 because the segments are shifted such that first 
Participant 1 and then Participant 2 precedes the other participant up to the maximum lag (i.e., 
twice the tMax). The tInc accounts for the size of the steps between two lags. The extra column 
( + 1) represents the case where the lag is zero.
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Peak picking. Following the WCC analysis, Boker et  al. (2002) developed the so-called 
peak-picking algorithm where the maximum correlation across different lags is determined for 
each window (i.e., the maximum correlation per row of the result matrix). The maximum correla-
tion should be preceded and succeeded by lower correlation values. For example, if Participant 
1 synchronizes with Participant 2 at a  lag of 1 second, then the correlation should be highest 
(i.e., peak) at that time lag and the correlation should be lower at both lag .5 and 1.5 seconds. 
This “peak” criterion is implemented to ensure that individuals indeed react to one another. If 
both individuals did nothing, they both would show more or less flat lines in their physiolog-
ical responses and the correlation between their signals would be high for all lags. Requiring 
a peak in the correlation across lags prevents such events from being termed “synchrony”. The 
peak-picking algorithm outputs a matrix with the maximum (“peak”) correlation and its corre-
sponding time lag for each window. In a last step, a summary statistic is computed by calculating 
the mean of the maximum correlations. This measure provides an indication of the overall level 
of synchrony between the two time series.

Choosing values for parameter configurations
As mentioned above, there are four parameters that need to be specified: window size, window 
increment, maximum lag, and lag increment. The window size (wSize) determines how long each 
window is, the window increment (wInc) indicates the size of the steps between two adjacent 
(overlapping) windows, the maximum lag (tMax) regulates how far the segments of the two time 
series are shifted away from each other, and the lag increment (tInc) determines the size of the 
steps with which the segments are shifted.

To choose the range of values we considered for the window size and maximum lag param-
eters, we employed a bottom-up approach by running preliminary WCC analyses on the whole 
time series (including all data of the study). Inspecting the result matrix plots, we examined the 
patterns seen in these plots. Examples of a “good” and “bad” parameter configurations are shown 
in Figure 3. Good parameter configurations show sharp contrasts between regions of high and 
low synchrony. The bad choices show a more smoothed image and thus less contrast between 
these regions, making differences more difficult to detect.

With regard to the maximum lag, we examined the plots inspecting whether the peak cor-
relations fell within the range of lags or whether they fell outside the plots (not shown in Figure 
3). For reasons of simplicity, the range of maximum lags was equal to the range of window sizes. 
In addition to the visual inspection, we ensured that the range of parameters included the param-
eters previously used in the literature. Finally, the minimum value for the window size was set 
to 3 sec to include at least 60 data points (20Hz sampling rate) per window size which is in line 
with previous guidelines for reliably estimating correlation coefficients (Schoeneberger, 2016). 
The window size and maximum lag parameters chosen for each physiological measure are listed 
in Table 1. For the window and lag increment parameters, we used 1/10th of the window size and 
the maximum lag, respectively.
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Figure 3. Examples of WCC analysis plots using heartrate data and a window size and a maximum lag of (a) 8 sec 
and (b) 20 sec, representing a “good” and “bad” example of parameter settings, respectively. Between around 100 
and 200 seconds, people engage in a breathing exercise where they breathe synchronously which is refl ected in the 
steadily high correlations around the time lag of zero.
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Table 1
Window size and maximum lag parameters used for each physiological measure

Signal Window size Maximum lag

Heartrate 4 – 12 sec in steps of ½ sec 4 – 12 sec in steps of ½ sec

Skin conductance level 5 – 25 sec in steps of 1 sec 5 – 25 sec in steps of 1 sec

Pupil size 3 – 9 sec in steps of ½ sec 3 – 9 sec in steps of ½ sec

Facial expression 3 – 9 sec in steps of ½ sec 3 – 9 sec in steps of ½ sec

Note. The window and lag increments were equal to 1/10th of the window size and the maximum lag, respectively.

Choosing the best parameter settings
We conducted the WCC and peak-picking analyses for all combinations of the window size and 
maximum lag parameters with their corresponding increments as described in the previous sec-
tion. For each parameter configuration, we calculated the mean peak correlation across window 
segments per dyad as the measure of synchrony. To determine the best parameter configurations 
for each physiological measure we used two criteria: (i) the ability to discriminate synchrony 
from pseudosynchrony, and (ii) the ability to detect change in synchrony. For the first criterion, 
we compared the original dyads consisting of the individuals who in fact interacted with each 
other during the experiment with the surrogate dyads consisting of all possible combinations 
of pairing individuals who did not interact during the experiment. If being in the specific social 
interaction evoked synchrony above and beyond the synchrony evoked by the fact of being in any 
actual interaction, synchrony levels are expected to be higher in  the original compared to the 
surrogate dyads. Therefore, we calculated the mean peak correlation for both the original and the 
surrogate dyads and investigated whether specific parameter configurations were more sensitive 
to detect the difference between synchrony (original dyads) and pseudosynchrony (surrogate 
dyads). Sensitivity was quantified by the t-statistics of an independent t-test between the mean 
estimates of the two groups. A positive t-statistic indicates that the true dyads show higher levels 
of synchrony than the surrogate dyads. To determine the best parameter configuration, we located 
which configuration generated the largest t-statistic and inspected the pattern in changes of t-sta-
tistics across parameter configurations. Note that we used the t-statistic as a measure of distance 
between the two group means without running hypothesis testing (i.e., decide on whether the 
distance is significant or not). We therefore interpret the t-statistics in relative rather than absolute 
terms and do not draw any conclusions about whether the differences reveal significant results 
or not. The analysis was conducted with the data from the first baseline measure (see Figure 1). 
To investigate whether the results of this analysis would replicate, we additionally conducted the 
same analysis again with data from the second baseline measure.

For the second criterion, that is, which parameter configurations are most sensitive to detect 
change in synchrony, we concentrated on the original dyads and investigated which parameter 
configurations generated the biggest difference between two conditions of the experiment. We 
used the t-statistic based on a paired t-test as a measure of distance between the mean estimates of 
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the two conditions. A positive t-statistic indicates higher levels of synchrony during storytelling 
than baseline. Similar to the first criterion, we identified the largest t-statistic and inspected the 
pattern in changes of t-statistics across parameter configurations. We also ran the analysis twice. 
First, we compared story 1 and story 3 with the two baseline measures. Second, we compared 
story 2 and story 4 with the two baseline measures (see Appendix D1 for the reasoning behind 
the choice of these comparisons). To keep the length of the stories equal, we only used the first 
three minutes of each story. This way, both comparisons included a positive and a neutral story (a 
preliminary analysis yielded no differences between the positive and negative stories). The only 
difference was that in the first analysis, Participant 1 told the stories and in the replication anal-
ysis, Participant 2 told the stories. Being Participant 1 or 2 was based on the participant number 
and therefore should not have had any systematic impact on the synchrony level between the two 
individuals. Therefore, we could investigate whether specific parameter configurations were more 
sensitive than others to detect differences in synchrony levels when people just looked at each 
other compared to when they engaged in storytelling.

Results

Synchrony versus pseudosynchrony
Heartrate. There was a range of positive t-statistics indicating that multiple parameter config-
urations could differentiate between the original and the surrogate dyads (Figure 4a). The best 
discrimination (maximum t-statistic = 28.32) was evident for the smallest window size (4 sec) and 
a maximum lag of 7.5 sec (the most yellow combination in Figure 5a). When mapping the t-sta-
tistics distribution onto the parameter configuration space, a clear pattern emerged: the smaller 
the window size, the larger the t-statistics. This pattern was evident by the gradual changes in col-
oring from blue to yellow in Figure 5a when moving down the y-axis (i.e., moving from large to 
small window sizes). When the window size became too large, the synchrony level dropped in the 
original dyads such that it became lower than the synchrony level apparent in the surrogate dyads 
(especially, when the maximum lag was small; dark blue coloring in Figure 5a).

The maximum lag was less influential on differentiating between original and surrogate 
dyads than the window size, yet not trivial. The maximum t-statistic was evident for a maximum 
lag of 7.5 sec. The optimal maximum lag was therefore around twice the optimal window size (4 
sec). Increasing or decreasing the maximum lag reduced the sensitivity to distinguish between 
the original and surrogate dyads as indicated by  less yellow colors when moving left or right 
on  the x-axis in Figure 5a. The replication analysis using data from the second baseline mea-
sure revealed similar results to the primary analysis and is depicted in Figure D.S1a-D.S2a. The 
maximum t-statistic (35.23) for a window size of 4 sec was replicated. The maximum lag differed 
slightly by 1.5 sec showing the highest t-statistic at 9 sec. However, the pattern was comparable 
with smaller window sizes and maximum lags around twice the window sizes yielding the largest 
difference between the original and surrogate dyads. In conclusion, if the aim of the study is to 
verify whether synchrony evolved as a result of interpersonal processes during a conversation 
above and beyond the shared environment of two participant, the range of parameters able to 



Quantifying physiological synchrony through windowed cross-correlation analysis: Statistical and theoretical considerations 81

5

detect that difference is rather wide. In general, we recommend using a small window size for 
heartrate synchrony. Regarding the maximum lag, the choice of parameters is less influential, 
however, we recommend using a maximum lag that is around twice the window size.

Skin conductance level. As with heartrate synchrony, there was a  range of parameter 
configurations with a positive t-statistic that was sensitive to distinguish the original from the 
surrogate dyads (see Figure 4b). The largest t-statistic of 37.71 was observed for a window size 
of 6 sec and a maximum lag of 24 sec (see Figure 5b). Similar to the heartrate data, the smaller 
the window size, the greater the distance in estimated means between the original and surrogate 
dyads. Also, the outcome flipped with higher synchrony levels for the surrogate compared to 
the original dyads when the window size was too large paired with a  small maximum lag. In 
contrast to heartrate, the discriminative ability steadily increased when the small window size 
was combined with an increasingly larger maximum lag (around four times the window size). 
In the replication analysis, the same pattern emerged as in the primary analysis: the greatest 
discrimination was seen for a small window size and a large maximum lag (see Figure D.S1b-D.
S2b). The largest t-statistic (48.71) was observed for a window size of 5 sec and a maximum lag 
of 21 sec. Again, when the window size became too large paired with smaller maximum lags, the 
analysis would estimate higher synchrony levels for the surrogate compared to the original dyads. 
Based on these results, we recommend using a small window size and a large maximum lag that 
is around four times the window size.

Pupil size. The number of positive t-statistics depicted in Figure 4c indicates that there was 
a range of parameter configurations that could differentiate synchrony from pseudosynchrony. 
The maximum t-statistic of 16.12 was associated with a window size of 3 sec and a maximum lag 
of 9 sec. The general pattern as for the other measures was observed: the smaller the window 
size, the greater the difference between the original and surrogate dyads (see Figure 5c). Again, 
when the window size became too large, the estimates of synchrony level would become larger 
for the surrogate compared to the original dyads. With respect to the maximum lag, it was less 
influential than the window size, but showed a slight tendency to larger maximum lags. A similar 
pattern was observed for the replication analysis with a maximum t-statistic (18.04) evident for 
a window size of 3 sec and a maximum lag of 6.5 sec (see Figure D.S1c-D.S2c). In conclusion, 
smaller window sizes were more sensitive to distinguishing synchrony from pseudosynchrony 
in pupil size data. The maximum lag did not have as much of an impact, but should be set to two 
to three times the window size.

Facial expression. All t-statistics were positive indicating that the level of synchrony was 
higher for the original compared to the surrogate dyads for all parameter configurations. How-
ever, compared to the other three measures, the distribution showed less variance with t-statistics 
ranging from 1.68 to 5.14 (see Figure 4d). The latter was observed for a window size of 3 sec and 
a maximum lag of 5 sec. As shown in Figure 5d, the same pattern as for the other three measures 
emerged: the smaller the window size, the better the original dyads could be distinguished from 
the surrogate dyads. Furthermore, the maximum lag did not have a great impact on the discrim-
inative ability, but the largest t-statistic was observed at almost twice the window size (5 sec). For 
the replication analysis, a similar pattern was observed (see Figure D.S1d-D.S2d) with a slightly 
wider range of t-statistics (maximum = 7.05; minimum = -.16). The maximum t-statistic was asso-
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ciated with a window size of 3 sec and a maximum lag of 8.5 sec. Again, the smaller the window 
size, the greater the difference between synchrony and pseudosynchrony with limited impact of 
the maximum lag. In conclusion, we recommend using a small window size and a maximum lag 
that is two to three times the window size.
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Figure 4. Distribution of t-statistics of the comparison between the original and surrogate dyads for each physio-
logical measure. A positive value indicates higher synchrony level in the original compared to the surrogate dyads. 
Each data point represents one parameter configuration. For the analyses, data from the first baseline measure 
were used.
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Figure 5. Distribution of the t-statistics of the comparison between the originate and surrogate dyads for all 
parameter configurations and each physiological measure. The color coding runs from the lowest (blue) to the 
highest (yellow) t-statistic. A positive t-statistic indicates that the original dyads showed higher synchrony lev-
els than the surrogate dyads. The more yellow, the better the discrimination between the original and surrogate 
dyads. Data from the first baseline measure were used. Notice that the scaling of the axes and the color coding are 
adjusted to each physiological measure to increase comparability between parameters.

Change in synchrony
Heartrate. The largest absolute t-statistic was negative indicating that synchrony levels were higher 
during baseline compared to during storytelling (see Figure 6a). The highest absolute t-statistic of 
4.86 was observed when the window size was set to 4 sec. Similar to the first comparison analysis, 
smaller window sizes could discriminate the two conditions better than large window sizes (see 
Figure 7a). Also, the maximum lag was less influential than the window size parameter, but the 
best outcome was observed for the smallest maximum lag of 4 sec. The absolute t-statistic steadily 
decreased with increasing maximum lags. For the replication analysis, the results were similar 
to the primary analysis, with smaller window sizes showing the greatest discriminative power 
between the conditions (see Figure D.S3a-D.S4a). Specifically, the largest absolute t-statistic was 
again observed for a window size of 4 sec. The maximum lag increased from 4 to 7 sec in the rep-
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lication analysis with only slight changes across maximum lags. Therefore, based on both analyses 
the conclusion is: if the aim is to distinguish synchrony levels in heartrate responses between two 
(within-subject) conditions, the smaller the window size, the better. The maximum lag is less 
influential, but should be equal to or twice the window size.

Skin conductance level. All t-statistics were negative indicating that the level of synchrony 
was higher during the baseline measures compared to during storytelling (see Figure 6b). The 
highest absolute t-statistic of 4.37 was observed for a window size of 18 sec and a maximum lag 
of 25 sec. Interestingly, the previous pattern of smaller window sizes showing greater t-statistics 
was not evident (see Figure 7b). In fact, although there seemed to be a weak tendency for absolute 
t-statistics to become larger with larger window sizes and larger maximum lags, the pattern was 
rather weak. In addition, the difference between t-statistics was small ranging from -1.61 to -4.37. 
For the replication study, the range was also rather narrow from -.19 to -2.56 (see Figure D.S3b-D.
S4b). The maximum absolute t-statistic was observed for a window size of 5 sec and a maximum 
lag of 12 sec, deviating substantially from the primary analysis. Although the general pattern (i.e., 
the smaller window size, the higher the t-statistic) was observed to a stronger degree compared to 
the primary analysis, it was still weak. In conclusion, given the lack of clear patterns in the param-
eter configuration space and considerable discrepancies in the results between the primary and 
replication analyses, we cannot draw strong conclusions about which parameter configuration is 
best to distinguish between two conditions when looking at skin conductance level synchrony.

Pupil size. For this measure, the parameter configurations strongly influenced whether 
synchrony levels were higher during baseline or storytelling (see Figure 7c). Generally, if both the 
window size and the maximum lag were small, synchrony levels were higher during storytelling; 
if the window size and maximum lag were large, synchrony levels were higher during the baseline 
measures. Specifically, the largest positive t-statistic of 1.72 (storytelling showed more synchrony) 
was observed for a  window size of 3.5 sec and a  maximum lag of 3 sec. However, the largest 
absolute t-statistic of 2.07 (baseline showed more synchrony) was associated with a window size 
of 8.5 sec and a maximum lag of 9 sec. A similar, but weaker pattern was evident for the repli-
cation analysis (see Figure D.S3c-D.S4c). The window sizes and maximum lags associated with 
the largest (absolute) t-statistic were the same as for the primary analysis. Given the ambiguity 
across parameters, we refrain from providing any recommendations about the best parameter 
configurations when the aim is to detect change in pupil size synchrony between conditions and 
instead caution that parameter choices can have a large effect on the outcome of this type of study.

Facial expressions. All t-statistics were positive indicating that the level of synchrony was 
higher during storytelling compared to baseline (see Figure 6d). The largest t-statistic of 3.99 
was evident for a window size of 3 sec (see Figure 7d). Albeit weak, the general pattern emerged 
with larger t-statistics being associated with smaller windows sizes. The maximum lag associated 
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with the biggest difference between conditions was 3.5 sec, but the differences across lags were 
trivial. The replication analysis revealed similar results with the largest t-statistic (4.53) observed 
for a window size of 3 sec (see Figure D.S3d-D.S4d). The maximum lag of 9 sec deviated from 
the primary analysis, however, the differences across the maximum lags were again rather small. 
To conclude, if the aim is to detect change in synchrony between two conditions in facial expres-
sions, then the window size should be set to a small value. The effect of the maximum lag was 
negligible, however, to be consistent with the other measures, we recommend a maximum lag 
twice the window size.
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Figure 6. Distribution of t-statistics of the comparison between storytelling and baseline for each physiological 
measure. A positive value indicates higher synchrony levels during storytelling compared to baseline. Each data 
point represents one parameter configuration.
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Figure 7. Distribution of t-statistics of the comparison between storytelling and baseline of all parameter con-
figurations for each physiological measure. The color coding runs from the lowest (blue) to the highest (yellow) 
t-statistic. A positive t-statistic indicates that the level of synchrony was higher during storytelling than during 
baseline. Analysis was based on data from both baseline measures and the first and third stories. Notice that the 
scaling of the axes and the color coding are adjusted to each physiological measure to increase comparability 
between parameters. Also, the highest t-statistic was not always the highest absolute value with the latter value 
being discussed in the result section. However, the general idea of greater (absolute) t-statistics indicating better 
discrimination between the two conditions remains.
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Discussion
The phenomenon that people synchronize each other’s emotional expressions and physiological 
states has intrigued researchers in many different disciplines. Studying this phenomenon comes 
with the challenge of statistically capturing the dynamic nature of a social interaction. Over the 
years, several methods have been developed that address this dynamic to different degrees and 
in different ways. One such method is the Windowed Cross-Correlation analysis (Boker et al., 
2002). It accounts for changes in the strength of synchrony throughout an interaction and in the 
different paces in which people respond. The method requires researchers to specify parameters 
that allow us to tailor the method to the signal of interest. Albeit increasing the method’s flexibil-
ity, there is a lack of guidelines on which parameters to use for which signal, which can have an 
impact on the outcome of the analysis. The aim of the current study was to statistically determine 
the most suitable parameter settings applied to four different physiological measures: heartrate, 
skin conductance level, pupil size, and activity of the zygomaticus major muscle (associated with 
smiling). To that end, we systematically investigated the influence of a range of parameter config-
urations on two criteria: i) the ability to distinguish synchrony from pseudosynchrony, and ii) the 
sensitivity to detect change in synchrony (i.e., distinguish two within-subject conditions).

Regarding the first criterion, the results revealed that a wide range of parameter config-
urations could distinguish between the original dyads and dyads that participated in the study, 
but never engaged in an actual interaction (i.e., surrogate dyads). Additionally, a general pattern 
across all physiological measures emerged: the smaller the window size, the better the discrim-
inative ability tear apart the original dyads from the surrogate dyads. In contrast, if the window 
size became too large, the estimated level in true dyads dropped to such an extent that it became 
lower than the synchrony level estimated in the surrogate dyads. With respect to the second 
parameter, the maximum lag was generally larger than the corresponding window size. How 
much larger differed between physiological measures: the optimal maximum lag was two, four, 
and two to three times the window size for heartrate, skin conductance level, pupil size and facial 
expressions, respectively.

Regarding the second criterion, that is, the sensitivity to detect change in synchrony, the 
results were less clear cut. Here, we compared two baseline measures where people looked at each 
other in silent with periods where participants engaged in storytelling. For heartrate and facial 
expressions, the general pattern was visible with better discriminative ability between storytelling 
and baseline with smaller window sizes. For facial expressions, this pattern was, however, weak 
at best. Interestingly, differences across measures emerged of whether synchrony levels were 
higher during storytelling or baseline. (Almost) all parameter configurations for the heartrate 
and skin conductance level measures indicated higher levels of synchrony during baseline. For 
pupil size, both patterns emerged with small window sizes and maximum lags showing more 
synchrony during storytelling, whereas large window sizes and maximum lags revealed more 
synchrony during baseline. For facial expressions, storytelling showed higher levels of synchrony 
for all parameter configurations. Other than these differences between measures, the range of 
t-statistics within each measure was considerably smaller than for the surrogate data analysis, 
suggesting less sensitivity to parameter choice. In the following, we will discuss our findings 
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in depth and integrate them with theoretical considerations. In Table 2, we summarize the global 
recommendations on determining the parameter configurations. We hope that these guidelines 
provide researchers with information that assist them to make well-informed decisions about the 
optimal parameters for their WCC analysis.

Table 2
Summary of global recommendations per parameter of the WCC analysis

Parameter  Recommendations 

Window size • �Lower bound: large enough to capture meaningful information and variance within the 
signal of interest

• �Upper bound: the response duration of the signal of interest; assumption of stationarity 
is met 

Maximum lag • �Lower bound: at least as long as the window size
• �Upper bound: at most twice as long as the window size

Window and lag increment • �Lower bound: 1 datapoint
• �Upper bound: same as the window size / maximum lag
• �Balance computational time and resolution: 1•5% of the window size / maximum lag

Synchrony versus pseudosynchrony–Window size
We observed that a wide range of window sizes was able to distinguish between synchrony and 
pseudosynchrony. However, in general smaller window sizes performed better. However, if the 
window size became too large, synchrony levels dropped to the extent that the levels became 
lower for the true dyads than the surrogate dyads. How can this general pattern across measures 
be explained? To understand it, let us quickly recapture the purpose of the surrogate data analysis. 
As introduced above, the aim is to destroy any synchrony that is the result of interpersonal pro-
cesses while preserving all other statistical properties by generating new dyads that participated 
in the study, but never actually interacted. This way we know that the null hypothesis that there 
is no synchrony between participants is true. As the null hypothesis will be true independent 
of the parameter configurations, the distribution of cross-correlations stays constant across all 
parameters. In contrast, for the original dyads, synchrony does emerge, which we expected based 
on prior research. During a dynamic interaction, there are moments when dyads are in sync, but 
also out of sync (Boker & Rotondo, 2002). If the window size becomes too large, both moments of 
synchrony and “anti-synchrony” are likely to be included into one window segment, substantially 
reducing the strength of synchrony. This causes a drop in overall synchrony that can be lower 
than in the surrogate dyads with no synchrony at all (i.e., no synchrony and no “anti-synchrony”). 
On the other hand, decreasing the window size decreases the variance within a window causing 
the overall synchrony level to increase. Specifically, as seen in Equation 1, the cross-correlation 
is calculated by dividing the distance between each datapoint and the mean of the window seg-
ment by  its standard deviation. The smaller the window size, the less change for variation to 
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occur within a window (i.e., the smaller the standard deviation), which causes the correlation 
to increase. Thus, while the distribution of correlation estimates stays constant for the surrogate 
dyads, the estimates for the original dyads increase with smaller window sizes. Consequently, the 
distance between the mean of these two groups becomes increasingly larger, causing the general 
pattern we see across the physiological measures. This pattern is therefore an intrinsic character-
istic of the way the cross-correlation is estimated applying to all types of time series.

The question then arises whether steadily decreasing the window size will also steadily 
increase the ability to distinguish synchrony from pseudosynchrony. The short answer is no. 
Imagine the extreme case, where the window size consists of two datapoints. These two data-
points hold very little information and would only allow possible correlation values of -1 and 1. 
This reduces the sensitivity for measuring synchrony and therefore for distinguishing synchrony 
from pseudosynchrony. Consequently, somewhere between a window size containing two data-
points and the smallest window sizes we examined, there will be a turning point, where the two 
types of dyads will become distinguishable.

Although statistically possible, making the window size as small as possible (but above the 
turning point) is not advisable for two reasons: (1) a sufficient number of data points are needed 
to reliably estimate correlation coefficients (Schönbrodt & Perugini, 2013), and (2) the window 
should capture a meaningful response. As outlined earlier, in order to reliably estimate a correla-
tion coefficient, a recent study showed that 65 to 250 datapoints are necessary depending on the 
strength of the correlation. With a sampling rate of 20Hz across all measures, we therefore used 
a window size of at least 3 seconds (60 datapoints). If researchers want to further decrease the 
window size, they should increase their sampling rate accordingly. With that said, a window size 
must include responses constricted by a meaningful upper and lower bound.

In the current study, we narrowed the possible values for the window size parameter 
by  showing a  range of parameters that qualify as potentially suitable parameters. How can 
researchers choose between these options? To answer this question, let us go back to the aim 
of cutting the time series into segments in the first place, namely, reducing the non-stationarity 
in the signals. A stationary signal has constant statistical properties with, among others, a con-
stant mean and standard deviation within that signal. In a dynamic interaction, the strength of 
synchrony (our statistical property of interest) will vary between moments of strong and weak 
synchrony. The window size needs to be small enough such that the synchrony level stays con-
stant within that window. Determining how small the window must be, depends on the nature of 
the signal and is contained by an upper and lower bound.

Imagine smiles of two interaction partners are coded during a conversation such that a per-
son either smiles or not. If the two participants smile at the same time for the same duration, 
there will be perfect synchrony between them for the entire duration of the two smiles (given an 
appropriate correlation measure for categorical variables). In this case, the window size could be 
as large as the duration of the smile because the level of synchrony is constant during that inter-
val. However, if the smiling response occurs in a real conversation and is measured continuously 
reflected in the activity of the zygomaticus major (as in the current study), there are variations 
in latency, magnitude and duration of the smiles within and between individuals. In this case, the 
level of synchrony is likely to change even within the window that would have been categorized as 
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a “smile” in the artificial categorical scenario just described. For example, one person might show 
a long, pronounced smile, while the other person might smile later and and for a shorter length 
of time. Then the synchrony would only occur during the short time where both people smile 
simultaneously. Therefore, the window size should be smaller than the duration of a “typical” smile 
to capture these variations. More specifically, we recommend a window size that is at most half 
the response duration, such that at least two estimates of the level of synchrony will be computed 
for that response capturing changes in synchrony that are twice the speed of the overall response.

Other than the upper bound for window size being smaller than the response duration of 
interest, there is a lower bound as well. In particular, the window size should be large enough to cap-
ture meaningful variations within a response. For example, if the signal of interest is skin conduc-
tance level, a window size of 1 second would contain straight lines in most windows. This produces 
extreme cross-correlations without capturing meaningful changes in the signal. On the other hand, 
applying the same window size to facial expressions might be considered a medium to large window 
given that a smile has been shown to last 500ms to 4 seconds (Frank, Ekman, & Friesen, 1993). Both 
the upper and lower bound therefore determine the potential values for the window size.

When talking about “the duration of a  response” we realize that this can be difficult to 
define as physiological measures show great variations within and between individuals. In the 
section “physiological boundaries” below, we provide an overview of the “typical” temporal char-
acteristics of each physiological measure realizing that this overview is far from being exhaustive. 
It is beyond the scope of the current paper to provide concrete guidelines for this matter and it 
is up to the researcher to decide on which responses she is interested in. As the most suitable 
(range of) window size(s) likely differs across situations and conditions, choosing a window size 
should be seen as a hypothesis that is tested, namely, that responses synchronize that are equal to 
or longer than the window size chosen. Although faster responses are still included in the window 
segments, they are likely to be averaged out and changes in the faster responses will be reduced. 

If the researcher has no strong a priori hypotheses, multiple window sizes can be tested 
across a range of possible values taking a data-driven bottom-up approach to determine the best 
parameter choice. Obviously, it is not realistic that researchers perform such elaborated analyses 
as in the current study, however, comparing two to three potential values can shed light on the 
rate at which synchrony occurs in a particular context. Of course, it is unlikely that people will 
synchronize on one specific response duration only, so one would expect more similar results for 
window sizes closer together. However, referring to “skin conductance synchrony” based on one 
parameter setting is likely an overgeneralization and needs more detailed investigation.

To conclude, the results of the current study indicate that a  range of window sizes is 
able to detect synchrony that occurs as a result of interpersonal processes with a preference for 
shorter window sizes. From a  theoretical perspective, the range of potential window sizes is 
contained by (i) an upper bound defined by the length of the duration of the responses under 
investigation and (ii) a lower bound defined by sufficient variation within the window. Rather 
than searching for that one most suitable parameter for each physiological measure, choosing 
a window size should be seen as a hypothesis being tested. Importantly, researchers need to be 
specific about what aspect of a signal they investigate which should be clearly stated in both 
their hypothesis and conclusions.
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Synchrony versus pseudosynchrony: maximum lag
Our results revealed that the maximum lag was less influential than the window size, yet not triv-
ial. In contrast to the window size, the optimal maximum lag differed between the physiological 
measures. For heartrate, pupil size, and facial expression, the optimal maximum lag was around 
5–10 seconds. Skin conductance level deviated from the other measures with the optimal param-
eter being around 20–25 seconds. This is consistent with the fact that skin conductance level is 
a considerably slower signal compared to the others. However, it contrasts the finding reported 
by Robinson and colleagues (1982) who showed that synchrony in skin conductance response 
within, but not outside the range of 7 sec was associated with the empathetic relationship 
between therapists and clients. Such discrepancy can be explained by the fact that while these 
authors concentrated on the phasic response, we have focused on the tonic, slower responses. 
This underscores the importance of being specific about what aspect of a signal the researcher is 
interested in and shows again the importance of the theoretical consideration for choosing the 
parameter configurations for the WCC analysis. In the following, we aim to provide the reader 
with a sense of how the maximum lag influences the analysis.

Essentially, the maximum lag indicates how far responses between participants can lie apart 
that can still be considered a response to one another. Thus, similar to choosing the window size, 
the maximum lag considerably depends on the interest of the researcher. Given their link, it seems 
reasonable to choose the maximum lag in relation to the window size. In line with our findings, we 
recommend using a maximum lag that is equal to or twice the size of the window. For simplicity, 
let us assume that stationarity is met for the length of a full response, all response cycles have the 
same length and the window segments start at the beginning of a new response. If the maximum 
lag is the same length as the window size, the window segment of Person A will be shifted away 
from the segment of Person B (and vice versa) until the two segments succeed one another with 
no overlap in time. When Person A, now later in time, shows a response, then Person B reacts right 
after the response of Person A. Thus, over the range of all considered lags, synchrony can happen 
between people being in sync (lag = 0) and people responding to each other in direct succession. 
In a similar vein, setting the maximum lag to twice the window size means that there can be up 
to a  full response duration between the responses of the interacting individuals. For example, 
imagine the measure of interest is facial activity and the window size is 2 seconds. If the maximum 
lag is 4 seconds, then two smiles that occur simultaneously up to the situation that they are 4 
seconds apart from each other are considered synchronized responses. The latter situation seems 
still reasonable in the context of a real conversation, yet on the upper limit. Therefore, expanding 
the maximum lag to 6 seconds likely increases the chance of linking two unrelated events to one 
another. The decision to set the maximum lag equal to or twice the window size depends on the 
researcher’s preference of what she considers reasonable in the context of interest. In a controlled 
environment with straightforward, stereotypical displays of emotions, a  person should react 
rapidly and a smaller maximum lag might be sufficient. However, in a natural interaction where 
ambiguous expressions and verbal conversations require more elaborated processing, a response 
might take longer and therefore a  larger maximum lag might be appropriate. In addition, the 
latency of a response itself is important, especially in relation to the response duration. For exam-
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ple, if a response is expected to be initiated rapidly, but last relatively long, a small maximum lag is 
sufficient. However, if the latency of a response is long and the duration of the response short, then 
a longer maximum lag is required. In sum, as a general rule of thumb we recommend a maximum 
lag of at least equal to and at most twice the size of the window size.

We would like to point out that the results considerably deviated for the skin conductance 
level. While the three other measures showed the largest discrimination between synchrony and 
pseudosynchrony for a maximum lag that was about twice the window size, for skin conductance 
level it was four times (around 20–25 seconds). As described above, this is consistent with the fact 
that skin conductance level is a substantially slower response compared to the other signals. One 
might therefore argue that the associated window size of 5 seconds might be too small capturing 
mostly responses with little meaningful variation. Increasing the window size might therefore be 
advisable, which then align with our recommendation of choosing a maximum lag that is at most 
twice the window size. In conclusion, our findings revealed that from a statistical point of view, 
the maximum lag is less influential than the window size. Nevertheless, this does not safeguard 
the researcher from using any parameter and tailoring it to the nature of the signal of interest is 
essential. Here, we have provided more information about the meaning of the maximum lag and 
recommended to specify the maximum lag equal to or twice the window size.

Window and lag increments
In the current study, we have adjusted the increments such that the windows and lags moved 
by  10% of the window size and maximum lag, respectively. This was a  choice of practicality, 
reducing the computational time in light of the huge amount of analyses run while keeping the 
resolution sufficiently high. As already mentioned at the beginning of the paper, both param-
eters determine the resolution of the changes occurring between window segments and lags. 
Ideally, the increments should be as small as possible (i.e., 1 data point). However, the increments 
heavily influence the computational time which is why researchers might want to increase these 
parameters. Nevertheless, the increments should never be set higher than the window size and 
maximum lag themselves. In case the lag increment is equal to the maximum lag, three situations 
are analyzed: people responding in sync (lag = 0), Person A responds to Person B with a delay 
of the maximum lag, and Person B responds to Person A with a delay of the maximum lag. For 
the window size, two adjacent segments would not overlap. If the increment would be greater 
than the window size, there would be a gap between two adjacent segments. This is problematic 
because moments of synchrony occurring during that gap are missed. Generally, unless research-
ers are specifically interested in one particular time lag, we recommend keeping the increment 
small in relation to the window size. Using the 10%-rule of thumb was fine for the current study, 
however, we needed to account for an enormous amount of analyses. We believe that reducing the 
percentage to 1 to 5% offers a good balance between analysis sensitivity and computational time.
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Change in synchrony
Besides the ability to detect synchrony, we also investigated the effect of the parameter config-
urations on  the sensitivity to detect change in  synchrony. The results were less clear-cut here. 
While for heartrate and facial expression synchrony, the general pattern of smaller window 
sizes increasing the discrimination ability was (weakly) apparent, it was not observed for skin 
conductance level and pupil size. Additionally, the primary and replication analyses sometimes 
showed large deviations. For example, for the skin conductance level, the greatest differences 
between conditions was apparent for a window size of 5 seconds in the primary analysis and 18 
seconds in the replication analysis. On top of that, there were differences between measures and 
parameters in whether synchrony levels were higher during storytelling or baseline. In particular, 
for heartrate and skin conductance synchrony, (almost) all parameter configurations suggested 
higher levels of synchrony during baseline, whereas the reverse was evident for facial expres-
sions. Such discrepancy might be explained by the function of the signal. Facial expressions are 
displayed for communicative purposes which is particularly important during storytelling where 
people react to one another more than during silent moments of eye-contact during baseline. 
While arousal levels also play a crucial role during conversations, during the baseline measure 
people could concentrate on  each other nonverbally and were not “disturbed” by  engaging 
in conversations, overall leading to higher synchrony during baseline. On top of that, the baseline 
condition consisted of two baselines measures with the second being preceded by the breathing 
exercise where participants were instructed to synchronize their breathing. This might have influ-
enced the second baseline measure leading to higher overall synchrony levels. In general, given 
the lack of clear patterns and inconsistencies between the primary and replication analyses, we 
refrain from giving recommendations for parameter configurations based on these results.

The inconclusiveness of the results might be attributed to two potential explanations: (1) 
the difference between the two conditions was negligible and the sensitivity to detect such small 
differences was barely affected by  the parameters; (2) there were differences between the two 
conditions, but the method was not sensitive to detect them. In support of the first explanation, 
in two previous studies, we have used parameters included in the current analysis with which we 
were able to detect differences in within-subject conditions and could link it to interpersonal out-
comes (Behrens et al., 2019; Prochazkova, Sjak-Shie, Behrens, Lindh, & Kret, 2019). The method 
therefore has been shown to be sensitive in other contexts. However, future studies are needed to 
address this question using either simulated data or more extreme conditions where the differ-
ence is more pronounced and possible differences between parameters are more likely to show.
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Physiological boundaries
Every physiological measure has its temporal characteristics and we will give a short overview for 
each of the four measures considered in the current study. First, the time course of heartrate is 
controlled by several physiological processes that can operate to varying degrees depending on the 
situation and psychological process of interest. Generally, parasympathetic nervous system activ-
ity slows the heartrate down, while sympathetic activity increases heartrate. While parasympa-
thetic activity is associated with fast changes in heartrate and is predominantly related to breathing 
(changes within millisecond to second range), sympathetic activity takes more time to show and 
is attributed to changes in arousal levels (changes within second range) (Berntson, Cacioppo, & 
Quigley, 1991). The pace of the heart can change on a beat-by-beat interval and the peak of heart-
rate acceleration has been shown to occur within the first 4 seconds (Critchley et al., 2005). The 
duration of a response to an external event (e.g., stimulus presentation) usually takes around 5–8 
seconds, although full recovery from stressful events can take several minutes (Berntson et al., 
1991; Bradley, Codispoti, Cuthbert, & Lang, 2001; Bradley et al., 2008; McAssey et al., 2013).

Skin conductance measures are indications of arousal resulting from sympathetic nervous 
system activity and are divided into tonic (skin conductance level) and phasic (skin conductance 
response) components. The tonic activity consists of gradual changes over time that vary con-
siderably between and within individuals. It decreases during rest and increases more quickly 
in  response to new events (Dawson et al., 2000). The phasic activity, the high-frequency com-
ponent of the skin conductance measure, is faster than the tonic response and reflects responses 
directly linked to an external or internal event. The latency of a response is usually between 1–3 
seconds and the time to reach the peak amplitude takes between 1–4 seconds. The duration of 
a  full response from stimulus presentation to 50% recovery of the amplitude after the response 
peak varies between 4 to 16 seconds (Dawson et al., 2000). This is consistent with a power spectral 
analysis showing that the sympathetic activity is reflected in frequencies between .045–.25 Hz, cor-
responding to response durations of 22 and 4 seconds, respectively (Posada-Quintero et al., 2016).

Changes in  pupil size can result from both parasympathetic and sympathetic activity. 
Specifically, pupil constriction is mainly controlled by parasympathetic activity, whereas pupil 
dilation is an indication of sympathetic activity. Pupil size changes in response to light are rapid 
showing a  constriction response 200ms after turning on  the light (Mathôt, 2018). Pupil size 
changes in response to psychosensory processes are slower and vary with, among others, mental 
effort and saliency of the stimulus (for a review, see Beatty & Lucero-Wagoner, 2000). The typical 
response is characterized by an initial constriction in response to the stimulus and subsequently, 
a more pronounced dilation of the pupil with a peak after 2 to 3 seconds and a total response 
duration of 4 to 6 seconds (Bradley et al., 2008; Kret et al., 2015; Oliva & Anikin, 2018).

Facial expressions consist of changes in  facial muscles such as the zygomaticus major, 
associated with smiling, and the corrugator supercilii, associated with frowning. The duration of 
a facial response depends on whether researchers investigate subtle, rapid changes or full-blown 
smiles in a natural conversation. For example, a facial response can occur as fast as 200–300ms 
in  response to stereotypical, controlled stimuli (Achaibou, Pourtois, Schwartz, & Vuilleumier, 
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2008). In a more natural setting, Frank, Ekman, and Friesen (1993) showed that a Duchenne smile 
of enjoyment lasts between 500ms to 4 seconds. Accordingly, response windows used in previous 
studies greatly differ ranging from 1.4 – 5 seconds after stimulus onset showing static images 
(Achaibou et al., 2008; Drimalla, Landwehr, Hess, & Dziobek, 2019; Lang, Greenwald, Bradley, 
& Hamm, 1993), to 15 second intervals investigating facial activity in real-life interactions (Hess 
& Bourgeois, 2010). This section gives a brief glimpse into the temporal characteristics of the 
physiological measures we have focused on in this paper. However, we would like to emphasize 
that this overview is far from being exhaustive and researchers need more elaborated knowledge 
to make well-informed decisions about the signal of interest.

Limitations
There are a few limitations that we would like to point out. First, in the current study we concen-
trated on the window size and maximum lag parameters, while setting the window and lag incre-
ments to 10%. A systematic investigation of the effect of changing these parameters is needed. As 
mentioned earlier, estimations of the level of synchrony will stabilize with smaller increments 
such that decreasing the increments even further will add little information at the cost of extra 
computational time. Although we propose to set the increments to 1– 5% of the window size and 
maximum lag, this suggestion is not based on statistical analyses and future research is needed to 
determine the optimal balance between sensitivity and computational time. Second, the general 
guidelines we propose in Table 2 may not be generalizable to other measures of synchrony and 
may not be applicable to other biological time series. Researchers should therefore be careful with 
making any inferences about other statistical analyses and time series than used in the current 
study. Third, all data come from a single study and is subject to method variation. To reduce such 
variation, we ran all analyses twice with different data from the same study. However, this does 
not address method variations that are the result of the study itself and future studies should rep-
licate our findings in a different dataset. Finally, we changed the original plan for the comparison 
of time intervals as outlined in Appendix D1. A more tailored study design may have observed 
more specific results, in particular with the regard to the sensitivity to detect change in synchrony.

Future directions and conclusions
The most important lesson the current study teaches us is that researchers need to be precise 
in what they (aim to) investigate as defined by the parameters specified in the analyses. In the 
current study, dyads synchronized on  a  range of response windows. However, this might not 
always be true, especially, if  the aim is to link it to specific psychological processes that might 
be influenced by  only particular physiological processes. Future studies are therefore needed 
that make more refined distinctions of which components of a particular physiological signal is 
involved in the process of interest and how the different components interact. This will facilitate 
making well-informed decisions about the response windows and shed more light on the biolog-
ical underpinnings of psychological processes.
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Before making well-informed decisions on the parameter configurations within a particular 
method, it is important to realize what the differences are between methods. WCC analysis is one 
of many possible methods and each method has its strengths and weaknesses. While one method 
might be appropriate for one, it might not be for another depending on, among others, the type of 
data (e.g., continuous or categorical measures) and the measure of interest (e.g., strengths versus 
frequency of synchrony; global versus time-sensitive measure of synchrony) (Gates & Liu, 2016; 
Schoenherr et al., 2018). For example, we chose to treat facial muscle activity as a continuous 
measure. However, researchers might also be interested in investigating concrete events of, for 
example, smiling and its synchrony in a conversation. Here, the analysis developed by Altmann 
(2011) might be appropriate where time series are first categorized into intervals of synchrony 
and intervals of no synchrony before measures of the strength and frequency of synchrony are 
computed. Despite using the same data, the outcomes can be somewhat different as demonstrated 
by  Schoenherr and her colleagues (2018). Performing an exploratory factor analysis on  seven 
linear time series analyses and different outcome variables (among others the WCC analysis), 
they reported that all these methods measure the overall phenomenon of synchrony, but could 
be categorized into three correlated, yet distinct facets of synchrony: the strength of synchrony 
of the total interaction, the strength of synchrony during synchronization intervals, and the fre-
quency of synchrony (Schoenherr et al., 2018). The WCC analysis as performed in the current 
study reflects the first facet. Researchers should therefore refine which facet of synchrony they are 
interested in and choose the appropriate methods accordingly.

The aim of the current study was to optimize the parameters for the WCC analysis from 
a statistical point of view. The initial idea was to provide researchers with concrete guidelines 
on which specific parameters would be most appropriate for the four physiological measures. 
However, the results show that when the aim is to detect synchrony, the parameters follow a gen-
eral pattern that is not specific to the signal of interest, but rather a result of intrinsic character-
istics of how the cross-correlation is calculated. That does not mean that the parameters should 
not be tailored to the signal of interest. Instead, theoretical considerations should be integrated 
with the findings observed in  the current study. Here, there is no one-fits-all solution, which 
might not be surprising given that we aim to capture a highly complex process. The current study 
narrows down the range of possible parameters and we provide guidelines on how to tailor the 
parameters further to the interest of the researcher. Being specific and transparent about these 
choices will increase the comparability across studies and add more and more pieces to the puzzle 
of understanding the phenomenon of synchrony.
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General discussion
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Human cooperation is an incredible phenomenon that comes in  many forms including two 
to thousands of individuals, from a  single occasion to multiple across decades, from carrying 
a heavy wardrobe up the stairs to international collaborations, and from infancy to adulthood. 
How can cooperation succeed on so many different levels? The current thesis investigates the role 
of nonverbal communication in successful cooperation and how such link can be most reliably 
tested in  the lab. Specifically, in  two chapters I demonstrate how face-to-face interactions can 
boost cooperation between strangers. Additionally, I place the tasks I use to measure cooperation 
into the broader context of prosocial behavior and zoom in on how to statistically capture the 
strength of synchrony between interaction partners. In the following, I start by summarizing the 
main findings from the studies presented in Chapter 2 to 5 and subsequently discuss their theo-
retical and methodological implications before I close up with concluding remarks.

Summary of the main findings
In Chapter 2, I presented a  study where I aimed to investigate whether economic games and 
more naturalistic, interactive games measure similar behavioral tendencies, that is, prosocial-
ity. To test this, 74 participants played six different prosocial behavior tasks in a within-subject 
design. In dyads, participants played three variants of a social dilemma game: the original and 
an extended version of the Prisoner’s Dilemma game (extending the response options from two 
to six), and a Rope-Pull game (based on the same principles as the classical Prisoner’s Dilemma 
game, but requiring less cognitive abilities). Additionally, participants played an Egg-Hunt game 
(people could help another participant to collect more Eastern eggs), the Hidden-Profile game 
(participants needed to exchange information to make the correct decision), and a  Tangram 
game (participants completed puzzles together). A Principle Component Analysis showed that 
behavior across these tasks was best captured by two components termed “social dilemma games” 
and “naturalistic games”. The three variants of the social dilemma game loaded positively on the 
first component. Behavior in  these games was distinct from behavior in  the more naturalistic 
games. This finding demonstrates that the behavioral consistency observed in previous studies 
using economic games does not generalize to more ecologically valid games. The Egg-Hunt game 
loaded positively and the Hidden-Profile task loaded negatively on  the second component. In 
other words, the more eggs a person collected for their partner during the Egg-Hunt game, the 
less information s/he shared during the Hidden-Profile game. One possible explanation for this 
finding is that people shared their information in an attempt to convince their partner of their 
own opinion, reflecting selfish behavior and therefore showing a negative correlation with helping 
behavior in the Egg Hunt game. Regarding the “social dilemma games” component, the finding 
that the original and extended Prisoner’s Dilemma game clustered together was particularly rele-
vant as I used these games to measure cooperation in Chapter 3 and 4, respectively. The fact that 
they clustered together supports the idea that they tap into similar behavioral tendencies. This is 
crucial because the aim of extending the classical Prisoner’s Dilemma game was to preserve the 
same principle of the game and measure similar behavioral tendencies, while only changing the 
scale of the measure.
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In Chapter 3, I  investigated the beneficial effect of nonverbal communication on coop-
eration and how it is affected by past experience with the interaction partner. To that end, two 
participants (N = 116) played multiple rounds of the Prisoner’s Dilemma game. During some 
rounds, participants could see each other, while during other rounds a visual cover between them 
prevented nonverbal communication. Additionally, dyads received either no, correct, or random 
(50% incorrect) feedback about each other’s decisions after each round. Our results revealed that 
these two sources of information operated independently: face-to-face contact promoted coop-
eration and knowing the partner’s previous decisions increased cooperation, but these two types 
of information would not strengthen or weaken their individual effects on  cooperation. Even 
if the participants heard that their partner acted selfishly in the previous round, the beneficial 
effect from seeing each other still worked. In other words, face-to-face contact had a robust effect 
on cooperation, even if a person could not verify that the interaction partner reciprocated the 
cooperative act or if the other person had been selfish before.

In order to explain why face-to-face interaction has such positive effects on cooperative 
behavior, I investigated physiological synchrony as a potential underlying mechanism in Chap-
ter 4. To investigate the involvement of this mechanism, I tested 152 participants in a  similar 
set-up as the previous study with two differences: (1) throughout the experiment, participants’ 
physiological responses were measured (i.e., heartrate and skin conductance level) and (2) the 
payoff structure of the Prisoner’s Dilemma game changed from a 2 ⨯ 2 to a 6 ⨯ 6 structure (both 
versions of the game measure similar behavioral tendencies as shown in  Chapter 2). Results 
showed that physiological synchrony emerged during social interactions and that it was related to 
the cooperative success of dyads. Interestingly, although physiological synchrony developed for 
both heartrate and skin conductance level, only the latter showed the predicted beneficial effect 
on cooperation. This indicates that aligning each other’s responses on the sympathetic level was 
particularly important for how well two individuals worked together.

In the last study presented in Chapter 5, I dove deeper into the methodological challenges 
of properly quantifying interpersonal synchrony. I refined an existing analysis that was developed 
by Boker et al. (2002) and that I applied in Chapter 4, by tailoring its parameter settings to four 
physiological responses in a new dataset (N = 68). Specifically, I systematically investigated the 
effects of a  range of parameters on  how well the method could discriminate real dyads from 
people who were artificially paired into dyads but never actually interacted (i.e., surrogate dyads). 
I observed that the choice of parameters influenced the ability to distinguish the original dyads 
from the surrogate dyads and that similar patterns in parameters emerged between signals pin-
pointing to an intrinsic characteristic of the method. Nonetheless, the best choice of parameters 
differed between physiological measures as they should be tailored to the time course of the 
(component of the) signal of interest. Based on these considerations, I developed guidelines for 
each physiological measure to increase the comparability of research findings across studies.

Up until now, this dissertation has followed the order of studies starting from a board per-
spective and then zooming in more and more on specific aspects of the previous study. With such 
an approach I aimed to answer the questions of how nonverbal communication between individ-
uals affects cooperative success and how it can be best investigated in the lab while safeguarding 
ecological validity. While Chapters 3 and 4 answer the first question with mainly theoretical 



General discussion 101

6

implications, Chapters 2 and 5 address the second question which concerns predominantly meth-
odological challenges. In the following, I will discuss the implications of the main findings in light 
of this distinction: theoretical and methodological implications.

Theoretical implications
The main theoretical question of the current thesis concerns how nonverbal communication 
affects cooperative success. In the first study (Chapter 3), I replicated previous studies showing 
that access to nonverbal communication is beneficial for cooperation. I extended such finding 
by demonstrating the robustness of the effect: face-to-face contact boosts cooperation to a similar 
extent if a person has past experiences with another person, or if she has no explicit knowledge. Of 
course, receiving information about another person still strongly influences people’s willingness 
to cooperate. As outlined in Chapter 1, knowledge about other people’s behavior facilitates the 
prediction of future behavior and provides a straightforward way to verify whether the prediction 
was accurate and whether that person can be trusted during future encounters. In a similar vein, 
nonverbal communication provides information about a  person’s intentions which facilitates 
the prediction of that person’s next decision. Contrasting our expectations, these two sources of 
information operated independently on cooperation. Face-to-face contact can even “overrule” 
the urge to reciprocate a selfish act. In other words, our study suggests that nonverbal communi-
cation boosts cooperation to a certain degree and that that degree is constant independent of how 
much and what a person knows about the other individual.

The question of how face-to-face contact exerts its positive effects on  cooperation was 
the focus of Chapter 4. As outlined in Chapter 1, researchers have proposed that humans have 
developed a refined signaling system of intentions where a variety of explicit and implicit signals 
facilitates nonverbal communication in social interactions (Boone & Buck, 2003). Additionally, 
our own emotions and their associated changes in  inner states influence our decision-making 
(Damasio et al., 1996; Loewenstein & Lerner, 2003). Both approaches focus on how intrapersonal 
changes in either the observer or the observed are perceived. However, when moving from indi-
viduals’ willingness to dyadic success of cooperation, I show that the signaling system incorpo-
rates an interpersonal, dynamic back-and-forth component. In fact, looking at implicit responses 
on the intrapersonal level was not informative of cooperative success. Instead, the study demon-
strates that it is that extra layer of interpersonal communication that emerges over and above 
the individuals’ responses during social interactions that determines how well individuals within 
dyads work together.

Similar to the intrapersonal level, interpersonal communication incorporates a  range of 
different signals apparent on the explicit and implicit level. In the current thesis, I focused on two 
physiological responses, heartrate and skin conductance level. Other studies have shown that 
other types of synchrony also influence prosocial behavior such as facial mimicry, movement and 
vocalization synchrony (for reviews, see Mogan, Fischer, & Bulbulia, 2017; Palumbo et al., 2017; 
Prochazkova & Kret, 2017; Rennung & Göritz, 2016). This makes sense for two reasons: (1) given 
the subtle nature of physiological responses, synchrony on such level must emerge through other 
visible signals and (2) the more (explicit and implicit) expressions are synchronized, the better 
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ambiguous expressions can be interpreted and the better a person can feel herself into the other 
person. Regarding the first reason, I observed that when people aligned their arousal responses 
reflected in  skin conductance level changes, they were more successful to cooperate. Changes 
in skin conductance level are not directly visible to other people. Thus, the associated changes 
in arousal must be reflected in other, visible cues. This is also supported by the finding that syn-
chrony increased with face-to-face contact compared to when a visual cover prevented nonverbal 
communication. In Chapter 4, I argue that pupil dilation and blushing might be potential cues as 
they are linked to changes in skin conductance and heartrate (Bradley et al., 2008; Dijk et al., 2011; 
Voncken & Bögels, 2009). In other words, people need to attend and possibly synchronize with 
other signals in order to reach the synchrony on the implicit, physiological level.

With respect to the second reason, our emotions and intentions are reflected in a range of 
explicit and implicit expressions. One expression can be interpreted in different ways depending 
on the context in which the expression is displayed and the combination with other expressions. 
For example, a smile can signal, among other states, subordination (Hecht & LaFrance, 1998), 
seeking of approval (Cashdan, 1998), or expressing embarrassment (Goldenthal, Johnston, & 
Kraut, 1981). One way to reduce the ambiguity and thereby helping to infer the meaning of a smile 
is to look at other signals complementing that smile. For example, expressing embarrassment is 
likely to be accompanied by blushing. Not only observing, but also synchronizing these different 
expressions can help to emotionally align with the person which subsequently affects behavior 
towards that person (Preston & de Waal, 2002). From this it can be argued that the richer the rep-
resentation of another person’s inner state through synchronization of different expressions, the 
stronger the emotional contagion and the more pronounced the potential effect on subsequent 
(prosocial) behavior. It is therefore likely that, although I only measured physiological measures, 
individuals synchronized on  multiple levels. Following this argumentation, the answer to my 
research question of how nonverbal communication affects cooperative success is that we rely 
on a complex interpersonal signaling system incorporating different behavioral and physiological 
components that, when integrated, facilitates prosocial behavior towards one another.

Methodological implications
The second question the current thesis aims to answer is how we can best measure the link 
between nonverbal communication and cooperation in  the lab from a  methodological per-
spective. Specifically, in Chapter 2 I addressed the question of what we measure in light of how 
different prosocial behavior tasks address similar or distinct behavioral tendencies. In Chapter 5, 
I scrutinized the question of how we measure physiological synchrony. Here, I refined the method 
of how to optimally quantify physiological synchrony which forms the basis to investigate its 
causes and consequences and to compare findings between studies. In the following, I will dis-
cuss the methodological implications of these two studies with regard to the theoretical findings 
presented above.

In Chapter 3, I used the Prisoner’s Dilemma game to measure cooperative behavior. In the 
follow-up study presented in Chapter 4, I changed the game from a dichotomous choice to a six-
point scale, aiming to capture more fine-grained changes in cooperation. Despite this change, the 
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two versions should still tap into the same behavioral tendencies, which was crucial as I investi-
gated the underlying mechanisms of the effects observed in Chapter 3 in Chapter 4. Integrating 
the findings of both chapters with the results presented in Chapter 2, I am confident that this was 
indeed the case for two reasons. First, I demonstrated that behavior in these two versions were 
correlated suggesting that people who cooperated in  one version also cooperated in  the other 
version. Second, the cooperation rates observed in Chapter 2 were comparable to the rates seen 
in Chapter 3 and 4 for the original and extended version, respectively. Such consistencies support 
the choice of using the social dilemma games in both studies as a measure of cooperative behavior. 
In a next step, it is crucial to investigate whether the effects observed in Chapter 3 and 4 also gen-
eralize to more ecologically valid settings. The findings presented in Chapter 2 suggest that such 
generalization is challenged by methodological issues that come into play when moving away from 
the controlled setting of the economic games. Factors such as individual differences in skills to 
complete a task, ambiguity in the motivation behind behavior, and differences in the clarity of how 
to act prosocially are likely to influence the behavior displayed in a game. These methodological 
issues should not refrain researchers from studying synchrony in real life settings. In fact, our lab 
has successfully studied the influence of physiological synchrony in a blind-date experiment that 
we conducted during a festival (Prochazkova et al., 2019). However, the behavior of interest might 
be noisier and researchers need to take into account these differences when choosing a paradigm 
for their study and when comparing results between studies using different paradigms.

Moving the focus away from measuring cooperation to synchrony, one essential question is 
how strongly results on synchrony are influenced by the way it is quantified. Variations can orig-
inate from differences within and between methods. In Chapter 5, I focused on within-method 
variations and investigated how parameter settings within the Windowed Cross-Correlation 
analysis can cause such variation. In short, the method segments the time series of two interacting 
individuals into smaller, overlapping segments, also called windows, and calculates the cross-cor-
relation between each segment. Additionally, for each segment the two time series are shifted 
away from each other up to a maximum lag. The size of the window and the maximum lag are two 
parameters that have been shown to influence the estimation of synchrony (Robinson et al., 1982; 
Schoenherr et al., 2019). In Chapter 5, I investigated the effect of the two parameters in the context 
of four physiological responses. I observed great variations between parameter configurations with 
a general pattern apparent in all signals: smaller window sizes were generally better in detecting 
synchrony. Nevertheless, there was a range of values that showed that ability, leaving the decision 
on which parameter to use to theoretical considerations. Regarding the maximum lag, the results 
revealed that this parameter was less influential than the window size, yet not trivial. The optimal 
maximum lag was around twice the window size. Based on these findings and theoretical consid-
erations, I provide general recommendations on setting the window size and the maximum lag. 
However, I could not provide concrete optimal values for both parameters, leaving this choice to 
the researcher. Importantly, rather than searching for that one-fits-all solution, setting the window 
size to a specific value should be seen as testing a hypothesis, namely, whether people synchronize 
their responses that are equal to or longer than the window size chosen. In other words, different 
parameter choices constitute different hypotheses. Consequently, it is crucial that the researchers 
specify their choices both in the hypothesis and conclusion.
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How can these conclusions be integrated with the results presented in Chapter 4, where I 
used this WCC analysis to quantify synchrony? In Chapter 4, I chose a window size (8 seconds) 
that falls in the range of appropriate values based on the results presented in Chapter 5. However, 
it is important to note that I did not apply the same surrogate data analysis in Chapter 4. Instead, 
I performed a down-graded version of the surrogate data analysis, where I compared the original 
dyads to one iteration of newly generated dyads rather than every possible dyad combination (see 
Chapter 4 for an explanation). As both variants are based on similar principles, I would expect 
similar results. Nevertheless, the surrogate data analysis allows for stronger conclusions because 
the level of pseudosynchrony can be estimated more reliably with a  distribution of random 
dyads compared to one random dyad. Albeit less sensitive, the down-graded analysis performed 
in Chapter 4 was still sensitive enough to distinguish between the original and random dyads 
with the parameters chosen.

The choice of two other parameters might have undermined the effects presented in Chap-
ter 4, in particular the maximum lag and the window increment. While the window size was 8 
seconds, the maximum lag was 4 seconds. In Chapter 5, I recommend using a maximum lag 
of at least the size of the window. Therefore, the maximum lag used in Chapter 4 is half the 
recommended size. Additionally, I recommend using a window increment that is 1–5% of the 
window size. Therefore, for the analysis performed in Chapter 4, an increment of 80 – 400ms 
would have been preferred over the 2 seconds increment I used. Although the parameters cho-
sen in Chapter 4 are not incorrect, the relatively small maximum lag and the relatively large 
increment result in a  less sensitive analysis. With respect to the maximum lag, responses that 
lied further apart from each other than 4 seconds were not detected, potentially missing some 
moments of synchrony. This is especially the case for skin conductance level because it is a slow 
signal and therefore responses to one another might have lied further apart than 4 seconds. 
Still, there were sufficient responses that occurred within the 4 second range because the level 
of synchrony was higher in the original compared to the surrogate dyads. However, our results 
most likely showed conservative levels of synchrony, assuming that synchronized responses that 
lie further apart are not qualitatively different. Similarly, the relatively large window increment 
causes less overlap between two window segments. Consequently, the resolution of how the level 
of synchrony changes over time was lower, potentially missing subtle, yet crucial changes. Impor-
tantly, I would like to stress that all of this is not to say that the chosen parameters were incorrect. 
Instead, I would like to note that I might have missed subtle changes and consequently computed 
conservative estimates of synchrony. Assuming that these subtle changes would have provided 
only more rather than qualitatively different information, I might have obtained stronger effects 
in Chapter 4, if I had used the parameter recommendations of Chapter 5, but not completely 
different results.

In Chapter 4, I was mainly interested in the change in synchrony between two conditions 
and its link with cooperative behavior. The ability to detect such change in synchrony was also 
the aim of the study presented in Chapter 5. Unfortunately, the results lacked clear patterns across 
parameter configurations and showed inconsistencies between the primary and replication ana
lysis. Such inconsistencies could have been the result of an unsuccessful manipulation between 
the two conditions and little differences between parameters, or the WCC analysis method that 
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was not sensitive to detect changes that were in fact there. The results presented in Chapter 4 sup-
port the former explanation because I observed clear differences in conditions with parameters 
included in the range of parameters investigated in Chapter 5. Thus, in Chapter 4 the method was 
sensitive to detect change in synchrony. Further in line with the argument that the manipulation 
in Chapter 5 might not have been sensitive enough is the fact that the manipulation in Chapter 
4 might have been indeed stronger as people could either see each other, allowing for nonverbal 
communication, or were prevented from nonverbal communication by means of a visual cover 
between participants. On the other hand, participants could always see each other in the study 
used in Chapter 5, either engaging in storytelling or looking at each other in silence. Thus, only 
changing the way participants interacted instead of manipulating whether they could interact 
or not might explain the small differences between conditions across parameter configurations. 
However, this interpretation is speculative and further research is needed on the sensitivity of 
parameter configurations to detect changes in synchrony.

Chapter 5 shows great variation in the strength of synchrony estimated by the same method 
with different parameters. Given such deviations within one statistical analysis method (Win-
dowed Cross-Correlation analysis), it is likely that the differences are even more pronounced 
between statistical analysis methods. As a consequence, the comparability between studies that 
use different methods is likely to be low. The few studies that have looked into physiological syn-
chrony and its link with cooperation indeed used different methods and show equivocal findings 
with demonstrating either increased heartrate synchrony, or elevated skin conductance level syn-
chrony, or no link at all in a cooperative compared to a competitive context (Chanel et al., 2012; 
Järvelä et al., 2014; Mitkidis et al., 2015; Mønster et al., 2016; Vanutelli et al., 2017). For example, 
while some researchers applied a (multivariate) recurrence quantification analysis (Mitkidis et 
al., 2015; Mønster et al., 2016), others used slightly varying forms of simple cross-correlations 
and additionally calculated a weighted coherence measure of the frequency domain (Chanel et 
al., 2012; Järvelä et al., 2014; Vanutelli et al., 2017). These methods address different questions, 
have different assumptions, and operationalize synchrony in different ways. I do not mean to say 
that one method is better than the other, but it is important to realize that they measure different 
aspects of synchrony which might explain the equivocal findings in these studies.

Schoenherr et  al. (2018) compared seven linear time series analysis methods (TSAMs) 
with different outcome scores and observed that they could be divided into three correlated, yet 
distinct facets of synchrony: the strength of synchrony of the total interaction, the strength of 
synchrony during synchronization intervals, and the frequency of synchrony. The WCC analysis 
as applied in the current thesis measured the first component. The reason for choosing a measure 
for the total interaction rather than identifying intervals of synchrony first is that I used contin-
uous measures without clear moments of activation and deactivation. The strength of synchrony 
will certainly vary over time, however, not to the extent that it is on or off as can be the case, for 
example, in motor movements. A head or hand can move or not; a heart does not stop beating 
in between. For the facial expression measure, determining the synchrony intervals could have 
been an option. However, I wanted to be consistent across measures and for the other three signals 
taken under the loop in Chapter 5, it seemed most appropriate to consider the whole interaction. 
One could, of course, still apply a certain threshold to classify synchrony intervals as performed 
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in the peak-picking algorithm developed by Altmann (2011). This option has been suggested to 
be particularly interesting for linking moments of high synchrony to specific characteristics of 
a conversation (Schoenherr et al., 2018). However, it is important to realize that investigating how 
strong people synchronize is a different question than how often they do so, and that the outcomes 
of these analyses are likely to be different. This comparison considers two analyses that could 
be considered cousins given the partial overlap in  procedures (Windowed Cross-Correlation 
and Windowed Cross-Regression analysis; Altmann, 2011; Boker et al., 2002). Other methods 
concentrate on the association between participants’ responses in nonlinear patterns or in the 
frequency domain, addressing yet other questions. It is beyond the scope of this thesis to provide 
an overview of these different methods and I would like to refer the interested readers to other 
literature (Gates & Liu, 2016; Lee-Helm, Miller, Kahle, Troxel, & Hastings, 2018; Schoenherr et 
al., 2018; Thorson, West, & Mendes, 2018). The important lesson here is that researchers should 
carefully consider different methods and be aware of what exact research question they answer 
with a given analysis. Once they have decided on the method, they should carefully choose its 
appropriate settings. Chapter 5 takes a step into this direction by providing recommendations 
on how to apply the WCC analysis to multiple physiological measures.

In summary, in this section I discussed two methodological implications when studying 
the link between nonverbal communication and cooperative behavior. First, I looked into how 
the finding that more synchronized dyads are more successful in cooperation could be gener-
alized to more naturalistic games. Integrating the findings presented in Chapter 2, I encourage 
researchers to use more ecologically valid games and investigate whether our findings could be 
generalized to these situations. At the same time, I pinpoint to the methodological challenges 
encountered when moving away from the controlled economic games that should be considered 
when choosing a paradigm for a study and when comparing findings between studies using dif-
ferent games. Second, I discussed the implications of how synchrony is quantified with different 
analyses and different settings within an analysis. Researchers are faced with a great amount of 
(correct) choices emphasizing the need to clearly specify their choices in both their hypotheses 
and conclusions. I  hope that the studies presented in  Chapter 2 and 5 will guide researchers 
in making well-informed decisions which will increase the comparability across studies and shed 
more light on the link between nonverbal communication and interpersonal processes.

Limitations and (new) open questions
As already highlighted in the “theoretical implications” section, synchrony most likely happens 
on a wide range of behavioral and physiological levels. Here, I focused on two physiological mea-
sures, looking at only one piece of the puzzle. Future research is needed where multiple, both 
explicit and implicit measures, are measured simultaneously to address questions such as “What 
are the channels through which physiological synchrony emerges?”, “How are different signals 
integrated into making a decision to cooperate or not?”, “Are some signals more synchronized and 
more important drivers for making a cooperative decision than other signals?”, “Is the number of 
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synchronized expressions crucial for how strong their (joint) effect is on cooperation?”, “Are the 
effects of different expressions and their integration similar across other (pro-) social behaviors?”. 
Conducting studies where multiple signals are measured simultaneously could provide valuable 
insight into these questions.

The current thesis concentrates on  the link between synchrony and cooperation, and 
discusses the implication for other prosocial behaviors. However, prosocial behavior is only one 
example that has been linked to synchrony. Other interpersonal processes such as sexual attraction, 
marital satisfaction and therapeutic outcomes have also been shown to be affected by synchrony 
(Levenson & Gottman, 1983; Prochazkova, Sjak-Shie, Behrens, Lindh, & Kret, 2019; Ramseyer & 
Tschacher, 2011). Is the link between synchrony and these different interpersonal processes caused 
by similar underlying processes? What other effects could synchrony have that subsequently affect 
the way individuals behave towards one another? Future studies are needed where the link between 
synchrony and social behavior is investigated further in  terms of the underlying mechanisms. 
Given that it is unlikely that each such link is tight to one specific process, including multiple mea-
sures in one study can help us disentangle the function of synchrony on different social behaviors.

Another crucial question that remains unanswered is whether synchrony is a cause or con-
sequence of cooperation. In other words, does the emergence of synchrony between two individ-
uals affect how well they subsequently work together or is the strength of synchrony a reflection of 
how well they have cooperated? In the literature, this question is reflected in two lines of research, 
either manipulating synchrony or the prosocial setting. The former has concentrated on motor 
and vocalization synchrony asking people to dance, tap, or sing together and investigate how 
prosocial behavior changes between synchronized and non-synchronized conditions (for two 
meta-analyses, see Mogan et al., 2017; Rennung & Göritz, 2016). Another related line of research 
focuses on how blocking facial mimicry impairs emotion processing, for example, in response to 
Botox treatment and in clinical populations such as the Möbius syndrome (Bogart & Matsumoto, 
2010; Neal & Chartrand, 2011). Although not directly addressing social behavior, it sheds light 
on how social interactions are affected by the lack of synchrony which can subsequently affect 
behavior. In the context of physiological synchrony, manipulating the level of synchrony in, for 
example, heartrate is less straightforward, which is why research has focused on manipulating 
the cooperative setting and investigating its effect on synchrony. Given that manipulating both 
variables affect the other suggests that the relationship is bi-directional. In line with the Percep-
tion-Action Model (Preston & de Waal, 2002), in my dissertation I adhere to the perspective of 
studying synchrony as a  potential underlying mechanism for why face-to-face contact boosts 
cooperation. Such directional effect is reflected in the study in Chapter 4 where people first look 
at each other, allowing for nonverbal exchange of information, and subsequently make a decision 
to cooperate. Thus, synchrony precedes the decision to cooperate. However, given the repeated 
nature of the design with participants playing multiple rounds in succession, it is possible that the 
reported effects are influenced by carry-over effects between rounds mirroring reflections rather 
than antecedents of cooperation. Future studies should elucidate on the question of the causal 
link between synchrony and cooperation.
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Finally, I  want to emphasize the importance of conducting real-life interaction studies. 
Cooperation is a  social concept and should therefore ideally be treated as such. This entails 
investigating cooperation in  actual interactions, moving away from one-person computerized 
paradigms. Although these paradigms provide researchers with great experimental control, they 
undermine the interpersonal processes observed in the current thesis. I took a step in that direc-
tion by letting two participants interact during the study. However, the setting was still controlled 
and performed in the lab, compromising the ecological validity of the findings. Therefore, future 
studies should investigate whether the observed effects between physiological synchrony and 
cooperation are also visible outside the lab and pass the test of practical relevance (for instance, 
see Prochazkova et al., 2019 for a study conducted at a  festival where physiological synchrony 
predicted blind-date success).

Conclusions
Large-scaled cooperation has been suggested as one of the driving forces of human’s superiority 
in the evolutionary hierarchy. Its success depends on individuals working together and thereby 
relies on how these individuals connect on a subtle, unconscious level of nonverbal communica-
tion. Despite the technical advances that globally connect human society on a hereto unknown 
scale, technology cannot replace the deep-wired, evolutionary drives to communicate and bond 
with other individuals on the biological level for which face-to-face interactions are so essential. 
The current thesis sheds light on what that nonverbal communication entails revealing a new 
layer of interpersonal back-and-forth communication that is more than the sum of the responses 
of the interacting individuals. Through face-to-face contact, people pick up subtle changes of 
arousal in  their interaction partner and adjust their own arousal levels accordingly. This con-
nection of two bodies, emerging outside our control and consciousness, influences how well we 
cooperate with each other. Alongside these great theoretical implications, I have embedded these 
findings in a methodological cushion. First, the finding that physiological synchrony is associated 
with cooperation should not be blindly generalized to more naturalistic paradigms of prosocial 
behavior without further investigation. Therefore, researchers need to know what they measure. 
Finally, zooming in on how to statistically capture the strength of synchrony between individuals, 
I emphasize that researchers need to know how they measure it.
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Appendix A1

Table A.S1
Descriptive statistics of the participants of the current study. This information was asked in an online 
questionnaire at the end of the experiment (N = 73)

Descriptive % (count)

Gender: 

Female .69 (51)

Nationality: 

Dutch .75 (55)

Non-Dutch .25 (18)

Highest completed education:

High school .52 (38)

Applied University .12 (9)

University .36 (26)

Number of siblings: 

No siblings .14 (10)

1 sibling .44 (32)

2 siblings .26 (19)

3 or more siblings .16 (12)
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Appendix A2

Descriptive statistics of the Liking and Knowing scale ratings
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Figure A.S1. Distribution of ratings for the questions “How well do you know your partner?” (left) and “How 
much do you like your partner?” (right) on a scale from 0 to 100.

Table A.S2
Descriptive statistics of how well participants know (Knowing) and how much they liked their partner 
(Liking). Each participant rated three different partners

Descriptive Knowing Liking

Median 1 70

MAD 1 16

Maximum 90 100

Minimum 0 0

N 219 219

Missing 3 3

Note. MAD = median absolute deviation; N = sample size.
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Table A.S3
Correlation between liking the partner and prosocial behavior

Game Spearman’s rho 95%-CI

Prisoner’s Dilemma .10 -.14–.33

Extended PD .28 .03–.50

Rope Pull .09 -.15–.32

Tangram -.04 -.27–.20

Hidden Profile .09 -.15–.33

Egg Hunt .14 -.13–.40

Note. CI = confidence interval.

In Table A.S3, the Spearman’s rho correlations between a person’s rating of the partner and her/
his prosocial behavior towards that person are shown. None of the outcomes of the games was 
reasonably correlated with how much participants liked each other.



Supplementary material for Chapter 2 115

A

Appendix A3

Alternative Prosocial Behavior Measures for the Tangram Game
In the following we provide descriptive statistics on possible alternative prosocial measures for 
the Tangram game on a dyadic level.

Do people perform better together than alone?

We here present three different measures to answer this question: (1) max, the number of 
completed puzzles from the participant with the highest number in  the individual condition; 
(2) sum, the sum of the completed puzzles of both participants in the individual condition; (3) 
mean, the mean of the completed puzzles of both participants in the individual condition. For 
all measures, we calculated the difference score by subtracting the number of completed puzzles 
in the cooperative condition minus the corresponding measure (max, sum, or mean). A positive 
value indicates that people performed better together than alone. The descriptive statistics of 
the difference scores are presented in Table A.S4 and the distribution of the difference scores are 
displayed in Figure A.S2–4.

Table A.S4
Descriptive statistics of the difference score between the joint performance in the cooperative condition 
minus the maximum, sum, and mean performance of the two participants in the individual condition

Descriptive Max Sum Mean

Median -1.0 -3 0

MAD 1.0 1.0 1.0

Maximum 3.0 1 4

Minimum -5.0 -6 -3

N 36 36 36

Missing 0 0 0

Note. MAD = median absolute deviation; N = sample size.
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Figure A.S2. Distribution of the difference score between the joint performance in  the cooperative condition 
minus the maximum performance of the two participants in the individual condition.
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Figure A.S3. Distribution of the difference score between the joint performance in  the cooperative condition 
minus the sum of performance of the two participants in the individual condition.
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Figure A.S4. Distribution of the difference score between the joint performance in  the cooperative condition 
minus the mean of performance of the two participants in the individual condition.

Does the difference in skills between participants influence the joint 
performance?

The Spearman’s rho is .27 with 95% CI (.04, .48) suggesting that there is a  weak relationship 
between the mismatch in people’s ability to perform the Tangram game (difference in completed 
puzzles between participants in the individual condition) and their performance together in the 
cooperative condition.
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Figure A.S5. Scatterplot of the relation between the joint performance in the cooperative condition and the differ-
ence in completed puzzles between participants in the individual condition.
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Appendix A4

Comparison of cooperation (success) rates between social dilemma 
game variants
In a  follow-up analysis, we compared the cooperation rates between the Prisoner’s Dilemma 
game, its extended version, and the Rope Pull game. The matched-pairs rank biserial correlation 
r is reported as a measure of effect size (Kerby, 2014). The largest difference was observed between 
the Prisoner’s Dilemma and Rope Pull game (Z = 4.82, r = .75, p < .001) with higher cooperation 
rates in the latter. Also compared to the extended Prisoner’s Dilemma game, the cooperation rate 
was higher in the Rope Pull game (Z = 4.10, r = .62, p < .001). Finally, participants cooperated more 
in the extended compared to the original Prisoner’s Dilemma game (Z = 2.49, r = .39, p = .013).

Furthermore, we investigated not only the cooperation rate on  the individual, but also 
on the dyadic level to see whether the willingness to cooperate translated into successful cooper-
ation. Therefore, we calculated the proportion of how many times a dyad successfully cooperated 
from the ten trials in the three games. In the Prisoner’s Dilemma and Rope Pull games, mutual 
cooperation occurred if  both participants cooperated. In the extended Prisoner’s Dilemma 
game, we looked at the mean of joint points participants received ranging from four (both fully 
defect) to six points (both fully cooperate). To make measures comparable, we transformed the 
joint points into proportions. The descriptive statistics are shown in Table A.S5 and visualized 
in Figure A.S6. Interestingly, the median of the Prisoner’s Dilemma game substantially dropped 
compared to the cooperation rate at the individual level (from .60 to .30). In the other two games, 
mutual cooperation rates also decreased compared to cooperation rates on the individual level, 
but to a lesser extent (extended Prisoner’s Dilemma: .68 versus .60; Rope Pull: .90 versus .80). 
Comparing the three games, participants succeeded least often in the Prisoner’s Dilemma game 
and most often in the Rope Pull game (extended PD versus PD: Z   = 5.19, r = 0.52, p < .001; RP 
versus PD: Z  = 5.61, r = 0.54, p < .001; RP versus extended PD: Z  = 1.69, r = 0.21, p = .091). This was 
also evident when looking at the proportion of trials participants cooperated successfully: in the 
Pull Rope game, almost half of the dyads mutually cooperated in all trials (.42), this proportion 
dropped to only .05 ( = two dyads) in the Prisoner’s Dilemma games. On the other hand, in the 
original Prisoner’s Dilemma game, a quarter of the dyads (.25) did not successfully cooperate 
in any of the trials. In the extended Prisoner’s Dilemma game, the success of mutual cooperation 
was evenly distributed throughout the spectrum.
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Table A.S5
Descriptive statistics of the proportion of mutual cooperation for the games of the “social dilemma games” 
component

Game Mean Median SD MAD Maximum Minimum Range

Prisoner’s Dilemma .35 .30 .31 .25 1.00 .00 1.00

Extended Prisoner’s Dilemma .63 .60 .23 .18 1.00 .17 .83

Rope Pull .69 .80 .34 .20 1.00 .00 1.00

Note. SD = standard deviation; MAD = median absolute deviation.
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Figure A.S6. Median (± Median Absolute Deviation) of the cooperative success in the three variants of the social 
dilemma game.

In sum, on both the individual (willingness) and dyadic (success) level, cooperation was 
highest for the Rope Pull game and lowest for the classical Prisoner’s Dilemma game. Intrigu-
ingly, in the extended Prisoner’s Dilemma game, cooperation was higher compared to the origi-
nal version, which is consistent with our previous studies (classical Prisoner’s Dilemma game: .60 
in current study and .58 in Behrens and Kret (2019); extended Prisoner’s Dilemma game: .67 in the 
current study and .71 in Behrens et al. (2019)). Similarly, more choice options also yielded more 
successful cooperation, again, replicating our previous studies (classical Prisoner’s Dilemma: .30 
in the current study and .35 in Behrens and Kret (2019); extended Prisoner’s Dilemma: .60 in the 
current study and .70 in Behrens et al. (2019)). The difference in cooperative success was mainly 
driven by a substantial proportion of dyads that always failed to cooperate (one-sided coopera-
tion and mutual defection) when playing the classical Prisoner’s Dilemma (where participants 
only had a dichotomous choice). Although a small majority was willing to cooperate (.60), dyads 
barely succeeded in mutual cooperation (.30). This was considerably less the case in the extended 
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version (.67 versus .60). Our findings indicate that if people are given the option to indicate how 
much instead of whether they would like to work together, they are more inclined to and more 
successful at doing so. Thus, cooperation can be boosted by giving people multiple choices.

The results also demonstrate that the willingness and success of cooperation were con-
siderably higher when participants played the Rope Pull game compared to both Prisoner’s 
Dilemma games. One element that is incorporated in the former, but not the latter games is that 
participants received continuous feedback. Participants could adjust their behavior during a trial 
in response to the direct feedback of the rope. Research has indeed shown that making infor-
mation about an interaction partner’s decisions available to a participant facilitates cooperation 
(Behrens & Kret, 2019; Bixenstine & Wilson, 1963; Jorgenson & Papciak, 1981; Monterosso et al., 
2002; Tedeschi et al., 1968). Another potential factor contributing to the discrepancy between the 
Rope Pull task and the Prisoner’s Dilemma games is related to the payoff structures. In the Rope 
Pull task, the outcome of mutual defection and one-sided cooperation was the same (no reward), 
whereas in the Prisoner’s Dilemma games, mutual defection led to a higher outcome (two points) 
than one-sided cooperation (one point). Therefore, if a participant predicts that the other person 
will defect, the preferred option in  the latter two games is to defect as well, which is likely to 
elicit mutual defection in the subsequent rounds. However, if a participant predicts that the other 
person will defect in the Rope Pull game, she will receive no reward independent of whether she 
will defect or cooperate herself. Consequently, cooperation is wise because it might trigger the 
other to reciprocate in the next round. This shift towards mutual cooperation due to the payoff 
structure might therefore have inflated the cooperation rate in the Rope Pull game. We therefore 
argue that the greater willingness and success of cooperation in the Rope Pull game compared to 
the Prisoner’s Dilemma games can be explained by: (1) receiving moment-to-moment feedback 
about the partner’s intentions through pulling the rope, and (2) the payoff structure that gives no 
benefits to mutual defection over one-sided cooperation.
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Appendix B1

Exploratory analysis of personality traits on cooperative behavior
This section includes exploratory analyses on how different personality traits (a) influence a per-
son’s willingness to cooperate and (b) modulate the effect of face-to-face contact on a person’s 
willingness to cooperate.

There was great variation between dyads and players in how individuals were influenced 
by the face-to-face manipulation, as suggested by the large variances of the random effects of Dyad 
and Dyad * Player in the main analyses (see Result section of Chapter 3). In an attempt to explain 
these differences, we investigated how personality traits influenced the experimental manipu-
lations on  participants’ willingness to cooperate. Participants completed questionnaires about 
their empathy level (IRI), social anxiety (LSAS), emotion recognition ability (Reading the Mind 
in the Eyes task), and social value orientation (SVO). For an overview of the descriptive statistics 
of these questionnaires in our sample and the correlations between them, see Tables B.S1-S2. For 
the IRI, we looked at the total score and the subscales perspective taking (PT), empathic concern 
(EC), fantasy scale (FS), and personal distress (PD) separately. Also, the two subscales anxiety 
and avoidance of the LSAS were analyzed individually. For both questionnaires, the mean was 
calculated per subscale per person. The SVO classifies individuals into four categories: prosocial, 
individualistic, competitive and no classification (Van Lange, 2000). The sample size for the latter 
three categories was too small to constitute a group, which is why we decided to combine them 
into the category “non-prosocial” (prosocial n = 73, non-prosocial n = 33 [consisting of 2 compet-
itive, 15 individualistic, and 16 unclassified participants]). The performance for the Reading the 
Mind in the Eyes task was calculated based on the mean accuracy level (0 = incorrect, 1 = correct).

We concentrated the analysis on participants’ own decisions rather than on the joint out-
come as we expected individual characteristics to mainly influence individual decisions. Fur-
thermore, we laid our main focus on  the face-to-face manipulation and not on  the feedback 
conditions as we were mainly interested in how personality traits would influence interpersonal 
communication rather than how people differ in their use of explicit, objective feedback.

The effect of nonverbal communication was moderated by the characteristics of the partic-
ipants (Table B.S3). In particular, we observed a significant interaction between Face condition 
and SVO, IRI (total score and subscales PT and EC), Reading the Mind in the Eyes task, and LSAS 
anxiety scale (p’s ≤ .002). To disentangle these interaction effects and for the ease of interpretation, 
we median-splitted participants on the IRI, Reading the Mind in the Eyes task and LSAS anxiety 
scales. For these questionnaires, there was a significant difference between Face conditions for 
participants scoring low on each of the scales, but not for individuals having high scores (p’s ≤ .04; 
Figure B.S1 a-c). By visual inspection, it can be seen that participants who were less empathic 
and who had more difficulties to read another person’s mind, generally cooperated less than peo-
ple scoring high on these measures. On top of that, they were more strongly influenced by the 
experimental manipulation and were even less willing to cooperate in the face-blocked than the 
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face-to-face condition. For the anxiety scale of the LSAS, people who scored below the median 
were again more influenced by  the experimental conditions. In this case, low socially anxious 
people were more willing to cooperate when facing the other person compared to when not and 
high socially anxious people were generally less cooperative, regardless of the face condition. For 
the SVO, prosocial individuals cooperated more in  the face-to-face compared to face-blocked 
condition, but non-prosocials were unaffected by the face manipulation (Figure B.S1d).
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Figure B.S1. Predicted mean cooperation rate per Face condition moderated by (a) empathy (IRI total score), (b) 
emotion recognition abilities (RM = Reading the Mind in the Eyes task), (c) social anxiety (LSAS anxiety subscale), 
and (d) prosociality (SVO); ** p < .01, *** p < .001.
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Table B.S1
Descriptive statistics of the personal characteristic questionnaires

Questionnaire Mean SD Max Min NMissing

RM 0.70 0.09 0.92 0.47 4

LSAS anxiety * 17 10 49 1 13

LSAS avoidance * 11 9 45 0 13

IRI Total * 101 15 134 66 13

IRI PT * 28 5 40 13 13

IRI EC * 27 5 39 11 13

IRI FS * 26 6 39 9 13

IRI PD * 20 6 34 6 13

Prosocial (SVO) 73 (68.9%)

Note. * based on the summed score per subject.

Table B.S2
Pearson’s correlation matrix with the RM, LSAS and IRI questionnaires

RM LSAS anxiety LSAS avoidance IRI Total IRI PT IRI EC IRI FS

RM

LSAS anxiety 0.160

LSAS avoidance 0.12 0.70 ***

IRI Total 0.071 0.308 ** 0.17

IRI PT -0.108 0.101 0.071 0.510 *** 

IRI EC 0.038 0.213 * 0.10 0.731 *** 0.279 **

IRI FS 0.068 0.071 -0.06 0.683 *** 0.099 0.289 **

IRI PD 0.160 0.422 *** 0.33 ** 0.710 *** 0.087 0.423 *** 0.310 **

Note. * p < 0.05; ** p < 0.005; *** p < 0.001; RM = Reading the Mind in the Eyes task; LSAS = Liebowitz Social Anxiety Scale; 

IRI = Interpersonal Reactivity Index; PT = Perspective Taking; EC = Empathic Concern; FS = Fantasy Scale; PD = Personal 

Distress.
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Table B.S3
Descriptive statistics of model parameters regressing the interaction between each personality trait and 
the Face condition against the willingness to cooperate (defect = 0, cooperate = 1)

Effects Test statistics p-value

SVO * Face F(1, 9335) = 18.85  < .001

Split by SVO

Face (prosocials) B = .34, SE = .07, CI (.21, .48)  < .001

Face (non-prosocials) .086

IRI total * Face F (1, 9088) = 11.22 .001

median-split IRI total 

Face (high IRI) .345

Face (low IRI) B = .38, SE = .07, CI (.24, .53)  < .001

IRI PT * Face F (1, 9088) = 21.66  < .001

Median-split IRI PT

Face (high IRI PT) .465

Face (low IRI PT) B = .49, SE = .09, CI (.33, .66)  < .001

IRI EC * Face F (1, 9088) = 24.87  < .001

Median-split IRI EC

Face (high IRI EC) .052

Face (low IRI EC) B = .49, SE = .08, CI (.34, .64)  < .001

IRI FS * Face .213

IRI FS main effect .986

IRI PD * Face .040

IRI PD main effect .507

RM * Face F (1, 9870) = 10.22 .001

Median-split RM + 

Face (high RM) .839

Face (low RM) B = .37, SE = .08, CI (.20, .53)  < .001

LSAS anxiety * Face F (1, 9088) = 12.26  < .001

Median-split LSAS

Face (high LSAS anxiety) .080

Face (low LSAS anxiety) B = .26, SE = .09, CI (.09, .42) .002

LSAS avoidance * Face .311

LSAS avoidance main effect .486

Note. P-values below the significance level of .005 are indicated in bold. SVO = Social Value Orientation; IRI = Interpersonal 

Reactivity Index; PT = Perspective Taking; EC = Empathic Concern; FS = Fantasy Scale; PD = Personal Distress; RM = Reading 

the Mind in the Eyes task; LSAS = Liebowitz Social Anxiety Scale. + random effect Dyad excluded because of the lack of enough 

variance.
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Appendix B2

Exploratory analysis on the accuracy of predicting the partner’s 
cooperative decision
In the current study, participants gave two responses per trial: whether they wanted to choose 
option A or B (corresponding to cooperating and defecting, respectively) and what they thought 
their partner chose. Based on this, we investigated whether individuals could read each other’s 
intentions based on nonverbal cues only. To that extent, we conducted a one-sample t-test in the 
face-to-face / no feedback condition to compare the mean accuracy level to the level of chance. 
The results revealed that participants in  this condition were not able to predict their partner’s 
decisions (M = .51, SD = .31, t(39) = .14, p = .890).



Supplementary material for Chapter 3 127

B

Appendix B3

Exploratory analysis on the order effect of the Face condition 
on cooperative behavior
The order of the Face condition was counterbalanced between dyads. In an attempt to assure that 
the order did not affect the manipulation, we tested for the interaction between Face condition 
and the Face order. Surprisingly, this interaction was significant, F(1, 10223) = 24.20, p < .001 (see 
Figure B.S2). Specifically, the increase in the willingness to cooperate in the face-to-face com-
pared to face-blocked condition was bound to those dyads who started the experiment in  the 
face-to-face condition, B = .42, SE = .07, CI (.27, .56), OR = 1.52, p < .001, but not when they began 
in the face-blocked condition (p = .180). Similarly, the order of the Face condition influenced the 
successfulness of the joint outcome, F(2, 5157) = 9.42, p < .001. For all analyses of the study includ-
ing the Face condition, we performed the analyses with and without including the interaction 
effect between Face condition and the Face order. None of the findings were influenced by it, so 
we only report the analyses without the interaction effect.

**
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Figure B.S2. Predicted mean cooperation rate (± 2 SE) in the face-blocked and face-to-face condition moderated 
by the order of the condition (** p < 0.005).
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Appendix B4

Descriptive statistics of participants’ experiences  
during the study
Here, we present descriptive statistics of the experiences of the participants during the experiment. 
They filled out a visual analogue scale (VAS) after the first practice trails, after the first completed 
session, after the second practice trials and after the second session (the end of the experiment). 
Among others, they indicated how motivated they were, how much difficulty participants had to 
keep their attention to the task, how much they felt connected to their interaction partner and 
how anxious they felt. All questions were answered by setting a marker on a 10 cm long line rang-
ing from “not at all” on the left to “very much” on the right. Additionally, participants completed 
the Positive And Negative Affect Schedule (PANAS) questionnaire before they started the game. 
Finally, participants filled out the Desire for Future Interaction scale (DFI) to indicate how much 
participants would like to meet their interaction partner again in different situations on a 5-point 
Likert scale. In Table B.S4, we present the mean and standard deviation of the VAS for each time 
point, the PANAS and the DFI.

Table B.S4
Descriptive statistics (mean and standard deviation) of the PANAS (Positive And Negative Affect Sched-
ule), the VAS (Visual Analogue Scale), and the DFI (Desire of Future Interaction scale) participants 
completed before, during, and after the experiment, respectively

Question After 1st 
practice trials

After 1st 
session

After 2nd 
practice trials

After 2nd 
session

How…do you feel at this moment?
  tense 2.5 (2.1) 1.8 (2.4) 1.9 (2.2) 1.4 (2.1)
  awkward 3.0 (2.5) 2.2 (2.4) 2.8 (2.7) 1.5 (2.0)
  shy 1.8 (2.0) 1.4 (1.9) 2.0 (3.4) 1.1 (1.7)
  anxious 0.8 (1.1) 0.6 (1.0) 0.6 (1.1) 0.3 (0.6)
  observed 4.5 (2.8) 3.8 (3.0) 3.7 (3.4) 2.8 (3.1)
Do you feel like the other sees right through you? 2.5 (2.4) 2.3 (2.4) 2.0 (2.5) 2.2 (2.7)
Do you feel connected to the other person? 7.4 (2.2) 7.0 (2.0) 7.5 (2.5) 7.3 (2.5)
How motivated are you to complete this task? 7.0 (1.9) 5.8 (2.8) 5.9 (2.6) 5.6 (2.7)
How difficult is it for you to keep your attention 
directed to the task? 2.2 (2.4) 5.0 (3.1) 4.5 (3.1) 5.7 (3.1)

Desire for Future Interaction (DFI) 3.21 (.62)
Positive And Negative Affect Schedule (PANAS)
 Positive subscale 3.22 (.51)
 Negative subscale 1.30 (.31)
Note. The questions were answered by setting a mark on a 10 cm line, therefore the scale ranges from 0 to 10. The two PANAS 

subscales and the DFI were rated on a 5-point Likert scale before and after the experiment, respectively.
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Appendix C1

Sensitivity Analysis
The sensitivity analysis has been proposed to be a valid post-hoc analysis in case an a priori power 
analysis has not been conducted before the study (Davis et al., 2018). In contrast to the traditional 
power analysis, where the relationship between power and sample size given a specified effect size 
is computed, the sensitivity analysis investigates the relationship between power and effect size 
given a particular sample size. The idea is to run simulation-based power analyses and detect the 
minimum true effect size that a study is sensitive enough to detect given a certain level of power 
(mostly, 80%) and a specific sample size.

The simulation-based sensitivity analysis includes the following steps that are repeated 
1000 times: (i) simulate new data for the response variables based on  the specified model (in 
our case, the full model shown in Table S2); (ii) refit the model to the new data; (iii) perform 
a statistical test on the effect of interest (in our case, the interaction effect between skin conduc-
tance level synchrony and Face condition). The assumption is that the effect of interest reflects 
the true population effect size, so every positive test is a true positive and every negative test is 
a false negative (i.e., a Type II error). Based on these results, the power can be directly calculated 
from the number of successes and failures (Green & Macleod, 2016). This power analysis is not 
only performed for the observed effect (in our case, the estimated interaction effect between skin 
conductance level synchrony and Face condition [.86], see Table S2), but also for a range of other 
effect sizes. Notice that the effect size is based on the scaled estimate of the model rather than 
a standardized effect size. For each effect size, the power to detect that effect (assuming that it is 
the true population effect size) is calculated resulting in the curve shown in Figure S1. The dashed 
line indicates the 80% power criterion and its associated true effect size (.70) that we can detect 
given our sample size. In other words, with our design, we would find a significant p-value in 80% 
of the cases if the true effect size was .70. The observed effect size of .86 is associated with a power 
of 8 9% , again assuming that the observed effect size reflects the true population effect size.
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Figure C.S1. Simulation-based sensitivity analysis with statistical power as a  function of diff erent eff ect sizes. 
Th e observed eff ect size and associated power of the current study is marked in red. Th e dashed line marks an 
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Appendix C2

Information about the self-reported questionnaires

Table C.S1
Descriptive statistics of the self-reported questionnaires

Questionnaire Mean SD Range Theoretical range Nmissing

RM 26.05 3.77 12–34 0–37 1

LSAS 34.34 20.17 0–100 0–144 10

IRI 124.10 16.03 78–165 28–196 9

PANAS POS 30.30 6.99 11–46 10–50 1

PANAS NEG 13.44 3.42 9–25 10–50 1

DFI 3.17 .64 1.25–5 1–5 1

SVO (prosocial) 66.4% 9

Note. RM = Reading the Mind in the Eyes game; LSAS = Liebowitz Social Anxiety Scale; IRI = Interpersonal Reactivity Index; 

PANAS = Positive and Negative Affect Schedule; DFI = Desire for Future Interaction Scale.
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Quantification of physiological synchrony
Two methods that take non-stationarity into account are lagged windowed cross-correla-
tion (Boker et al., 2002) and recurrence quantification analysis (Gates & Liu, 2016). The latter 
method is frequently used which has the advantage of having very few assumptions. However, 
the disadvantage is that it determines synchrony on a binary scale of moments being classified 
as either synchronized or not. The former method, albeit constraint by more assumptions, has 
the advantage of differentiating the degree of synchronization by quantifying it on a continu-
ous (correlation) scale. Additionally, we feel that windowed cross-correlation is more intuitive 
to interpret. Consequently, we decided to apply this method which provides measures of the 
strength of synchrony and its variability.

The objective of the lagged windows-cross correlations analysis (Boker et al., 2002) is 
to calculate the strength of association between two time series while taking into account the 
non-stationarity of the signals and the lag between responses, that is, to consider the dynamics of 
a dyadic interaction. Specifically, the time series are segmented into smaller intervals, calculating 
the cross-correlation for each segment. This allows the means and variances to differ between 
segments accounting for non-stationarity. This is important as the level of synchrony may change 
during the experiment, sometimes having moments of strong synchronization while during 
other times responding less strongly to one another. Additionally, as the strength of association 
between two time points may differ depending on how far apart they are from each other, the seg-
ments are moved along the time series by an increment such that two adjacent segments overlap. 
Hence, segmenting the time series into smaller intervals and partially overlapping these intervals 
while moving along the time series provides a better estimate of the local strength of association 
between the physiological signals of two participants.

Besides the dynamics in the strength of synchronization during the course of the experi-
ment, participants differ in how fast one might respond to a certain event or the other person. In 
other words, participants might not always be perfectly “in sync” whereby one participant might 
sometimes respond to the other person or vice versa introducing a delay between the responses 
of two individuals. To account for this, for each segment, the signals of the two participants are 
lagged in relation to one another. Specifically, the signal of participant 1 is kept constant while the 
signal of participant 2 is shifted more and more by a specified lag increment until a maximum lag 
is reached. Next, the same procedure is performed the other way around with participant 2 being 
kept constant. The maximum lag determines what is still considered synchrony. For example, 
if the maximum lag is four seconds, responses from two participants that are four seconds apart 
from each other are still considered synchronized. On the other hand, if one participant reacts 
to a certain event and the other participant shows a response 5 seconds later, it is not considered 
a response to the same event anymore and therefore does not count as synchrony. Based on this 
approach, there are four parameters that need to be determined: (1) the length of each segment, 
referred to the window size wmax; (2) the increment with which the segments are moved along the 
time series, the window increment winc; (3) the maximum with which two segments can be lagged 
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from one another, the maximum lag τmax; and (4) the increment with which two segments are 
lagged from each other, the lag increment τinc. We determined the parameters following an exten-
sive process by comparing previous studies using similar statistical methods, by looking at what 
is physiologically plausible given the time course of the physiological signals and by employing 
a data-driven bottom-up approach where we investigated how changing the parameters affected 
the outcomes using a different dataset. As expected, the absolute values of the synchrony mea-
sures varied depending on the parameters, but as supported by (McAssey et al., 2013), the relative 
results were not affected (e.g. a dyad manifesting relatively high synchrony showed such tendency 
for the different parameters). Based on these three factors, we set the parameters as follows: the 
window size was 8 seconds (160 samples), the window increment was 2 seconds (40 samples), the 
maximum lag was 4 seconds (80 samples) and the lag increment was 100ms (2 samples).

Calculating the cross correlations of each lag for each window segment generates a result 
matrix with each row representing one window segment and each column indicating a lag. The 
middle column represents the cross-correlation with a lag of zero, while the first and last column 
contain the cross-correlations for the maximum lag of participant 1 and 2. Hence, the number of 
columns in the result matrix is (2* τmax / τinc) + 1. The number of rows is given by (N − wmax − τmax)/ 
winc, with N being the number of observations in the whole time series.

Based on this result matrix, a so-called peak picking algorithm is applied. For each segment 
(i.e., each row in the matrix), the maximum cross-correlation across the lags is detected closest to 
the zero-lag (i.e., across all columns in a given row). If that maximum correlation is preceded and 
followed by smaller correlations, it is marked as a peak. For example, if participant 2 synchronizes 
with participant 1 with a lag of one second, the cross-correlations will become higher the closer 
the segments from the two participants are shifted towards the point where they are one second 
apart from each other. When the two signals are lagged by exactly one second the cross-correla-
tion is highest (the peak). If the signals are lagged further away from each other, the cross-cor-
relation decreases again. If, however, a peak cannot be detected, the algorithm assigns a missing 
value for that segment. This might be the case, for example, if people do not respond to an event 
or to each other (e.g., both participants wait and do nothing). The peak picking algorithm outputs 
a matrix with two columns, containing the value of the maximum cross-correlation (the peak) 
and the corresponding lag at which the peak cross-correlation is detected. The output has the 
same number of rows as the result matrix as it searches for a  peak cross-correlation for each 
window segment.

Both the windowed cross-correlations and the peak picking algorithm are conducted 
four times per dyad, once for the heart rate responses and once for the skin conductance level 
responses for the face-to-face session and for the face-blocked condition resulting in Ndyads * 4 
result and peak picking matrices. Finally, the mean of the peak cross-correlations of all window 
segments (i.e., all rows of the peak picking matrix) is calculated for both physiological measures 
per Face condition per dyad as the measure of synchrony and is grand-mean centered for the 
analysis predicting cooperative success.
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Model summary – main analysis

Table C.S2
Model summary of the multilevel linear regression analysis predicting cooperative success based on the 
level of synchrony in heart rate (HR) and skin conductance level (SCL) and their interaction with Face 
condition (face-blocked = 0; face-to-face = 1). Feedback condition (feedback no = 0; yes = 1) was included 
as a control variable and Dyad as a random intercept effect.

  Cooperative success

Predictors Estimates CI t-value df p

Intercept 5.07 4.85 – 5.29 46.65 49.31  < 0.001

Feedback condition 0.20 -0.10 – 0.50 1.33 48.51 0.188

Face condition 0.10 0.06 – 0.13 5.47 2890.15  < 0.001

HR synchrony 0.02 -0.64 – 0.67 0.05 2668.12 0.962

SCL synchrony -0.01 -0.52 – 0.50 -0.04 2884.94 0.968

HR synchrony * Face condition 0.22 -0.28 – 0.72 0.86 2861.92 0.389

SCL synchrony * Face condition 0.86 0.34 – 1.38 3.24 2882.33 0.001

Random Effects

σ2 0.18

τ00 Dyad 0.28

ICC 0.61

N Dyad 50

Observations 2905

Marginal R2 / Conditional R2 0.033 / 0.619

Note. SCL = Skin Conductance Level; PPN = participant; CI = 95% confidence interval; σ2 = residuals; τ00 Dyad = random intercept 

effect for Dyad; ICC = intraclass correlation.



Appendix C136

Appendix C5

Control analysis – does arousal predict cooperative success?
In the current study we observed that physiological synchrony could predict cooperative success. 
One possible confound is that it is not the synchrony between two participants, but the co-oc-
currence of the arousal responses of the two individuals that drive these findings. For example, 
skin conductance levels might rise if a participant decides to cooperate due to the increased risk 
of being exploited. Similarly, if the other participant decides to cooperate as well, the same phys-
iological reaction could be expected. Consequently, the responses of the two participants would 
highly correlate reflecting the individuals’ decisions rather than an interpersonal process. To test 
this, we conducted a control analysis where cooperative success (the joint points won per trial) 
was regressed against the participants’ skin conductance level and their interaction with Face 
condition (face-blocked = 0; face-to-face = 1). For the skin conductance level, we first standard-
ized the responses per participant and then computed the mean skin conductance level per trial. 
Consistent with the model of the main analysis, we included the Feedback condition (feedback 
no = 0; yes = 1) as a control variable and Dyad as a random intercept effect. The model summary 
is displayed in Table C.S3 which shows that cooperative success could not be predicted by the 
arousal responses of the two individuals.
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Table C.S3
Model summary of the control analysis (multilevel linear regression analysis) with participants’ own skin 
conductance level (SCL PPN) and the interaction with Face condition (face-blocked = 0; face-to-face = 1) 
predicting cooperative success. Feedback condition (feedback no = 0; yes = 1) was added as a control vari-
able and Dyad was included as a random intercept effect

  Cooperative success

Predictors Estimates CI t-value df p

Intercept 5.15 4.97 – 5.34 54.41 61.98  < 0.001

Feedback condition 0.12 -0.14 – 0.38 0.91 60.95 0.362

Face condition 0.10 0.07 – 0.13 7.00 3566.66  < 0.001

SCL PPN1 0.00 -0.02 – 0.03 0.13 3591.01 0.895

SCL PPN2 -0.02 -0.04 – 0.00 -1.64 3585.37 0.100

SCL PPN1 * Face condition 0.02 -0.02 – 0.06 1.12 3603.30 0.262

SCL PPN2 * Face condition 0.03 -0.01 – 0.06 1.39 3597.28 0.164

Random Effects

σ2 0.18

τ00 Dyad 0.27

ICC 0.61

N Dyad 63

Observations 3634

Marginal R2 / Conditional R2 0.016 / 0.614

Note. SCL = Skin Conductance Level; PPN = participant; CI = 95% confidence interval; σ2 = residuals; τ00 Dyad = random intercept 

effect for Dyad; ICC = intraclass correlation.
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Appendix C6

Control analysis – is the level of synchrony an artifact of the 
experimental set-up?
Because the heart rate and skin conductance level will always show a certain level of synchrony 
between participants due to the nature of the signals and the experimental set-up (Moulder et 
al., 2018), we conducted a control analysis to show that synchrony was elevated due to the inter-
action itself. Specifically, we compared the original dyads with newly generated dyads (Player 
1 from Dyadi and Player 2 from Dyadi + 1). Because the trial length varied (there was no time 
restriction for making a decision), each trial was cut to the shorter trial of the newly generated 
dyad. Subsequently, the correlation between the responses of the two individuals was calculated 
per trial per dyad for heart rate and skin conductance level. Finally, we ran an independent t-test 
on  the Fisher-Z-transformed correlation values between the original and the newly generated 
dyads. As a measure of effect size, we report Cohen’s d. The results revealed that for both heart 
rate and skin conductance level synchrony, the level of synchrony was significantly higher in the 
original dyads compared to the newly generated dyads (HR: t(3622.7) = 8.06, p < .001, d = .27; SCL: 
t(3015.5) = 4.38, p < .001, d = .15). This indicates that the level of synchrony was due to the interac-
tion rather than the experimental set-up of the study.
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Behavioral results

***

4.0

4.5

5.0

5.5

6.0

face−blocked face−to−face
Face condition

C
oo

pe
ra

tiv
e 

su
cc

es
s

Figure C.S2. The cooperative success rate for the face-blocked and face-to-face conditions with error bars repre-
senting 95%-confidence intervals. * p < .05; ** p < .01; *** p < .001.
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Appendix D1

Choice of comparisons
The initial plan was to make two comparisons for the “change in  synchrony” criterion: (1) 
compare the first baseline measure with the breathing exercise interval, and (2) compare the 
positive and neutral stories. Regarding the first comparison, the breathing exercise was meant to 
manipulate synchrony as people were explicitly instructed to breathe synchronously. Although 
this manipulation worked for the heartrate measure, there were no differences between base-
line and breathing intervals evident in the other three signals across parameter configurations. 
Similarly, based on a previous study showing more synchrony during emotional periods during 
storytelling, we expected differences in synchrony between the positive and neutral stories in the 
current study (Kang & Wheatley, 2017). However, across parameter configurations the distance 
in means between the two conditions were negligible for all four physiological measures, despite 
significant differences in ratings for both the valence and the intensity (Mpos = 7.53, Mneu = 5.65, 
t(135) = 15.49, p < .001; Mpos = 5.32, Mneu = 3.13, t(135) = 10.31, p < .001, respectively). We could have 
used the comparison between the baseline measure and the breathing exercise for the heartrate 
measure, however, we wanted to use the same conditions across signals to be consistent between 
measures. Additionally, we wanted to prevent losing collected data and use comparisons that 
would be comparable for the primary and replication analysis. We therefore decided to include 
two intervals per condition and compare the two baseline measures with two storytelling inter-
vals. It is important to note that the aim of our study was not to find differences between the con-
ditions to support a theoretical research hypothesis. Instead, we wanted to perform comparisons 
between conditions where the difference was as large as possible and where variance between 
parameter configurations could potentially show. Using data without any effects observed across 
parameter configurations would raise the question of whether the results were due to a lack of 
actual differences or an insensitive method. Unfortunately, we still faced exactly that dilemma 
in the results. Nevertheless, we think that the chosen comparisons had the most potential to show 
effects and possible differences in parameter configurations.
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Descriptive statistics of the questionnaires and story ratings

Table D.S1
Descriptive statistics of the Positive And Negative Affect Schedule (PANAS), the story ratings, the Inter-
personal Reactivity Index (IRI), and the Five Facet Mindfulness Questionnaire (FFMQ)

Questionnaire Mean SD Minimum Maximum

PANAS positive scale: 

Baseline 2.69 .70 1.20 4.60

Positive stories 2.75 .74 1.00 4.40

Neutral stories 2.38 .76 1.10 4.10

PANAS negative scale:

Baseline 1.56 .44 1.00 2.70

Positive stories 1.29 .38 1.00 2.50

Neutral stories 1.22 .29 1.00 2.40

Story rating (valence): 

Positive stories 7.54 .91 5 9

Neutral stories 5.74 .97 3 8

Story rating (intensity): 

Positive stories 5.46 1.90 1 9

Neutral stories 3.23 1.74 1 7

Questionnaires: 

IRI 3.16 .25 2.47 3.82

FFMQ 2.99 .25 2.25 3.58

Note. SD = standard deviation.
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Appendix D3

Replication analysis
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Figure D.S1. Distribution of t-statistics of the comparison between the original and surrogate dyads for each 
physiological measure (replication analysis). A  positive value indicates higher synchrony levels in  the original 
compared to the surrogate dyads. Each data point represents one parameter configuration. For the analyses, data 
from the second baseline measure were used.
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Figure D.S2. Distribution of the t-statistics of the comparison between the originate and surrogate dyads for all 
parameter configurations and each physiological measure (replication analysis). The color coding runs from the 
lowest (blue) to the highest (yellow) t-statistic. A positive t-statistic indicates that the original dyads showed higher 
synchrony levels than the surrogate dyads. The more yellow, the better the discrimination between the original 
and surrogate dyads. Data from the second baseline measure were used. Notice that the scaling of the axes and the 
color coding are adjusted to each physiological measure to increase comparability between parameters.
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Figure D.S3. Distribution of t-statistics of the comparison between storytelling and baseline for each physiological 
measure (replication analysis). A positive value indicates higher synchrony levels during storytelling compared to 
baseline. Each data point represents one parameter configuration. Analysis was based on data from the second and 
fourth stories and both baseline measures.
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Figure D.S4. Distribution of t-statistics of the comparison between storytelling and baseline of all parameter 
configurations for each physiological measure (replication analysis). The color coding runs from the lowest (blue) 
to the highest (yellow) t-statistic. A positive t-statistic indicates that the level of synchrony was higher during 
storytelling than during baseline. Analysis was based on data from both baseline measures and the second and 
fourth stories. Notice that the scaling of the axes and the color coding are adjusted to each physiological measure to 
increase comparability between parameters. Also, the highest t-statistic was not always the highest absolute value 
with the latter value being discussed in the result section. However, the general idea of greater (absolute) t-statistics 
indicating better discrimination between the two conditions remains.
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Summary
Cooperation is of great importance in our society and an essential ingredient for the success of 
humanity. While the news is often filled with horrific misdeeds committed by humans, there are 
just as many examples of unimaginable acts of cooperation and goodness. People are willing to 
donate money to people they will never meet, research projects are set up with researchers living 
on the other side of the world, and dozens of countries are currently fighting together to get the 
corona virus under control. In this thesis I investigate the question of how nonverbal communi-
cation influences how well people work together and how this can best be tested in the lab. The 
four empirical studies presented build upon each other by holding a magnifying glass over one 
aspect of the previous study.

The first study discussed in Chapter 2 describes a methodological paper where I compare 
tasks (or “games”) that measure prosocial behavior in different ways. These tasks have all been 
used to measure cooperative behavior in  the lab. Three of them are so-called social dilemma 
tasks, where a dilemma is created between the interest of an individual and that of the group 
by means of simple rules to distribute resources between people. The other tasks are closer to life 
outside the lab, where participants collect Easter eggs, discuss which candidate is the best fit for 
a job, and solve puzzles together. By comparing the two types of games, I was able to investigate 
whether the games measure the same behavior and are therefore interchangeable between stud-
ies. The results show that this is not always the case. People who cooperated with others in the 
social dilemma tasks did not show more prosocial behavior in the more naturalistic games. This 
difference is best explained by differences in how good people were in a game (e.g., how well 
they can solve puzzles) and how clear it was whether and how people could work together. In 
other words, just like in real life, it was not always a question of wanting to act prosocially, but 
also of being able to do so. Importantly, I was able to demonstrate that two versions of the social 
dilemma tasks do measure the same behavior, because I use these tasks in the following chapters 
to measure cooperative behavior. The only difference between the tasks was that in one version 
people could choose between working together or not and in the other version they could choose 
from six options that represented a kind of “scale of wanting to work together”.

In Chapter 3, I zoom in on cooperative behavior and look at what makes people succeed 
in working together. One important ingredient is that people not only make verbal or written 
agreements with each other, but look each other in the eye when they agree to cooperate. It is not 
without reason that people fly around the world to see each other during negotiations instead 
of just calling each other. Research supports the efficacy of this behavior and shows that people 
do work better together when facing each other than when they call or send emails. In the study 
described in Chapter 3, I go a step further and investigate how this positive effect is influenced 
by what people know about each other. Past experiences make it easier to predict what a person 
will do in the future. Likewise, it helps to look at a person in the eyes to estimate whether or not 
the person can be trusted. I was interested in how these two sources of information are integrated 
into the decision to work with someone. The results show that both sources had a positive effect 
on the willingness and success of cooperation. Interestingly, the effects did not influence each 
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other. People cooperated more when they saw each other regardless of how much they knew 
about the other person and whether they could find out whether their willingness to cooperate 
was reciprocated or not. The “boost” in cooperation after seeing each other worked even when 
they were told that the other person had been selfish before. In other words, the study shows that 
the positive effect of looking at each other on cooperation is quite robust.

The next question is then of course: What exactly is it in the face that makes people work 
better together? People have developed a so-called signaling system where nonverbal signals such 
as body language and facial expressions communicate to the people around us what we think and 
feel. In addition to the visible signals, there are also many changes within a person that influence 
how we perceive others and what decisions we make during an interaction with that person. 
When a man looks at the woman he is in love with, not only does a big smile appear on his face, 
but his hands start to sweat and his heart starts to beat wildly. Such changes, albeit less extreme, 
also occur when we make decisions about whether we trust others and consequently want to 
work with them or not, especially if these decisions have far-reaching consequences.

The visible and invisible changes associated with a decision whether or not to work with 
someone have been largely investigated through computer tasks. For example, photos of fictional 
interaction partners are manipulated to investigate the influence of certain signals (e.g., a person 
who smiles or not). Another method is to look at the nonverbal (physical) reactions of partici-
pants while they look at the photos and make decisions. This controlled way of investigating how 
we express our feelings and intentions and perceive them in others has given us many insights. 
However, cooperation by definition takes place between at least two people. To understand how 
people work together successfully, it is therefore necessary to study actual interactions rather than 
one-person computer tasks. Therefore, the four empirical articles I present in the thesis are based 
on studies where two people interact with each other, sometimes by playing games to measure 
their prosocial behavior (Chapters 2 to 4) and sometimes by telling stories (Chapter 5).

Bringing two participants together gives a new perspective to look at nonverbal commu-
nication because there is an interaction between the signals from the two people. A person can 
respond directly to the nonverbal signals from the other person and vice versa. In fact, research 
shows that people mirror the signals from each other. Such mirroring, also called mimicry or 
synchrony, takes place at different levels such that people engaged in a social interaction show 
similar patterns in their behavior (for example, in facial expressions), physiological responses (for 
example, changes in heart rate), and neural activity. The mirroring ensures that people are able to 
put themselves in the shoes of another person, to feel their emotions and to adjust their behavior 
accordingly, for example, by showing empathy or helping.

In the study discussed in Chapter 4, I investigated the influence of synchronizing phys-
iological responses on  cooperative behavior. Are people who synchronize more successful 
in working together? The study shows the answer to this question is: yes. Dyads that showed 
a similar arousal level during the experiment were better at cooperation. This effect was ampli-
fied when people looked at each other, that is, when they could exchange nonverbal signals. 
Arousal level was measured by looking at the skin conduction level of their fingertips. The more 
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someone gets excited, the more the person sweats and the higher the skin conductance level. The 
fact that people synchronized their arousal level more when they looked at each other compared 
to when there was a visual cover between them shows that people can pick up subtle changes 
in their physiological responses through changes in their faces and adjust their own responses 
to them. Subsequently, even if we are not aware of them, these small changes can affect the way 
we interact with other people.

The question which then interested me the most was how best to express the synchroniza-
tion of physiological responses between two people in numbers. The study discussed in Chapter 
5 addresses this question. Ideally, you want to have a measure of how well people synchronize 
with each other, taking into account the dynamics of a  natural conversation. There are two 
aspects that play a role in this. First, there are changes in the degree of synchrony over time 
because there are always times when people mirror each other very well and other times when 
things go less smoothly. Secondly, delays in reactions between two people arise because people 
do not perfectly synchronize the same reactions at the exact same time. Windowed Cross-Cor-
relation is a statistical analysis that takes both aspects into account. The advantage is that the 
analysis can be tailored to the signal you are interested in by adjusting certain parameters. For 
example, changes in skin conductance level are quite slow, so how well people synchronize at 
this level also changes slowly. On the other hand, if you are interested in mirrored facial expres-
sions, the changes will occur faster because the facial expressions themselves change faster. 
These differences in the speed of signals can be included in the analysis. However, this advantage 
is at the same time a drawback because there have been no guidelines on how to choose the 
parameters. As a  result, the parameters diverge considerably between studies while this can 
have a major impact on the estimated degree of synchronization. In Chapter 5, I present a study 
setting up these guidelines for four different physiological measurements: heartrate, skin con-
ductance level, pupil size, and facial expressions. Using two criteria, I compare a range of options 
for the parameters for each measurement and see which are the most suitable. The results show 
that there is not one optimal parameter setting, but that multiple parameters are appropriate 
from a statistical point of view. By integrating these findings with theoretical considerations, 
I develop guidelines for choosing the right parameters.

In summary, the current dissertation shows that successful cooperation is more than 
the sum of the contributions of two individuals. Our behavior is influenced by how our bodies 
respond to each other, a process that happens automatically and unconsciously. Whether these 
results will hold up outside the lab is a question for further research. However, this thesis shows 
that methodological challenges arise when researchers leave the safe path of the controlled, some-
what artificial setting of the lab. These challenges are not insurmountable, but must be taken 
into account when researchers want to set up follow-up studies and compare findings where 
different tasks were used. This dissertation also shows that the appropriate statistical analysis and 
guidelines for the correct application of analyses can help to make results from different studies 
more comparable with each other. This brings us a step closer to better understanding complex 
processes such as nonverbal communication, and its influence on behavior such as cooperation.
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Samenvatting
Coöperatie is van groot belang in  onze maatschappij en vormt een essentieel ingrediënt voor 
het succes van de mensheid. Ook al is het nieuws vaak gevuld met afschuwelijke wandaden uit-
gevoerd door mensen, er zijn net zo veel voorbeelden te vinden van onvoorstelbare daden van 
samenwerking en goedheid. Mensen doneren geld aan mensen die ze nooit zullen ontmoeten, 
onderzoeksprojecten worden opgezet met onderzoekers die aan de andere kant van de wereld 
leven, en tientallen landen strijden samen om het corona-virus onder controle te krijgen. In dit 
proefschrift onderzoek ik de vraag hoe nonverbale communicatie invloed heeft op hoe goed 
mensen met elkaar samenwerken en hoe dit het beste getest kan worden in het lab. De vier gepre-
senteerde empirische artikelen bouwen op elkaar voort door met een vergrootglas op één aspect 
van het hoofdstuk daarvoor in te zoomen.

De eerste studie die wordt besproken in hoofdstuk 2 beschrijft een methodologisch paper 
waar ik taken (of “spellen”) vergelijk die op verschillende manieren prosociaal gedrag meten. 
Deze taken zijn allen vaker gebruikt om coöperatief gedrag in het lab te meten. Drie van de taken 
zijn zogenaamde sociale dilemma taken die door eenvoudige regels om bronnen te verdelen 
tussen proefpersonen een dilemma creëren waar mensen moeten kiezen tussen het belang van 
zichzelf en dat van de groep. De andere taken staan wat dichter bij het leven buiten het lab, waar 
proefpersonen paaseitjes verzamelen, een discussie voeren over welke kandidaat het beste bij 
een baan past, en gezamenlijk puzzels oplossen. Door de twee typen spellen te vergelijken kon 
ik onderzoeken of de spellen hetzelfde gedrag meten en dus uitwisselbaar zijn tussen studies. De 
resultaten laten zien dat dat niet altijd het geval is. Mensen die veel met anderen samenwerkten 
in de sociale dilemma taken lieten niet méér prosociaal gedrag zien in de natuurlijkere spellen. 
De verschillen zijn het beste te verklaren door verschillen in hoe goed mensen waren in een spel 
(bv. hoe goed ze puzzels kunnen oplossen) of hoe duidelijk het was of en hoe mensen samen 
konden werken. Dus, net zoals in het echte leven was het niet altijd een kwestie van willen, maar 
ook van kunnen. Belangrijk was dat ik kon aantonen dat twee versies van de sociale dilemma 
taken wél hetzelfde gedrag meten omdat ik deze taken in de volgende hoofdstukken gebruik om 
coöperatief gedrag te meten. Het enige verschil tussen de taken was dat in de ene versie mensen 
konden kiezen tussen samenwerken of niet en in de andere versie konden kiezen uit zes opties die 
een soort “mate van willen samenwerken” representeerden.

In hoofdstuk 3 zoom ik in op coöperatief gedrag en kijk naar wát mensen goed samen laat 
werken. Eén ingrediënt wat van groot belang is, is dat mensen niet alleen verbale of schriftelijke 
afspraken met elkaar maken, maar elkaar in de ogen kunnen kijken als ze een deal maken om 
samen te werken. Niet voor niets vliegen mensen de wereld rond om elkaar te zien tijdens onder-
handelingen terwijl ze ook met elkaar zouden kunnen bellen. Onderzoek geeft deze mensen gelijk 
en laat zien dat mensen inderdaad beter samenwerken als ze tegenover elkaar staan dan dat ze 
bellen of emails sturen. In de studie beschreven in hoofdstuk 3 ga ik een stap verder en onder-
zoek hoe dit positieve effect beïnvloed wordt door wat mensen over elkaar weten. Ervaringen uit 
het verleden maakt het voorspellen van wat een persoon in de toekomst gaat doen makkelijker. 
Evenzo helpt het om een persoon in de ogen te kunnen kijken om in te schatten of de persoon wel 
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of niet te vertrouwen is. Ik was geïnteresseerd hoe deze twee bronnen van informatie geïntegreerd 
zouden worden in  de beslissing om met iemand samen te werken. Uit de resultaten bleek dat 
beide bronnen een positief effect hadden op de bereidheid tot en het succes van samenwerken. 
Interessant genoeg beïnvloedden de effecten elkaar niet. Mensen coöpereerden meer als ze elkaar 
zagen onafhankelijk van hoe veel ze over de andere persoon wisten en of ze konden achterhalen 
of hun bereidheid om samen te werken wederzijds was of niet. De “boost” in coöperatie door 
elkaar te kunnen zien werkte zelfs als ze te horen kregen dat de andere persoon op een eerder 
moment egoïstisch was geweest. Met andere woorden, deze studie laat zien dat de werking van 
elkaar aankijken op hoe goed mensen samenwerken vrij robuust is.

De volgende vraag is dan natuurlijk: Wat is het precies in het gezicht dat mensen beter laat 
samenwerken? Mensen hebben een zogenaamd signaling-system ontwikkeld waarbij nonverbale 
signalen zoals lichaamstaal en gezichtsexpressies aan onze medemensen communiceren wat we 
denken en voelen. Naast de zichtbare signalen zijn er ook veel veranderingen binnen een persoon 
die beïnvloeden hoe we de ander ervaren en welke beslissingen we tijdens een interactie met die 
persoon nemen. Als een jongen verliefd naar een meisje kijkt, verschijnt niet alleen een brede 
glimlach op zijn gezicht, maar zijn handen beginnen te zweten en zijn hart begint wild te kloppen. 
Dit soort veranderingen vinden ook plaats als we beslissingen maken over of we iemand ver-
trouwen en vervolgens met degene samenwerken of niet, zeker als deze beslissingen verregaande 
consequenties hebben.

De zichtbare en onzichtbare veranderingen die gepaard gaan met een beslissing om wel of 
niet met iemand samen te werken zijn grotendeels onderzocht aan de hand van computer taken. 
Bijvoorbeeld worden foto’s van fictieve interactie partners gemanipuleerd om de invloed van 
bepaalde signalen te onderzoeken. Ook wordt gekeken naar de nonverbale (lichamelijke) reacties 
van proefpersonen terwijl ze naar de foto’s kijken en een beslissing maken. Deze gecontroleerde 
manier van onderzoek doen naar hoe we onze gevoelens en intenties uitdrukken en bij anderen 
ervaren heeft ons veel inzichten gegeven. Echter, coöperatie vindt per definitie tussen minstens 
twee personen plaats. Om te begrijpen hoe mensen succesvol samenwerken is het dus noodzakelijk 
om onderzoek te doen naar daadwerkelijke interacties in plaats van naar een-persoons-computer 
taken. Daarom zijn de vier empirische artikelen die ik in de proefschrift presenteer gebaseerd op 
studies waar altijd twee mensen met elkaar interacteren, soms door spellen te spelen om hun proso-
ciaal gedrag te meten (hoofdstukken 2–4) en soms door elkaar verhalen te vertellen (hoofdstuk 5).

Het samenbrengen van twee proefpersonen geeft een nieuw perspectief om naar nonver-
bale communicatie te kijken omdat er een wisselwerking ontstaat tussen de signalen van de twee 
personen. Een persoon kan direct reageren op de nonverbale signalen van de ander persoon en 
omgekeerd. Sterker nog, uit onderzoek blijkt dat mensen de signalen van elkaar spiegelen. Het 
spiegelen, ook mimicry of synchrony genoemd, van signalen vindt plaats op verschillende niveaus 
zodat mensen die in een sociale interactie zijn verwikkeld vergelijkbare patronen tonen in hun 
gedrag (bijvoorbeeld in gezichtsexpressies), fysiologische reacties (bijvoorbeeld veranderingen 
in hartslag), en neurale activiteit. Het spiegelen leidt ertoe dat mensen zich kunnen verplaatsen 
in een ander persoon, hun emoties kunnen voelen en hun gedrag hier vervolgens op aanpassen 
door bijvoorbeeld empathie te tonen of te helpen.
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In de studie die in hoofdstuk 4 wordt besproken heb ik gekeken naar de invloed van het 
synchroniseren van fysiologische reacties op coöperatief gedrag. Zijn mensen die elkaar meer 
synchroniseren succesvoller in samenwerken? Uit deze studie blijkt het antwoord op deze vraag: 
ja. Koppels die een vergelijkbaar opwindingsniveau lieten zien tijdens het experiment, waren 
beter in samenwerken. Dit effect werd versterkt als mensen elkaar aankeken, dus als ze nonver-
bale signalen konden uitwisselen. Het opwindingsniveau werd gemeten door naar het huidgelei-
dingsniveau van hun vingertoppen te kijken. Hoe meer iemand zich opwindt, hoe meer degene 
zweet en hoe hoger het huidgeleidingsniveau ligt. Het feit dat mensen elkaars opwindingsnivau 
meer spiegelden als ze elkaar konden aankijken in vergelijking met als er een schot tussen hen 
zat, laat zien dat mensen subtiele veranderingen in hun fysiologische reacties door veranderingen 
in hun gezicht kunnen oppikken en hun eigen reacties erop aanpassen. Vervolgens kunnen deze 
kleine veranderingen, ook al zijn we ons er niet van bewust, de manier van hoe we met andere 
mensen omgaan beïnvloeden.

De vraag die mij vervolgens vooral interesseerde was hoe je het beste de synchronisatie van 
fysiologische reacties tussen twee personen kunt uitdrukken in getallen. De studie die in hoofd-
stuk 5 besproken wordt richt zich op deze vraag. Het liefst wil je een maat hebben van hoe goed 
mensen elkaar spiegelen en daarbij de dynamiek van een natuurlijke conversatie meenemen. Er 
zijn twee aspecten die hierbij een rol spelen. Ten eerste treden er veranderingen op in de mate van 
synchronisatie over tijd omdat er altijd momenten zijn waar mensen elkaar erg goed spiegelen en 
andere momenten waar het minder goed gaat. Ten tweede ontstaan vertragingen in reacties tus-
sen twee personen doordat mensen niet perfect synchroon dezelfde reacties vertonen. Windowed 
Cross-Correlation is een statistische analyse die beide aspecten meeneemt. Het voordeel is dat de 
analyse kan worden toegespitst op het signaal waar je geïnteresseerd in bent door bepaalde para-
meters aan te passen. Bijvoorbeeld het huidgeleidingsniveau is vrij traag, dus hoe goed mensen 
synchroniseren op dit niveau verandert ook langzaam. Aan de andere kant, als je geïnteresseerd 
bent in het spiegelen van gezichtsuitdrukkingen zullen de veranderingen sneller optreden omdat 
de gezichtsuitdrukkingen zelf sneller veranderen. Deze verschillen in de snelheid van signalen 
kunnen worden meegenomen in de analyse. Dit voordeel is echter tegelijkertijd een nadeel omdat 
er geen richtlijnen waren van hoe de parameters gekozen moesten worden. Als gevolg hiervan 
lopen de parameters behoorlijk uit elkaar tussen studies terwijl dit grote invloed kan hebben op 
de mate van synchronisatie zoals deze gemeten wordt. In hoofdstuk 5 presenteer ik een studie die 
deze richtlijnen opzet voor vier verschillende fysiologische metingen: hartslag, huidgeleidings-
niveau, pupilgrootte en gezichtsexpressies. Aan de hand van twee criteria vergelijk ik voor elke 
meting een reeks mogelijkheden voor de parameters en kijk welke het meest geschikt zijn. Uit de 
resultaten blijkt dat er geen optimale parameter setting gekozen kan worden, maar dat meerdere 
parameters goed zijn vanuit een statistisch oogpunt. Door deze bevindingen te integreren met 
theoretische overwegingen ontwikkelen we richtlijnen om de juiste parameters te kiezen.
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Samengevat toont de huidige dissertatie aan dat een succesvolle samenwerking meer is 
dan de som van de bijdragen van twee individuen. Ons gedrag wordt beïnvloed door hoe onze 
lichamen op elkaar reageren, een proces dat automatisch en onbewust plaatsvindt. Of deze resul-
taten ook standhouden buiten het lab is een vraagstuk voor verder onderzoek. Dit proefschrift 
laat echter zien dat er methodologische uitdagingen optreden als onderzoekers het veilige pad 
van de gecontroleerde, ietwat artificiële setting van het lab verlaten. Deze uitdadingen zijn niet 
onoverkomelijk, maar moeten wel meegenomen worden als onderzoekers vervolgstudies opzet-
ten en bevindingen willen vergelijken waar verschillende taken gebruikt worden. Ook laat deze 
dissertatie zien dat de juiste statistische analyse en het opzetten van richtlijnen van het correct 
toepassen van analyses kunnen helpen de vergelijking van resultaten tussen studies te vergroten. 
Dit brengt ons een stap dichterbij om complexe processen zoals nonverbale communicatie en de 
invloed op gedrag zoals coöperatie beter te begrijpen.
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