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1.1 Sleep function and mechanisms, sleep homeostasis

1.1.1 Sleep function
In Greek mythology, Hypnos (“sleep”) was considered to be a god or a demon that com-
prised the personification of sleep. According to Hesiod, Hypnos had a twin brother
named Thanatos (“death”), both being sons of Nyx (“The Night”) and Erebus (“The Dark-
ness”). Hypnos was thought to live in a cave, at the entrance of which grow a number of
poppies and other hypnotic plants, where the river Lethe (“Forgetfulness”) comes from
and where night and day meet. No light and no sound would ever enter his grotto [1].

Aristotle argued that sleep arises from the concentrated hot matter (moist and solid) ex-
haled from ingested food, and that in the course of sleep, the organ of sense perception
should lose its power after its use, so that no animal perpetually actualizes its powers.
From Aristotle’s definition, our understanding of sleep is much evolved, however, it is
still not fully conceived. Sleep resembles a death or coma-like state, but differs from it as
it is easily reversible. Until the 1950’s, sleep was considered a passive, dormant part of
daily life, during which brain activity was almost absent [2]. Scientists such as Pavlov
and Sherrington abided by this viewpoint [3, 4]. These assumptions were debunked
by the discovery of regular cyclic alterations of rapid eye movement and non-rapid eye
movement sleep phases, which was a springboard to the belief that sleep is actually an
actively regulated process [2, 5]. Following decades of scientific work, sleep can be
defined now as an easily reversed state of reduced responsiveness, associated with a par-
ticular immobile posture and a specific sleeping site, during which the brain is highly
active [6].
Almost all animals on the planet sleep, nevertheless, whether sleep is essential remains
an enigma [7]. Several theories have been proposed in the attempt to elucidate the func-
tion of sleep [8, 9, 10]. First, it has been proposed that sleep serves energy conservation
[11, 12]. Rather like recharging a battery, it is proposed in this theory that during sleep,
energy resources can be conserved for a considerable amount of time, so that survival is
ensured when food is scarce. Energy savings may have been involved in the sleep process
and selection during evolution. The findings that sleep cycle length and sleep amounts
are negatively correlated with body and brain size, with smaller animals having higher
metabolic rates, smaller body size and longer sleep, further support this theory [11, 13].
Second, sleep has been thought to serve learning and memory consolidation, and perfor-
mance restoring [8, 14]. This theory proposes that, while memory encoding and retrieval
takes place during waking, sleep promotes memory consolidation. During sleep, newly
encoded memories are transformed into more stable representations and integrate into
the network of pre-existing long-term memories [15, 16]. In addition, an interesting role
of sleep regarding performance restoration has been suggested, since studies showed that
performance, which was impaired after sleep deprivation, could be enhanced by sleep
[17, 18].
Third, sleep has been proposed to serve a glymphatic function [19]. The ‘glymphatic
system’, being termed as such due to its dependence upon glial cells and its performance
of peripheral ‘lymphatic’ functions in the central nervous system, has been described
as a biomolecule clearance system that uses convective flow between the cerebrospinal
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fluid and interstitial fluid, so that toxic metabolites in the brain are removed, during sleep
[19, 20, 21]. Despite the fact that the ‘glymphatic system’ concept is relatively novel,
studies show that failure of glymphatic function is associated with pathology in neurode-
generative disorders, traumatic brain injury as well as stroke occurrence [19, 20, 21].
Fourth and last theory poses that sleep serves a neuronal plasticity function [8, 22, 23].
In this theory, it is proposed that plastic processes which occur during wakefulness lead
to a net increase in synaptic strength in many brain circuits, and sleep serves as a me-
diator to downscale synaptic strength to a baseline level, forming the so-called synaptic
homeostasis hypothesis [22, 24].
All aforementioned theories of sleep function have been studied extensively by multiple
research groups leading to controversial outcomes, since pros and cons on each theory
have been expressed. We spend one third of our lives asleep, and despite the poetically
romantic view of Shakespeare on sleep, that we only sleep perchance to dream, although
not fully comprehended why, we undeniably need sleep.

1.1.2 Measuring Sleep: the electroencephalogram (EEG)
In the beginnings of the previous century, Hans Berger was the first to publish a series
of scientific articles on the remarkable electric effect which he detected in human sub-
jects by recording from electrodes applied to the head [25, 26]. He noted a rhythmic
oscillation of potential with a frequency around 10/second, appearing when the subject
lies quietly with eyes closed and disappearing if the attention was fully occupied. Berger
recorded it by pad electrodes on the scalp or by needles that reached the periosteum of the
skull, which he named electroencephalogram (EEG). Since this oscillation was the first
one being distinguished from the EEG, it was named the alpha rhythm. Berger concluded
that the potential changes were produced by the cerebral cortex and that they represent
a fundamental activity of the brain. Although different from humans, potential changes
were also found in the exposed cortex of animals [27]. Around the same time, the EEG
was used to investigate sleep recordings in humans and animals, mainly in dogs and cats
[28, 29, 30].
The EEG signal is the commonly used signal for sleep stages classification. Together
with the electromyogram (EMG) for muscle activity and the electrooculogram (EOG)
for eye movements recordings, they are excellent biomarkers of sleep/wake states [31].
The EEG and EMG are the recordings of the electrical field activity of large groups of
cortical neurons and muscle cells, respectively [32]. The first standard method of sleep
recording and manually sleep staging in humans is based on the criteria proposed by
Rechtschaffen and Kales [33]. According to them, sleep consists of six different vigi-
lance stages, namely the wakefulness, the non-rapid eye movement (NREM) sleep stage
1 (S1) which is characterized by active muscle tone and slow eyes rolling movements,
the NREM sleep stage 2 (S2) in which sleep spindles and K-complexes appear, NREM
sleep stage 3 (S3) and NREM sleep stage 4 (S4) in which the responsiveness to exter-
nal stimuli is really decreased and rapid eye movement sleep (REM) characterized by
rapid eye movements and skeletal muscles atonia. During wakefulness, the EEG shows
low-voltage fast activity and high muscle tone. As NREM sleep becomes deeper, there is
slowing of EEG frequencies and increasing synchronization of cortical neuronal activity,
while at its deepest point the neuronal synchrony appears as large slow wave activity on
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the EEG [34]. In contrast to NREM sleep which shows high amplitude low-frequency
EEG activity, reduced muscle tone and slow rolling eye movements, REM sleep is char-
acterized by low-voltage fast activity, however the muscle tone is entirely diminished
(REM muscle atonia), there is cortical desynchrony and the typical rapid eye movements
can be distinguished, being associated with dream states [32, 34]. The newer method of
sleep staging, developed by the American Academy of Sleep Medicine (AASM), com-
bines sleep stages S3 and S4 of into a single stage, known as slow-wave sleep (SWS)
or deep sleep [35]. In humans, healthy night time sleep consists of four to five 90-min
cycles of NREM and REM sleep per night with NREM sleep being more prevalent in the
beginning and REM sleep more prevalent toward the end of the night. In mammals and
other animals, sleep stages may differ, since less elaborate characteristics compared to
humans are evident. In rodents, mainly three stages are scored, namely waking, NREM
sleep and REM sleep. The parameters extracted from the EEG signal can be used for
analysis and classification of the stages of sleep. Specifically, power spectral features,
based on Fast Fourier transform (FFT) of the EEG signal, have been used for classifica-
tion and analysis of sleep stages [36]. Figure 1.1 shows an example of Waking, NREM
sleep and REM sleep EEG and EMG recording signals from a mouse after electrode im-
plantation 1.1.
In rodents, in contrast to human polysomnography recordings where EOG is commonly
used, mostly EEG and EMG signals are used. Waking EEG, as shown in Figure 1.1, is
characterized by the presence of activity between 6-9 Hz, which is thought to arise by a
physical spread of theta activity from the hippocampus [37, 38, 39]. Hippocampal theta
activity has been associated with voluntary activity, arousal, attention, the representation
of spatial position as well as learning. Analogous EEG frequencies are found to charac-
terize REM sleep, also being associated with hippocampal functioning [40, 41]. During
NREM sleep, neurons in the cortex and thalamus are bistable, oscillating every second,
formulating the distinctive feature of the EEG which is the near-synchronous occurrence
of slow waves in the cortical areas prevailing between 0.5-4.0 Hz [42, 43]. Underlying
the sleep slow waves, a fundamental cellular phenomenon exists, namely the slow os-
cillation. The slow oscillation, being the result of disfacilitation (i.e. a lack of synaptic
input) consists of an up state, which is characterized by sustained neuronal depolariza-
tion and irregular firing, and it is followed by a hyperpolarized down state, during which
the cortical cell ceases firing [44, 45, 46, 47]. Due to the fact that the slow oscillations
occur more or less synchronously in many neurons, their summed activity is the one
recorded from the scalp as slow waves, with the down state of thalamocortical neurons
corresponding to the negative phase of the slow waves recorded from the scalp.
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Figure 1.1: An example of raw data of Waking, NREM and REM sleep electroencephalogram
(EEG) and electromyogram (EMG) recording signals from a young mouse after electrode im-
plantation.

1.1.3 Sleep and Brain areas
Despite the exponential growth rate of scientific progress, sleep remains one of the most
puzzling, yet ubiquitous behaviors across the animal kingdom. One hundred years ago,
eminent scientists doubted even the existence of specific neural pathways for wakefulness
and sleep regulation. Subsequent research has, however, altered dramatically this picture,
and today the neural mechanisms underlying the sleep-wake states have been delineated
and are portrayed in the next paragraphs.
Sleep and wakefulness are controlled by a balance between sleep-promoting and wake-
promoting nuclei [48]. The ascending arousal system, originating in the brainstem, can
arouse the cerebral cortex to promote wakefulness either directly or indirectly via two
major branches (Figure 1.2, left panel: A, wake-promoting pathways) 1.2. One branch
primarily originates from the pedunculopontine and laterodorsal tegmental nuclei (PPT
and LDT) that produce acetylcholine [49], ascending to and activating the relay neurons
and the reticular nucleus of the thalamus. Neurons in the lateral hypothalamic area and
the basal forebrain are activated by the second branch of the ascending arousal system
[50, 51, 52]. Monoaminergic neurons in the upper brainstem and caudal hypothalamus,
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including the noradrenergic locus coeruleus (LC), serotoninergic dorsal (DR) and median
raphe nuclei, dopaminergic ventral periaqueductal grey matter and histaminergic tubero-
mammillary neurons, mark the beginning of this pathway.
Markedly, during sleep, the main components of the ascending arousal system become
inhibited by projections originating from the ventrolateral preoptic nucleus (VLPO) (Fig-
ure 1.2, left panel: B, sleep-promoting pathways) 1.2 [53, 54, 55, 56]. The VLPO can,
also, be inhibited by the afferents coming from the monoaminergic arousal systems (Fig-
ure 1.2, left panel: C) [57]. A mutual inhibition hence exists, creating this way a flip-flop
switch (Figure 1.2, right panel) 1.2. Due to the sharp wake-sleep transitions it allows, the
flip-flop switch is rather unstable. Therefore, specific neurons in the lateral hypotha-
lamus, releasing orexin (also called hypocretin) serve to stabilize this switch, via their
strong excitatory actions on wake-promoting neurons without disrupting sleep. Finally,
REM sleep is generated by neurons around the LC region and sublaterodorsal region in
the upper pons. The latter area projects to the basal forebrain and cortex, leading to dream
states, as well as to medullary and spinal cord regions in order to inhibit movements dur-
ing REM sleep [58].

1.1.4 Sleep homeostasis
The concept of a milieu intérieur, i.e. internal environment, in physiological processes
was first developed in the 19th century, a notion that was later formulated as homeostasis
[60, 61]. Elaborating, homeostasis, generally, refers to any self-regulated biological pro-
cess by which organisms tend to maintain internal stability, while adjusting to conditions
optimal to survival. The homeostasis term has also been applied to sleep, denoting a ba-
sic principle of sleep regulation. Particularly, sleep homeostasis has been described as an
internal timer or counter which generates a sleep drive (i.e. pressure to sleep) as a func-
tion of the amount of time elapsed since the last adequate sleep episode [62]. In other
words, prolonged periods of wake are followed by long periods of deep NREM sleep.
This homeostatic response is mediated by NREM sleep-promoting substances, includ-
ing adenosine, prostaglandin D2, and cytokines such as interleukin-1 and tumor necrosis
factor-a [63]. Recent studies have focused on the neuromodulator adenosine, since it
is the best understood of these somnogens. A link has been proposed between adeno-
sine, energy metabolism, neuronal activity and sleep [64, 65, 66]. More specifically,
adenosine promotes sleep, through A1 and A2a receptor agonists, by directly inhibit-
ing wake-promoting neurons and by activating sleep-promoting neurons. As a result,
stimulants such as caffeine and theophylline, serving as antagonists at both A1 and A2A
adenosine receptors, can counteract the sleep-inducing effects of adenosine via neurons
in the nucleus accumbens possibly projecting to wake-promoting brain regions [67, 68].
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Figure 1.2: Left panels, Brain circuits in sleep and wakefulness (details in the text). A. Wake-
promoting projections: Cholinergic neurons (light blue) comprise the major input to the thala-
mus, while monoaminergic and glutamatergic neurons (green) provide direct innervation of the
hypothalamus, BF and cerebral cortex. The orexin neurons (dark blue) reinforce activity in these
pathways as well as excite the cerebral cortex and BF. B. Sleep-promoting pathways: The sleep-
promoting pathways from the VLPO and MnPO (magenta) inhibit the components of the ascend-
ing arousal pathways. C: The ascending arousal systems are also capable of inhibiting the VLPO.
DR, dorsal raphe nucleus (serotonin); LC, locus coeruleus (norepinephrine); LDT, laterodorsal
tegmental nucleus (acetylcholine); PB, parabrachial nucleus (glutamate); PC, precoeruleus area
(glutamate); PPT, pedunculopontine tegmental nucleus (acetylcholine); TMN, tuberomammillary
nucleus (histamine); vPAG, ventral periaqueductal gray (dopamine). (Adapted from Saper et al.,
2010 [48])
Right panel, The flip-flop switch during the state of wakefulness: Orexin neurons send excitatory
input to monoaminergic neurons, which send inhibitory feedback projection to orexin neurons.
This system maintains the activity of monoaminergic neurons. Monoaminergic neurons send in-
hibitory projection to the VLPO sleep center and send excitatory projections to the thalamus and
cerebral cortex. Orexin neurons receive input from the limbic system and also have reciprocal
links with the hypothalamic arcuate nucleus that regulates feeding. Additionally, orexin neurons
have important role as a link between the energy homeostasis and vigilance states. VLPO, ven-
trolateral preoptic nucleus; SCN, suprachiasmatic nucleus. (Adapted from Natsuko Tsujino &
Takeshi Sakurai, 2009 [59])

Due to the rotation of the earth every 24 hours, living organisms evolved to adopt a
circadian rhythm which is compatible with the light-dark cycle for their protection, feed-
ing, mating and survival [69]. In humans, the intrinsic period of the circadian rhythm



Chapter 1

16

is slightly longer than 24 h, whereas in mice it is about 23.5 h [70] and, hence, the
circadian system comprises a mechanism which synchronizes the internal state of the or-
ganism with the predictable environmental changes. Nearly all peripheral tissues in the
body have a circadian rhythm which is regulated and synchronized by a central circadian
pacemaker, that in mammals is located in the suprachiasmatic nucleus (SCN) of the hy-
pothalamus [71]. The master clock is entrained daily to 24 h by environmental cues, such
as light as well as the feeding and activity patterns of the organism [72]. More specif-
ically, the 24-h rhythms are generated by individual SCN neurons and are controlled by
a molecular feedback loop [73]. It is important that the activity of these single-cell os-
cillators is coupled, in order to achieve adequate amplitude to either induce or suppress
behavioral characteristics for specific phases of the cycle [69]. Among many physio-
logical processes occurring in the body, the circadian clock controls also the sleep/wake
cycle [71]. Unlike the aforementioned homeostatic control of sleep, circadian-controlled
processes are driven by an autonomously rhythmic system. It has been proposed that the
SCN is possibly unique in the entire mammalian brain since its neurons constitute a
coupled, intercellular network of self-sustained, circadian oscillations of both neuronal
activity and gene expression, even in the absence of external stimuli [74, 75]. Circadian
rhythm outputs can be measured in many ways, for example the rest-activity rhythm can
be measured using actigraphy over several days [76].
The timing, depth and duration of sleep are considered to be regulated by the interaction
of these two processes, the sleep homeostatic and circadian process (Process S and C,
respectively) as proposed by the so-called two-process model of Borbely [77] (Figure
1.3) 1.3. Process S, representing sleep debt, increases during wakefulness, declines dur-
ing sleep, and oscillates with a periodicity normally entrained to day and night by the
circadian pacemaker. When S is at the lower boundary, it triggers awakening whereas
near the upper boundary it triggers sleep.
In mammals, the homeostatic sleep process is thought to be reflected in the NREM sleep
electroencephalographic (EEG) slow-wave activity (SWA), which is the EEG power den-
sity between 0.5-4.0 Hz. EEG SWA increases in the course of waking, having its max-
imum level at the beginning of the sleep period, and declines during sleep showing its
lowest values just before awakening [78, 79]. EEG SWA consists of two rhythms that
have different brain origin and dissimilar neuronal mechanisms [80, 81]. The first one is
the slow neocortical rhythm (<1Hz) which is generated within the cortex [80]. Through
high-density EEG recordings, it has been shown that each cycle of the slow oscillation
reflects a traveling wave which originates in prefrontal-orbitofrontal sites and propagates
towards more posterior cortical areas [42]. The important role of the cortical slow oscil-
lation is to synchronize the activity of cortical and thalamic neurons that generate spindle
and delta waves throughout NREM sleep [82]. The second rhythm refers to a faster
oscillation in the slow frequencies (1-4 Hz) generated in the thalamus, specifically by
the interplay of two intrinsic currents of thalamocortical neurons [47]. SWA being the
combination of these two rhythms is widely considered to be a measure of sleep need
and/or intensity. Therefore, in the event of prolonged wakefulness, SWA increases in the
subsequent sleep period in both humans and animals [78, 79]. The dynamics of sleep
regulation have been extensively studied in humans and animals with the use of mathe-
matical modeling of the observed homeostatic sleep response, visible in the EEG SWA,
before and after sleep deprivation [83, 84, 85, 86]. In the next section, the effects and
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applications of sleep deprivation are discussed.

Figure 1.3: The sleep-wake regulation: the interaction between sleep homeostatic (Process S)
and circadian process (Process C). Prolonged wakefulness increases sleep pressure, leading to
increased total sleep time and slow-wave-activity in NREM sleep (SWA) in recovery sleep.
(Adapted from Borbely et al., 2016 [78].)

1.1.5 Sleep deprivation
In humans, the physiological sleep drive can be overruled by voluntary sleep restric-
tion, or it can be disrupted owing to environmental factors and/or sleep disorders, for
example obstructive sleep apnea, insomnia, restless leg syndrome, narcolepsy [87]. In
general, sleep disruption or deprivation is detrimental for health and well-being [88].
Numerous findings in the last decades support this notion. Notably, even one night of
sleep deprivation, increases cortisol levels and potentiates the HPA axis [89]. Night shift
work, a common work schedule in a variety of professions, is associated with short sleep
of less than 5 h [90, 91]. Sleep disruption or deprivation has been shown to impact
metabolism and the immune system [87, 92, 93, 94, 95], with short sleep being associ-
ated with an increased prevalence of type 2 diabetes, obesity, and cardiovascular disease
[96, 97, 98, 99]. Furthermore, cognitive performance is compromised following acute
and chronic total sleep deprivation but also chronic sleep restriction, showing that sleep
debt has a neurobiological cost which accumulates over time [100]. In animal studies,
it has been demonstrated that sleep fragmentation impairs memory consolidation [101]
and is a risk for Alzheimer’s disease [102, 103]. In the most extreme case, continuous
sleep deprivation can even kill rodents and flies within a period of days to weeks [104].
In order to test the sleep homeostatic process and investigate sleep characteristics under
elevated sleep pressure conditions, sleep deprivation has been experimentally used in the
laboratory, as some of the earlier studies, reported in this section, showed. The increased
sleep pressure, as an effect of sleep deprivation, leads to alterations in the sleep-wake
regulation which consist of increased total sleep time, accompanied by EEG changes
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(Figure 1.3) 1.3. The sleep rebound, i.e. the sleep recovery following sleep loss, is char-
acterized by increased sleep duration and intensity. A possible reduction in the recovery
sleep, which is typically quantified as the percentage of sleep lost that is recovered over
a defined time period, could underlie an impaired homeostat, unable to provide sufficient
sleep or a highly efficient homeostat that is capable of restorative effects with very little
sleep [105]. As aforementioned, SWA in NREM sleep is a well established electro-
physiological marker of sleep homeostasis in mammals and a quantitative measure of the
amplitude and incidence (number per minute of NREM sleep) of sleep slow waves [106]
and it is found to be increased following sleep deprivation.

1.2 Aging: theories, sleep and the brain

1.2.1 Aging theories
Ambrosia and Nectar, nutriments once thought to grant immortality, are not to be found
on Earth for human beings. Antithetically, aging and mortality signify an endpoint that
almost all organisms on the planet experience. Potential absence of aging composes the
ideal concept of biological immortality. Although this is utopian for human beings, it is
actually incarnated in simple organisms such as the Hydra genus, which does not appear
to die of old age, or to age at all, having a regenerative ability [107]. The question there-
fore arises, is it the complexity of higher-order creatures that enables them to senesce?
Philosophers, from the beginning of cultures, have dealt with the deeper idea and un-
derstanding of aging. A writer and philosopher of modern times said: “In the tempo-
rary living beings, two streams struggle, first the upslope towards synthesis, life and im-
mortality, and second, the downslope towards decomposition, matter and death” (Nikos
Kazantzakis) [108]. From a scientific point of view, attempts have been made in order to
elucidate the nature of aging and more importantly, whether aging can be reversed. Gen-
erally, aging can be defined as the condition where all physiological mechanisms decline,
rendering an organism closer to its “death”.
Aging comprises a markedly complicated and multifactorial process, thus numerous the-
ories have been proposed over the years [109]. These can be classified into several
groups of theories that may overlap at various levels of organization, being sometimes
complementary with each other.
One group of theories, known as the “error theories”, generally identifies several envi-
ronmental insults to organisms, inducing progressive damage at various levels, e.g. mi-
tochondrial DNA damage, oxygen radicals accumulation, cross-linking [109, 110]. The
“general error theory” suggests a decline in the fidelity of gene expression with aging,
leading to increased fraction of abnormal proteins [111, 112]. This erroneous synthe-
sis can in turn generate a positive feedback of errors ultimately leading to a lethal ‘error
catastrophe’; however, despite the presence of error, there may be some stability of trans-
lation achieved [111, 112, 113].
Another theory which can also be categorized in the “error theories” group and has re-
ceived a lot of attention, is the “free radical theory”. First proposed in 1950’s, it suggests
that, the release of active free radicals eventually results in cumulative damage and senes-
cence [114]. These free radicals are naturally produced by the organisms during energy
production, in which mitochondrial respiration generates reactive oxygen species (ROS)
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by leaking intermediates from the electron transport chain, rendering the internal environ-
ment of all living organisms into a container of free ROS [115]. Interestingly, elevated
levels of oxidant-damaged DNA as well as protein have been found in aged organisms
[116, 117].
The main rival theory to the “error theories” poses that aging is genetically programmed
in a similar way as morphogenesis. According to these so-called “programmed theories”,
aging depends on biological “clocks” that regulate the time of the life span based on
genes that sequentially switch on and off signals to the nervous, endocrine, and immune
systems being in turn responsible for maintenance of homeostasis and for activation of
defense responses [109, 110].
Furthermore, “evolutionary theories” have been formulated, in which it is supported that
the deterioration observed in the course of aging results from a decline in the force of
natural selection [110, 118]. In contrast to the previously discussed theories, in the
evolutionary theories, aging is not programmed but an accumulation of somatic damage
occurs due to limited investments in maintenance and repair beyond the age of reproduc-
tion [119].
In order to understand the insights of the aging process especially for organisms such as
mammals, being extremely complex, the overall interactions among intrinsic (genetic),
extrinsic (environmental), and stochastic (random damage to vital molecules) causes
should be studied in a more holistic approach [110].

1.2.2 The Aging Brain and Sleep
In the course of aging, brain alterations are evident in multiple levels, from molecules to
morphology and brain size. Total brain volume is shown to decline with age [120], at
a rate of around 5% per decade after the age of 40 [121]. Advanced age has also been
associated with widespread thinning of the cerebral cortex [122]. With respect to specif-
ically the neocortex and hippocampus, the last decades, the idea that age-related decline
in neuron number through neuron death is involved in normal aging, has become less
popular [123]. The prefrontal cortex of the brain has been demonstrated to be mostly
affected in healthy aging, however, in both rodents and humans, changes have been re-
ported in dendritic arbor, spines, and synapse morphology that could impact the function
of hippocampal circuits, rendering also the hippocampus another greatly affected area
[123, 124, 125, 126, 127]. With regards to the synapse, loss of synaptic function and
number is probably also a contributing factor in age-related cognitive decline [128, 129].
In addition, disruption of particularly myelinated fibers that connect neurons in different
cortical regions occurs in the aging brain, suggesting a systems-level breakdown of inte-
grated function that correlates with poor cognitive performance [130]. Aging has also
been shown to affect white matter density, with great reductions found in the prefrontal
cortex and anterior corpus callosum [131, 132].
Neurotrophic factors likely play an important role in the aging brain, since increased con-
centrations of them can restore cognitive functions in aged animals [133]. For example,
the expression of brain-derived neurotrophic factor in the hippocampus has been found
to decrease with age, an effect that may contribute to age-related cognitive impairments
[134]. In addition to neurotrophic factors, neurotransmitters playing naturally an impor-
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tant role in the brain, show alterations in the course of aging, that could ultimately lead to
neurodegenerative diseases. Recent research has identified serotonin as a prominent sig-
nal, acting in concert with brain-derived neurotrophic factor, in order to regulate aspects
of neural plasticity in several brain regions. It has been demonstrated that both could
become compromised in aging and age-related neurodegenerative disorders [135]. Fur-
thermore, human postmortem and animal experimental results suggest an age-associated
disturbance of the cerebral dopaminergic neuronal system [136, 137, 138, 139, 140].
Particularly, dopaminergic pathways between the frontal cortex and the striatum, lev-
els of dopamine may decline as a function of age, and/or synapses/receptors or binding
to receptors may be reduced [141]. In general, cholinergic and monoaminergic systems
projecting from the basal forebrain and brainstem have been demonstrated to be function-
ally impaired in the course of aging, with the metabolites of achetylcholine, dopamine
and noradrenaline being generally depleted in the cerebral cortex of aged rats and mon-
keys [142, 143].
In the aged brain incomplete or impaired functions can be detected. Stemming from
interrupted pathways and brain atrophy, sleep in aging is associated with a disrupted
physiology [144]. Particularly, sleep quality is considered to be progressively decreased
in the course of aging in humans, owing to reduced capacity to initiate and/or maintain
sleep. The elderly sleep less, reporting more often sleep complaints, and their sleep is
accompanied by frequent awakenings and superficial stage 1 sleep [145, 146, 147]. The
sleep EEG is characterized by lower slow-wave activity in NREM sleep, reflecting a less
deep sleep, as well as reduced sigma activity (around 13 Hz) during NREM sleep, begin-
ning at middle age [148, 149, 150].
The brain mechanisms contributing to age-related sleep alterations are not fully under-
stood to date. A preferential impairment of the prefrontal cortex evident from neuropsy-
chology and brain imaging techniques has been noted with age, that may intervene with
the sleep process [144]. The medial prefrontal cortex expresses gray matter reductions in
elderly subjects, and comprises an area where NREM sleep slow waves show a marked
preponderance in origin and density over EEG derivations [144, 151]. Compared to
young adults, older subjects show lower slow-wave amplitude and density, especially in
prefrontal/frontal brain areas [42]. In addition, serotonin, being implicated in a vari-
ety of neural functions including sleep regulation [152], may contribute to age-related
sleep alterations, since diminished populations of serotonin receptors with age have been
demonstrated in rat and human brains [153]. Interestingly, changes in the suprachias-
matic nucleus in the hypothalamus, as well as other parts of the circadian timing system
are considered to underlie sleep disturbances in elderly people [154, 155]. In particular,
the aging SCN is characterized by decreased neuronal activity [156, 157], showing an
attenuated circadian amplitude, due to changes in neuronal phase distribution [158]. Fi-
nally, vasopressin, one of the main peptides in the SCN, declines in amount and synthesis
in aged humans, leading eventually to disturbed sleep-wake rhythms [159].
Concluding, aging is a rather slow process that potentially impacts all the organs includ-
ing the brain. Along with many physiological processes, sleep is consequently largely
affected, rendering the elderly vastly vulnerable, as sleep remains a vital physiological
process.
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1.3 Environmental factors, health and aging
The so-wanted elixir of youth has not been discovered yet. However, many factors may
intervene in the aging process, leading to detrimental or beneficial effects, which in turn
could accelerate or decelerate parts or the whole aging procedure. Aging is a physio-
logical process that occurs asynchronously in different areas of the brain and the rate of
that process is dependent on the lifestyle of the individuals. In the following paragraphs,
some of the environmental factors that humans are daily exposed to are discussed.
First, diet constitutes a significant factor, directly affecting general body and brain health.
In addition to health, longevity per se is believed to be promoted through diet [160,
161, 162]. Dietary interventions, such as caloric restriction and intermittent fasting can
improve health during aging, reduce the risk of developing diabetes, cancer, and cardio-
vascular diseases and even delay brain atrophy evident in aging [163, 164, 165, 166].
A disorder commonly viewed across all ages is obesity. Obesity can be accompanied
by damage to several target organs, as for example the heart, skeletal muscle, pancreas,
liver, and kidney [167]. Additionally, in human obesity, structural brain changes have
been identified in several brain areas [168], rendering obesity a risk factor for neurode-
generative disorders, such as Alzheimer disease [169]. Therefore, in congruence with
the notion that the choice of our food defines us, diet reflects life quality.
Second, since the 1900’s artificial light was introduced as another important factor that
influences our daily lives. Although artificial light has ameliorated human life in a mul-
titude of sectors, augmented exposure, particularly during times that darkness should
prevail, has been associated with drawbacks in health [170]. General disruption of nor-
mal circadian time can alter the overall physiological state. Hormone balance, immune,
endocrine, as well as several metabolic system disturbances may be provoked owing to
light exposure at night. Shift-work, a widely-accepted type of work in modern society,
can induce detrimental effects in carbohydrate and lipid metabolism, insulin resistance,
hypertension, coronary heart disease, and myocardial infarction [171], being linked also
with increased risk for breast cancer [172, 173, 174, 175]. Hence, artificial light expo-
sure, specifically at night, impacts physiological processes, that may affect consequently
body and brain health.
Third, physical activity constitutes one factor, that exhibits large attention regarding gen-
eral health. The roots of a mind-body connection are traced back to ancient civilizations.
Plato said, “In order for man to succeed in life, God provided him with two means, mu-
sical education and physical activity. Not separately, one for the soul and the other for
the body, but for the two together. With these two means, man can attain perfection”
[176]. Physical activity, such as aerobic exercise, are implicated in cognition, memory
and mental health improvement, as well as in promoting structural and functional plastic-
ity in the brain [177, 178, 179, 180]. The elderly can essentially benefit by exercise, since
cognitive functioning can be particularly enhanced [181, 182]. Additionally, it has been
suggested that the structural and functional benefits of exercise can even mimic those of
antidepressants [183, 184]. Thus, a prominent role of physical activity in general body
and brain health augmentation has been developed.
Finally, substances such as caffeine, widely used in a daily basis, correspond to envi-
ronmental factors that may directly affect health. Mainly consumed in order to promote
alertness and increase wakefulness, caffeine leads to very important secondary effects
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on many classes of neurotransmitters, after blocking adenosine receptors, influencing in
turn a large number of different physiological functions [185]. Lifelong caffeine intake
has been associated with prevention of cognitive decline, and reduced risk of developing
stroke, Parkinson’s disease and Alzheimer’s disease [186, 187, 188, 189, 190]. Caffeine,
therefore, being regularly consumed, might serve body and brain health enhancement
qualities.
Considering the amount of time that every individual is directly or indirectly affiliated
with these environmental factors, delving into their features and actions might prove
beneficial. Therefore, environmental factors, such as the ones addressed, to which daily
exposure has been noted, may assist in promoting general health and healthy body and
brain aging.

1.4 Aim of the current thesis
The current thesis aims to shed light on long-term effects of environmental factors on
sleep and the sleep EEG, in the mouse model. Diet, physical activity, light levels and caf-
feine intake, comprise considerable environmental factors in daily life. Investigating the
beneficial or adverse effects following long-term exposure to them not only during early
adulthood but also in aging provides significant insights that could accelerate, hinder or
ameliorate parts of the aging process allowing for a healthier and longer life span.
This thesis is partitioned into two parts, namely the young and the aging part. In particu-
lar, Chapters 2, 3, 4 concern studies conducted in young mice, whereas Chapters 5, 6,
7, 8, 9 studies conducted in aged mice.
Obesity is associated with sleep disturbances that may interfere with general life qual-
ity. Therefore, in Chapter 2 sleep regulation is studied following diet-induced obesity
in young mice. In order for obesity to be developed in mice, so that it simulates the hu-
man condition, mice are fed for 12 weeks exclusively with high-caloric diet. The effect
of high-caloric diet on sleep homeostasis is tested with the use of parameter estimation
analysis and simulations of the sleep homeostatic process S.
In Chapter 3 the influence of caffeine consumed either acutely or chronically (for two
weeks continuously) on sleep, the sleep EEG and behavior is studied in young mice. Al-
though the effects of acute caffeine intake are largely known, inducing almost instantly
alertness, caffeine is usually consumed over a longer period of time, and this latter con-
dition has not received much attention from researchers. Thus, in this study caffeine is
diluted in the water in order for the mice to have continuous access to it for at least two
weeks.
Dim-light-at-night interrupts sleep and circadian rhythms. Therefore, Chapter 4 focuses
on the impact of acute and long-term exposure to dim-light-at-night on sleep, the sleep
EEG and behavior in young mice. Particularly, mice are exposed to one night, one week,
one month and three months to a light:dim-light-at-night 12:12 h schedule.
Chapter 5 comprises the first of the series of chapters concerning sleep studies in aging.
Therefore, in this chapter, sleep and the sleep EEG as well as the morphology of sleep
slow-waves is studied in the course of aging in naturally aged mice. The basic detailed
effects of aging are hence established, so that the impact of environmental factors in the
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chapters that follow can be investigated.
In Chapter 6 the effect of long-term physical activity on sleep, sleep EEG, and behav-
ior is studied in young and older mice. Exercise, generally, has been proposed to be
an alternative to pharmacological treatment for sleep disorders. Hence, in this study, a
running-wheel is available in the cages of the mice for one to three months prior to sleep
recordings. The sleep recordings are performed with the absence of the running wheel,
studying this way the sustained effect of exercise in the course of aging.
In Chapter 7 the influence of diet-induced obesity on sleep is studied in aged mice. 18
and 24 months old mice are fed exclusively with high-caloric diet for continuous three
months prior and during the sleep recordings. This study, therefore, investigates potential
obesity-related sleep disturbances in older mice which are eventually compared with the
effects in young mice studied in Chapter 2.
Chapter 8 investigates the effects of long-term dim-light-at-night exposure on behavior,
sleep and the sleep EEG in aged mice, emphasizing the differences from the young mice
studied in Chapter 4. Thus, 18 and 24 months old mice are exposed for continuous three
months to a light:dim-light-at-night schedule.
In Chapter 9 sleep and the sleep EEG is studied in a genetic mouse model. The main
characteristic of this mouse model is the premature aging due to a gene elimination which
has a function in DNA repair, rendering the life span of mice to maximum 18 weeks. The
data emerging from this mouse model are subsequently compared to data obtained from
naturally aged mice, in order to investigate whether this model can produce similar re-
sults and eventually being able to replace the natural aging procedure in aging research.
In Chapter 10 data from all the studies performed are discussed, addressing the main
issue of the present thesis, can health in the course of aging be enhanced?



Chapter 1

24

Bibliography

[1] Hesiod, & Caldwell, R. S. (1987). Hesiod’s Theogony. Cambridge.

[2] Hobson JA. Sleep is of the brain, by the brain and for the brain. Nature. 2005 Oct
27;437(7063):1254-6.

[3] Pavlov, I. I. Conditioned Reflexes. An Investigation of the Physiological Activity of
the Cerebral Cortex (Dover, New York, 1960).

[4] Sherrington, C. Man on his Nature (Doubleday, Garden City, New York, 1995).

[5] Aserinsky, E. & Kleitman, N. Regularly occurring periods of eye motility and con-
comitant phenomena during sleep. Science 118, 273-274 (1953).

[6] Deboer T. Behavioral and electrophysiological correlates of sleep and sleep home-
ostasis. Curr Top Behav Neurosci. 2015;25:1-24.

[7] Cirelli C, Tononi G (2008) Is sleep essential? PLoS Biol 6(8): e216.

[8] Krueger JM, Frank MG, Wisor JP, Roy S. Sleep function: Toward elucidating an
enigma. Sleep Med Rev. 2016 Aug;28:46-54.

[9] Mignot E. Why we sleep: the temporal organization of recovery. PLoS Biol. 2008
Apr 29;6(4):e106. doi: 10.1371/journal.pbio.0060106. PubMed PMID: 18447584;
PubMed Central PMCID: PMC2689703.

[10] Siegel, J. M. Sleep viewed as a state of adaptive inactivity. Nature Rev. Neurosci.
10, 747-753 (2009).

[11] Zepelin H, Siegel J, Tobler I (2005) Mammalian sleep. In: Kryger MH, Roth T, De-
ment WC, editors. Principles and practice of sleep medicine. Philadelphia: Elsevier
Saunders.

[12] Tobler I (2005) Phylogeny of sleep regulation. In: Kryger MH, Roth T, Dement WC,
editors. Principles and practice of sleep medicine. Philadelphia: Elsevier Saunders.
pp. 77-90.

[13] Savage, V. M. & West, G. B. A quantitative, theoretical framework for understand-
ing mammalian sleep. Proc. Natl Acad. Sci. USA 104, 1051-1056 (2007).

[14] Diekelmann S, Born J. The memory function of sleep. Nat Rev Neurosci. 2010
Feb;11(2):114-26. doi: 10.1038/nrn2762. Epub 2010 Jan 4. Review. PubMed PMID:
20046194.



General introduction and Aim of  the project

Ch
ap

te
r 

1

25

[15] Stickgold, R. & Walker, M. P. Sleep and memory: the ongoing debate. Sleep 28,
1225-1227 (2005).

[16] Stickgold, R. Sleep-dependent memory consolidation. Nature 437, 1272–1278
(2005).

[17] Rosa RR, Bonnet MH, Warm JS. Recovery of performance during sleep following
sleep deprivation. Psychophysiology 1983;20:152e9.

[18] Banks S, Van Dongen HPA, Maislin G, Dinges DF. Neurobehavioral dynamics fol-
lowing chronic sleep restriction: dose-response effects of one night for recovery.
Sleep 2010;33:1013e26.

[19] Xie L, Kang H, Xu Q, Chen MJ, Liao Y, Thiyagarajan M, O’Donnell J, Christensen
DJ, Nicholson C, Iliff JJ, Takano T, Deane R, Nedergaard M. Sleep drives metabolite
clearance from the adult brain. Science. 2013 Oct 18;342(6156):373-7.

[20] Mendelsohn AR, Larrick JW. Sleep facilitates clearance of metabolites from the
brain: glymphatic function in aging and neurodegenerative diseases. Rejuvenation
Res. 2013 Dec;16(6):518-23.

[21] Jessen NA, Munk AS, Lundgaard I, Nedergaard M. The Glymphatic System: A
Beginner’s Guide. Neurochem Res. 2015 Dec;40(12):2583-99. doi: 10.1007/s11064-
015-1581-6. Epub 2015 May 7. Review.

[22] Tononi G, Cirelli C. Sleep function and synaptic homeostasis. Sleep Med Rev. 2006
Feb;10(1):49-62. Epub 2005 Dec 22. Review.

[23] Krueger JM, Obál F. A neuronal group theory of sleep function. J Sleep Res. 1993
Jun;2(2):63-69.

[24] Tononi G, Cirelli C. Sleep and synaptic homeostasis: a hypothesis. Brain Res Bull.
2003 Dec 15;62(2):143-50.

[25] Berger H: Über das Elektrenkephalogram des Menschen. Arch Psychiatr Nervenkr
1929; 87:527-570

[26] Berger, H. (1930) Über das Elektrenkephalogramm des Menschen II. J. Psychol.
Neurol., 40: 160-179.

[27] Adrian ED, Matthews BH. The interpretation of potential waves in the cortex. J
Physiol. 1934 Jul 31;81(4):440-71.

[28] Kleitman, N. and Camille, N. Studies on the physiology of sleep: vi. Behavior of
decorticated dogs. Amer. J. Physiol., 1932, 100: 474-480.

[29] Wikler, A. Pharmacologic dissociation of behavior and EEG “sleep patterns” in
dogs : morphine, N-allylnormorphlne, and atropine. Proc. Soc. exp. Biol. Med.,
1952, 79: 261-265.



Chapter 1

26

[30] Dement W. The occurrence of low voltage, fast, electroencephalogram patterns
during behavioral sleep in the cat. Electroencephalogr Clin Neurophysiol. 1958
May;10(2):291-6.

[31] Scammell TE, Arrigoni E, Lipton JO. Neural Circuitry of Wakefulness and Sleep.
Neuron. 2017 Feb 22;93(4):747-765.

[32] Brown RE, Basheer R, McKenna JT, Strecker RE, McCarley RW. Control of sleep
and wakefulness. Physiological reviews. 2012;92(3):1087-187.

[33] A. Rechtschaffen, A. Kales A Manual of Standardized Terminology, Techniques,
and Scoring System for Sleep Stages of Human Subjects Public Health Service, U.S.
Govern. Printing Office, Washington, DC (1968)

[34] Berry R.B. American Academy of Sleep Medicine; 2012. The AASM Manual for
the Scoring of Sleep and Associated Events. Rules, Terminology and Technical Spec-
ifications, Darien, Illinois.

[35] C. Iber, S. Ancoli-Isreal, A.L. Chesson Jr., S.F. Quan The AASM Manual for Scor-
ing of Sleep and Associated Events-Rules: Terminology and Technical Specification
American Academy of Sleep Medicine (2007).

[36] Susmáková K, Krakovská A. Discrimination ability of individual measures used in
sleep stages classification. Artif Intell Med. 2008 Nov;44(3):261-77.

[37] Buzsaki, G. (2002). Theta oscillations in the hippocampus. Neuron, 33, 325-340.

[38] Vyazovskiy VV, Cirelli C, Tononi G. (2011) Electrophysiological correlates of
sleep homeostasis in freely behaving rats. Prog Brain Res 193:17-38.

[39] Sirota, A., Montgomery, S., Fujisawa, S., Isomura, Y., Zugaro, M., & Buzsaki,
G. (2008). Entrainment of neocortical neurons and gamma oscillations by the hip-
pocampal theta rhythm. Neuron, 60, 683-697.

[40] Bódizs R, Kántor S, Szabó G, Szucs A, Eross L, Halász P. (2001). Rhythmic hip-
pocampal slow oscillation characterizes REM sleep in humans. Hippocampus, 11,
747-753.

[41] Montgomery SM, Sirota A, Buzsaki G. Theta and gamma coordination of hip-
pocampal networks during waking and rapid eye movement sleep. J Neurosci. 2008
Jun 25;28(26):6731-41.

[42] Massimini M, Huber R, Ferrarelli F, Hill S, Tononi G. The sleep slow oscillation as
a traveling wave. J Neurosci. 2004;24:6862-6870.

[43] Sejnowski, T. J., & Destexhe, A. (2000). Why do we sleep? Brain Research, 886,
208-223.

[44] Amzica, F., & Steriade, M. (1998). Electrophysiological correlates of sleep delta
waves. Electroencephalography and Clinical Neurophysiology, 107, 69-83.



General introduction and Aim of  the project

Ch
ap

te
r 

1

27

[45] Destexhe, A., Contreras, D., & Steriade, M. (1999). Spatiotemporal analysis of
local field potentials and unit discharges in cat cerebral cortex during natural wake
and sleep states. The Journal of Neuroscience, 19, 4595-4608.

[46] Steriade, M., Nunez, A., & Amzica, F. (1993b). A novel slow (< 1 Hz) oscillation
of neocortical neurons in vivo: Depolarizing and hyperpolarizing components. The
Journal of Neuroscience, 13, 3252-3265.

[47] Steriade, M., Timofeev, I., & Grenier, F. (2001). Natural waking and sleep states: A
view from inside neocortical neurons. Journal of Neurophysiology, 85, 1969-1985.

[48] Saper CB, Fuller PM, Pedersen NP, Lu J, Scammell TE. Sleep state switching.
Neuron. 2010 Dec 22;68(6):1023-42. doi: 10.1016/j.neuron.2010.11.032. Review.

[49] Hallanger AE, Levey AI, Lee HJ, Rye DB, Wainer BH. The origins of cholinergic
and other subcortical afferents to the thalamus in the rat. The Journal of comparative
neurology. 1987;262(1):105-24.

[50] Starzl TE, Taylor CW, Magoun HW. Ascending conduction in reticular activat-
ing system, with special reference to the diencephalon. Journal of neurophysiology.
1951;14(6):461-77.

[51] Saper CB. Organization of cerebral cortical afferent systems in the rat. II. Hypotha-
lamocortical projections. The Journal of comparative neurology. 1985;237(1):21-46.

[52] Jones BE. Arousal systems. Frontiers in bioscience : a journal and virtual library.
2003;8:s438-51.

[53] Sherin JE, Shiromani PJ, McCarley RW, Saper CB. Activation of ventrolateral pre-
optic neurons during sleep. Science. 1996;271(5246):216-9.

[54] Gaus SE, Strecker RE, Tate BA, Parker RA, Saper CB. Ventrolateral preoptic nu-
cleus contains sleep-active, galaninergic neurons in multiple mammalian species.
Neuroscience. 2002;115(1):285-94.

[55] Sherin JE, Elmquist JK, Torrealba F, Saper CB. Innervation of histaminergic tubero-
mammillary neurons by GABAergic and galaninergic neurons in the ventrolateral
preoptic nucleus of the rat. The Journal of neuroscience : the official journal of the
Society for Neuroscience. 1998;18(12):4705-21.

[56] Szymusiak R, Alam N, Steininger TL, McGinty D. Sleep-waking discharge pat-
terns of ventrolateral preoptic/anterior hypothalamic neurons in rats. Brain research.
1998;803(1-2):178-88.

[57] Chou TC, Bjorkum AA, Gaus SE, Lu J, Scammell TE, Saper CB. Afferents to the
ventrolateral preoptic nucleus. The Journal of neuroscience : the official journal of
the Society for Neuroscience. 2002;22(3):977-90.

[58] Peever J., Luppi P.H., Montplaisir J. Breakdown in REM sleep circuitry underlies
REM sleep behavior disorder. Trends Neurosci. 2014;37(5):279-288.



Chapter 1

28

[59] Tsujino N, Sakurai T. Orexin/hypocretin: a neuropeptide at the interface of sleep,
energy homeostasis, and reward system. Pharmacol Rev. 2009 Jun;61(2):162-76.

[60] Bernard C. Introduction à l’Etude de la Médecine Expérimentale. Ballière, Paris,
1865.

[61] Cannon, W.B. (1932). The Wisdom of the Body. New York: W. W. Norton. pp.
177-201.

[62] Borbély AA. Sleep: circadian rhythm versus recovery process. In: Koukkou M.,
Lehmann D. and Angst J. (Eds.) Functional states of the brain: their determinants.
Elsevier, Amsterdam, 1980, p. 151 161.

[63] Krueger, J.M., Clinton, J.M., Winters, B.D., Zielinski, M.R., Taishi, P., Jewett,
K.A., and Davis, C.J. (2011). Involvement of cytokines in slow wave sleep. Prog.
Brain Res. 193, 39-47.

[64] Dunwiddie TV, Masino SA. The role and regulation of adenosine in the central
nervous system. Annu Rev Neurosci. 2001;24:31-55.

[65] Basheer R, Strecker RE, Thakkar MM, McCarley RW. Adenosine and sleep-wake
regulation. Prog Neurobiol. 2004;73:379-396.

[66] Porkka-Heiskanen T, Kalinchuk AV. Adenosine, energy metabolism and sleep
homeostasis. Sleep Med Rev. 2011 Apr;15(2):123-35.

[67] Fredholm, B.B., Battig, K., Holmen, J., Nehlig, A., and Zvartau, E.E. (1999). Ac-
tions of caffeine in the brain with special reference to factors that contribute to its
widespread use. Pharmacol. Rev. 51, 83-133.

[68] Lazarus, M., Shen, H.Y., Cherasse, Y., Qu, W.M., Huang, Z.L., Bass, C.E., Winsky-
Sommerer, R., Semba, K., Fredholm, B.B., Boison, D., et al. (2011). Arousal effect
of caffeine depends on adenosine A2A receptors in the shell of the nucleus accum-
bens. J. Neurosci. 31, 10067-10075.

[69] Takahashi JS, Shimomura K, Kumar V. Searching for genes underlying behavior:
lessons from circadian rhythms. Science. 2008;322(5903):909-12.

[70] Scheer F.A. Plasticity of the intrinsic period of the human circadian timing system.
PLoS One. 2007;2(8):e721.

[71] Saper CB. The central circadian timing system. Current opinion in neurobiology.
2013;23(5):747-51.

[72] Czeisler C.A. Stability, precision, and near-24-hour period of the human circadian
pacemaker. Science. 1999;284(5423):2177-2181.

[73] Welsh DK, Logothetis DE, Meister M, Reppert SM. Individual neurons dissoci-
ated from rat suprachiasmatic nucleus express independently phased circadian firing
rhythms. Neuron. 1995;14(4):697-706.



General introduction and Aim of  the project

Ch
ap

te
r 

1

29

[74] Colwell, C.S. (2011). Linking neural activity and molecular oscillations in the SCN.
Nat. Rev. Neurosci. 12, 553-569.

[75] Welsh, D.K., Takahashi, J.S., and Kay, S.A. (2010). Suprachiasmatic nucleus: cell
autonomy and network properties. Annu. Rev. Physiol. 72, 551-577.

[76] Ancoli-Israel S. The role of actigraphy in the study of sleep and circadian rhythms.
Sleep. 2003;26(3):342-392.

[77] Borbély AA. A two process model of sleep regulation. Hum Neurobiol. 1982;1:195-
204.

[78] Borbély, A.A., Daan, S., Wirz-Justice, A. & Deboer, T. (2016) The two-process
model of sleep regulation: a reappraisal. J. Sleep. Res., 25, 131-143.

[79] Achermann, P. & Borbély, A.A. (2017) Sleep homeostasis and models of sleep
regulation. In Kryger MH, Roth T, Dement WC (eds). Principles and Practice of
Sleep Medicine. Elsevier, pp. 377-387.

[80] Steriade M, McCormick DA, Sejnowski TJ. Thalamocortical oscillations in the
sleeping and aroused brain. Science. 1993 Oct 29;262(5134):679-85. Review.

[81] Steriade M, Contreras D, Curró Dossi R, Nuñez A. The slow (< 1 Hz) oscillation in
reticular thalamic and thalamocortical neurons: scenario of sleep rhythm generation
in interacting thalamic and neocortical networks. J Neurosci. 1993 Aug;13(8):3284-
99.

[82] Steriade M. Grouping of brain rhythms in corticothalamic systems. Neuroscience.
2006;137:1087-1106.

[83] Achermann P, Borbély AA. Mathematical models of sleep regulation. Front Biosci.
2003 May 1;8:s683-93. Review.

[84] Vyazovskiy, V.V., Achermann, P. & Tobler, I. (2007) Sleep homeostasis in the rat
in the light and dark period. Brain res. bull., 74, 37-44.

[85] Deboer, T. (2009) Sleep and sleep homeostasis in constant darkness in the rat. J.
Sleep Res., 18, 357-364.

[86] Deboer T, van Diepen HC, Ferrari MD, Van den Maagdenberg AMJM, Meijer JH
(2013) Reduced Sleep and Low Adenosinergic Sensitivity in Cacna1a R192Q Mutant
Mice. Sleep 36:127-136.

[87] Nedeltcheva AV, Scheer FA. Metabolic effects of sleep disruption, links to obesity
and diabetes. Curr Opin Endocrinol Diabetes Obes. 2014 Aug;21(4):293-8.

[88] Czeisler, C. A. (2015). Duration, timing and quality of sleep are each vital for
health, performance and safety. Sleep Health: Journal of the National Sleep Founda-
tion, 1(1), 5-8.



Chapter 1

30

[89] Minkel J. Sleep deprivation potentiates HPA axis stress reactivity in healthy adults.
Health Psychol. 2014;33(11):1430-1434.

[90] Axelsson J, et al. Tolerance to shift work-how does it relate to sleep and
wakefulness? International archives of occupational and environmental health.
2004;77(2):121-9.

[91] Arendt J. Shift work: coping with the biological clock. Occupational medicine.
2010;60(1):10-20.

[92] Spiegel, K., Knutson, K., Leproult, R., Tasali, E. & Van Cauter, E. (2005) Sleep
loss: a novel risk factor for insulin resistance and Type 2 diabetes. J Appl Physiol
(1985), 99, 2008-2019

[93] Scheer, F.A., Hilton, M.F., Mantzoros, C.S. & Shea, S.A. (2009) Adverse metabolic
and cardiovascular consequences of circadian misalignment. Proc Natl Acad Sci U S
A, 106, 4453-4458.

[94] Huang, W., Ramsey, K.M., Marcheva, B. & Bass, J. (2011) Circadian rhythms,
sleep, and metabolism. J Clin Invest, 121, 2133-2141.

[95] Johnston, J.D. (2014) Physiological links between circadian rhythms, metabolism
and nutrition. Exp Physiol, 99, 1133-1137.

[96] Watanabe M, et al. Association of short sleep duration with weight gain and obesity
at 1-year follow-up: a large-scale prospective study. Sleep. 2010;33(2):161-7.

[97] Xiao Q, et al. A large prospective investigation of sleep duration, weight change,
and obesity in the NIH-AARP Diet and Health Study cohort. Am J Epidemiol.
2013;178(11):1600-10.

[98] Grandner MA, et al. Habitual sleep duration associated with self-reported and ob-
jectively determined cardiometabolic risk factors. Sleep Med. 2014;15(1):42-50.

[99] Grandner MA, et al. Mortality associated with short sleep duration: The evidence,
the possible mechanisms, and the future. Sleep Med Rev. 2010;14(3):191-203.

[100] Van Dongen H.P. The cumulative cost of additional wakefulness: dose-response
effects on neurobehavioral functions and sleep physiology from chronic sleep restric-
tion and total sleep deprivation. Sleep. 2003;26(2):117-126.

[101] Rolls A. Optogenetic disruption of sleep continuity impairs memory consolidation.
Proc. Natl. Acad. Sci. U. S. A. 2011;108(32):13305-13310.

[102] Djonlagic I. Increased sleep fragmentation leads to impaired off-line consolidation
of motor memories in humans. PLoS One. 2012;7(3).

[103] Lim A.S. Sleep fragmentation and the risk of incident Alzheimer’s disease and
cognitive decline in older persons. Sleep. 2013;36(7):1027-1032.



General introduction and Aim of  the project

Ch
ap

te
r 

1

31

[104] Rechtschaffen, A., Gilliland, M. A., Bergmann, B. M., & Winter, J. B. (1983).
Physiological correlates of prolonged sleep deprivation in rats. Science, 221(4606),
182-184.

[105] Allada R, Cirelli C, Sehgal A. Molecular Mechanisms of Sleep Homeostasis in
Flies and Mammals. Cold Spring Harb Perspect Biol. 2017 Aug 1;9(8). pii: a027730.
doi: 10.1101/cshperspect.a027730. Review.

[106] Borbély AA, Baumann F, Brandeis D, Strauch I, Lehmann D. Sleep deprivation:
effect on sleep stages and EEG power density in man. Electroencephalogr Clin Neu-
rophysiol. 1981 May;51(5):483-95.

[107] Martinez DE (May 1998). “Mortality patterns suggest lack of senescence in hy-
dra". Experimental Gerontology. 33 (3): 217-25.

[108] Kazantzakis Nikos, Salvatores Dei, Athens 1962.

[109] Medvedev ZA. An attempt at a rational classification of theories of ageing. Biol
Rev Camb Philos Soc. 1990 Aug;65(3):375-98. Review.

[110] Weinert, B. T., & Timiras, P. S. (2003). Invited review: Theories of aging. Journal
of applied physiology, 95(4), 1706-1716.

[111] Orgel LE. The maintenance of the accuracy of protein synthesis and its relevance
to ageing. Proc Natl Acad Sci U S A. 1963 Apr;49:517-521.

[112] Kirkwood,. B. L. (1977). Evolution of ageing. Nature 270, 301-304.

[113] Orgel, L. E. (1970). The maintenance of the accuracy of protein synthesis and its
relevance to ageing: a correction. Proceedings of the National Academy of Sciences
of the United States of America, 67(3), 1476.

[114] Harman D. Aging: a theory based on free radical and radiation chemistry. J Geron-
tol 2: 298-300, 1957.

[115] Finkel T and Holbrook NJ. Oxidants, oxidative stress and the biology of ageing.
Nature 408: 239-247, 2000.

[116] Beckman KB and Ames BN. The free radical theory of aging matures. Physiol
Rev 78: 547-581, 1998.

[117] Shringarpure R and Davies KJ. Protein turnover by the proteasome in aging and
disease. Free Radic Biol Med 32: 1084-1089, 2002.

[118] Haldane JBS. New Paths in Genetics. London: Allen & Unwin, 1941.

[119] Kirkwood, T. B., & Austad, S. N. (2000). Why do we age?. Nature, 408(6809),
233.

[120] Resnick SM, Pham DL, Kraut MA, Zonderman AB, Davatzikos C. Longitudinal
magnetic resonance imaging studies of older adults: a shrinking brain. J Neurosci.
2003 Apr 15;23(8):3295-301.



Chapter 1

32

[121] Svennerholm L, Boström K, Jungbjer B. Changes in weight and compositions of
major membrane components of human brain during the span of adult human life of
Swedes. Acta Neuropathol. 1997 Oct;94(4):345-52.

[122] Fjell AM, Westlye LT, Amlien I, Espeseth T, Reinvang I, Raz N, Agartz I, Salat
DH, Greve DN, Fischl B, Dale AM, Walhovd KB. High consistency of regional cor-
tical thinning in aging across multiple samples. Cereb Cortex. 2009 Sep;19(9):2001-
12. doi: 10.1093/cercor/bhn232. Epub 2009 Jan 15.

[123] Morrison JH, Hof PR. Life and death of neurons in the aging brain. Science. 1997
Oct 17;278(5337):412-9. Review.

[124] Anderton B. Ageing of the brain. Mech Ageing Dev 2002 123811-817.

[125] Barnes C. Long-term potentiation and the ageing. Philos Trans Royal Soc Lond B
Biol Sci 2003 358765-772.

[126] Peters, R. (2006). Ageing and the brain. Postgraduate Medical Journal, 82(964),
84-88.

[127] Burke SN, Barnes CA. Neural plasticity in the ageing brain. Nat Rev Neurosci.
2006 Jan;7(1):30-40. Review.

[128] Geinisman, Y., de Toledo-Morrell, L., Morrell, F., Persina, I. S. & Rossi, M. Age-
related loss of axospinous synapses formed by two afferent systems in the rat dentate
gyrus as revealed by the unbiased stereological dissector technique. Hippocampus 2,
437-444 (1992).

[129] B. Jacobs, et al. Life-span dendritic and spine changes in areas 10 and 18 of human
cortex: a quantitative Golgi study J. Comp. Neurol., 386 (1997), pp. 661-680.

[130] Andrews-Hanna JR, Snyder AZ, Vincent JL, Lustig C, Head D, Raichle ME, Buck-
ner RL. Disruption of large-scale brain systems in advanced aging. Neuron. 2007 Dec
6;56(5):924-35.

[131] Hedden T, Gabrieli JD. 2004. Insights into the ageing mind: a view from cognitive
neuroscience. Nat. Rev. Neurosci. 5:87-96

[132] Bartzokis G, Cummings JL, Sultzer D, Henderson VW, Nuechterlein KH, Mintz
J. 2003. White matter structural integrity in healthy aging adults and patients with
Alzheimer disease: a magnetic resonance imaging study. Arch. Neurol. 60:393-98

[133] Mora F, Segovia G, del Arco A. Aging, plasticity and environmental enrichment:
structural changes and neurotransmitter dynamics in several areas of the brain. Brain
Res Rev. 2007 Aug;55(1):78-88. Epub 2007 Apr 13. Review.

[134] Gooney, M., Messaoudi, E., Maher, F.O., Bramham, C.R., Lynch, M.A., 2004.
BDNF-induced LTP in dentate gyrus is impaired with age: analysis of changes in
cell signaling events. Neurobiol. Aging 25, 1323-1331.



General introduction and Aim of  the project

Ch
ap

te
r 

1

33

[135] P. Arivazhagan, C. Panneerselvam Neurochemical changes related to ageing in the
rat brain and the effect of DL-α-lipoic acid Exp. Gerontol., 37 (2002), pp. 1489-1494

[136] De Keyser J, Ebinger C, Vauquelin G. Age-related changes in the human nigros-
triatal dopaminergic system. Ann Neurol. 1990;27:157-161.

[137] Zelnik N, Angel I, Paul SM, Kleinman JE. Decreased density of human striatal
dopamine uptake sites with age. Eur J Pharmacol. 1986;126:175-176

[138] Antonini A, Leenders K, Reist H, Thomann R, Beer H, Locher J. Effect of age
on D2 dopamine receptors in normal human brain measured by positron emission
tomography and 11C-raclopride. Archives of Neurology 1993; 50(5): 474-80.

[139] M. Suzuki, K. Hatano, Y. Sakiyama, Y. Kawasumi, T. Kato, K. Ito Age-related
changes of dopamine D1-like and D2-like receptor binding in the F344/N rat stria-
tum revealed by positron emission tomography and in vitro receptor autoradiography
Synapse, 41 (2001), pp. 285-293

[140] Bäckman L, Ginovart N, Dixon R, Wahlin T, Wahlin A, Halldin C, Farde L. Age-
related cognitive deficits mediated by changes in the striatal dopamine system. Amer-
ican Journal of Psychiatry 2000; 157(4): 635-7

[141] Nyberg L, Bäckman L. Cognitive ageing: a view from brain imaging. In: Dixon
R, Bäckman L, Nilsson L, eds. New frontiers in cognitive ageing. Oxford: Oxford
University Press, 2004 135-160.

[142] Arnsten, A.F.T. Age-related cognitive deficits and neurotransmitters – the role of
catecholamine mechanisms in prefrontal cortical cognitive decline.: 89-110Elsevier,
; 1999

[143] Hof PR, Morrison JH. The aging brain: morphomolecular senescence of cortical
circuits. Trends Neurosci. 2004 Oct;27(10):607-13. Review.

[144] Sowell, E.R. et al. Mapping cortical change across the human life span. Nat. Neu-
rosci. 6, 309-315 (2003).

[145] D.L. Bliwise. Normal aging. M.H. Kryger, T. Roth, W.H. Dement (Eds.), Princi-
ples and practice of sleep medicine, Saunders, Philadelphia (2000), pp. 26-42.

[146] D.L. Bliwise. Sleep in normal aging and dementia. Sleep, 16 (1993), pp. 40-81.

[147] P. Achermann, A.A. Borbély Low-frequency (< 1 Hz) oscillations in the human
sleep electroencephalogram Neuroscience, 81 (1997), pp. 213-222.

[148] Carrier, J., Land, S., Buysse, D. J., Kupfer, D. J., and Monk, T. H. (2001). The
effects of age and gender on sleep EEG power spectral density in the middle years of
life. Psychophysiology 38, 232-242.

[149] Landolt, H. P., and Borbély, A. A. (2001). Age-dependent changes in the sleep
EEG topography. Clin. Neurophysiol. 112, 369-377.



Chapter 1

34

[150] Darchia, N., Campbell, I. G., Tan, X., and Feinberg, I. (2007). Kinetics of NREM
delta EEG power density across NREM periods depend on age and on delta-band
designation. Sleep 30, 71-79.

[151] Buckner, R.L. Memory and executive function in aging and AD: multiple factors
that cause decline and reserve factors that compensate. Neuron 44, 195-208 (2004).

[152] R. Ursin. Serotonin and sleep. Sleep Med Rev, 6 (2002), pp. 55-69

[153] McEntee, W. J., & Crook, T. H. (1991). Serotonin, memory, and the aging brain.
Psychopharmacology, 103(2), 143-149.

[154] Van Someren EJW, Mirmiran M, Swaab DF. 1993. Non-pharmacological treat-
ment of sleep and wake disturbances in aging and Alzheimer’s disease: chronobio-
logical perspectives. Behav Brain Res. 57:235-53.

[155] Eus J. W. Van Someren (2000) CIRCADIAN RHYTHMS AND SLEEP IN HU-
MAN AGING, Chronobiology International, 17:3, 233-243

[156] Swaab DF, Fliers E, Partiman TS. 1985. The suprachiasmatic nucleus of the human
brain in relation to sex, age and senile dementia. Brain Res. 342:37-44.

[157] Swaab DF, Grundke-Iqbal I, Iqbal K et al. 1992. Tau and ubiquitin in the human
hypothalamus in aging and Alzheimer’s disease. Brain Res. 590:239-249.

[158] Farajnia S, Michel S, Deboer T, vanderLeest HT, Houben T, Rohling JH, Ramk-
isoensing A, Yasenkov R, Meijer JH. Evidence for neuronal desynchrony in the aged
suprachiasmatic nucleus clock. J Neurosci. 2012 Apr 25;32(17):5891-5899.

[159] Hofman MA. 2000. The human circadian clock and aging. Chronobiol Int. 17:245-
59.

[160] L. Fontana, B.K. Kennedy, V.D. Longo, D. Seals, S. Melov Medical research: treat
ageing. Nature, 511 (2014), pp. 405-407.

[161] L. Partridge. The new biology of ageing. Philos. Trans. R. Soc. Lond. B Biol. Sci.,
365 (2010), pp. 147-154

[162] Fontana L, Partridge L. Promoting health and longevity through diet: from model
organisms to humans. Cell. 2015 Mar 26;161(1):106-118.

[163] R.J. Colman, T.M. Beasley, J.W. Kemnitz, S.C. Johnson, R. Weindruch, R.M. An-
derson Caloric restriction reduces age-related and all-cause mortality in rhesus mon-
keys Nat. Commun., 5 (2014), p. 3557

[164] E.M. Mercken, S.D. Crosby, D.W. Lamming, L. JeBailey, S. Krzysik-Walker, D.T.
Villareal, M. Capri, C. Franceschi, Y. Zhang, K. Becker, et al. Calorie restriction in
humans inhibits the PI3K/AKT pathway and induces a younger transcription profile
Aging Cell, 12 (2013), pp. 645-651



General introduction and Aim of  the project

Ch
ap

te
r 

1

35

[165] L. Fontana, R.J. Coleman, J.O. Holloszy, R. Weindruch Calorie restriction in non-
human and human primates E.J. Masoro, S.N. Austad (Eds.), Handbook of The Bi-
ology of Aging, Academic Press (2010), pp. 447-461

[166] M.P. Mattson, D.B. Allison, L. Fontana, M. Harvie, V.D. Longo, W.J. Malaisse,
M. Mosley, L. Notterpek, E. Ravussin, F.A. Scheer, et al. Meal frequency and timing
in health and disease Proc. Natl. Acad. Sci. USA, 111 (2014), pp. 16647-16653.

[167] Unger, R.H., 2003. Minireview: weapons of lean body mass destruction: the role
of ectopic lipids in the metabolic syndrome. Endocrinology 144, 5159-5165.

[168] Pannacciulli N, Del Parigi A, Chen K, Le DS, Reiman EM, Tataranni PA. Brain
abnormalities in human obesity: a voxel-based morphometric study. Neuroimage.
2006 Jul 15;31(4):1419-25. Epub 2006 Mar 20.

[169] Gustafson, D., Rothenberg, E., Blennow, K., Steen, B., Skoog, I., 2003. An 18-
year follow-up of overweight and risk of Alzheimer disease. Arch. Intern. Med. 163,
1524-1528.

[170] Navara KJ, Nelson RJ. The dark side of light at night: physiological, epidemio-
logical, and ecological consequences. J Pineal Res. 2007 Oct;43(3):215-24. Review.

[171] Haus E, Smolensky M. Biological clocks and shift work: circadian dysregulation
and potential long-term effects. Cancer Causes Control 2006; 17:489-500.

[172] Hansen J. Light at night, shiftwork, and breast cancer risk. J Natl Cancer Inst 2001;
93:1513-1515.

[173] Hansen J. Increased breast cancer risk among women who work predominantly at
night. Epidemiology 2001; 12:74-77.

[174] Schernhammer E, Laden F, Speizer FE et al. Rotating night shifts and risk of breast
cancer in women participating in the nurses’ health study. J Natl Cancer Inst 2001;
93:1563-1568.

[175] Schernhammer E, Schulmeister K. Melatonin and cancer risk: does light at night
compromise physiologic cancer protection by lowering serum melatonin levels? Br
J Cancer 2004; 90:941-943.

[176] Plato. Plato’s The Republic. New York :Books, Inc., 1943.

[177] Hillman, C.H., Erickson, K.I., Kramer, A.F., 2008. Be smart, exercise your heart:
exercise effects on brain and cognition. Nat. Rev. Neurosci. 9 (1), 58-65.

[178] Voss, M.W., Vivar, C., Kramer, A.F., van Praag, H., 2013. Bridging animal and
human models of exercise-induced brain plasticity. Trends Cogn. Sci. 17 (10), 525-
544.

[179] H’́otting, K., R’́oder, B., 2013. Beneficial effects of physical exercise on neuro-
plasticity and cognition. Neurosci. Biobehav. Rev. 37, 2243-2257.



Chapter 1

36

[180] Chen C, Nakagawa S, An Y, Ito K, Kitaichi Y, Kusumi I. The exercise-
glucocorticoid paradox: How exercise is beneficial to cognition, mood, and the brain
while increasing glucocorticoid levels. Front Neuroendocrinol. 2017 Jan;44:83-102.
doi: 10.1016/j.yfrne.2016.12.001. Epub 2016 Dec 9. Review.

[181] Heyn, P., Abreu, B.C., Ottenbacher, K.J., 2004. The effects of exercise training
on elderly persons with cognitive impairment and dementia: a meta-analysis. Arch.
Phys. Med. Rehabil. 85 (10), 1694-1704.

[182] Hindin, S.B., Zelinski, E.M., 2012. Extended practice and aerobic exercise inter-
ventions benefit untrained cognitive outcomes in older adults: a meta-analysis. J.
Am. Geriatr. Soc. 60 (1), 136-141.

[183] Duman, R.S., Aghajanian, G.K., 2012. Synaptic dysfunction in depression: poten-
tial therapeutic targets. Science 338 (6103), 68-72.

[184] Duman, C.H., Duman, R.S., 2015. Spine synapse remodeling in the pathophysiol-
ogy and treatment of depression. Neurosci. Lett. 601, 20-29.

[185] Daly JW, Padgett WL, Secunda SI, Thompson RD, Olsson RA (1993) Structure-
activity relationships for 2-substituted adenosines at A1 and A2 adenosine receptors.
Pharmacology 46:91-100.

[186] Arab L, Khan F, Lam H. Epidemiologic evidence of a relationship between tea,
coffee, or caffeine consumption and cognitive decline. Adv Nutr 2013;4:115-22.

[187] Barranco Quintana JL, Allam MF, Serrano Del Castillo A, et al. Alzheimer’s dis-
ease and coffee: a quantitative review. Neurol Res 2007;29:91-5.

[188] Santos C, Costa J, Santos J, et al. Caffeine intake and dementia: systematic review
and meta-analysis. J Alzheimers Dis 2010;20(Suppl 1):S187-204.

[189] Costa J, Lunet N, Santos C, et al. Caffeine exposure and the risk of Parkinson’s
disease: a systematic review and meta-analysis of observational studies. J Alzheimers
Dis 2010;20(Suppl 1):S221-38.

[190] Larsson SC, Orsini N. Coffee consumption and risk of stroke: a dose-response
meta-analysis of prospective studies. Am J Epidemiol 2011;174:993-1001


