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Petter Säterskog
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Chapter 1

Introduction

The fundamental laws necessary to describe with high accuracy matter at
room temperature and below have been known since the development of
quantum mechanics in the 1920s1. These laws describe the interactions
between atomic nuclei, electrons and the electromagnetic field. They pro-
vide a microscopic description of a physical system. This microscopic de-
scription is in principle sufficient to derive the physics of most condensed
matter systems. However, to do so is not an easy task.

The microscopic description can be used to derive the energy levels of
a hydrogen atom with paper and pencil. With a computer we can find
the energy levels of a hydrogen molecule. For larger collections of parti-
cles it becomes increasingly difficult to apply this microscopic description.
Additionally, as system size is increased, new phenomena emerge that—
while in principle governed by the same microscopic laws—are not easily
described by them. In Marx’s words: “Merely quantitative differences
beyond a certain point pass into qualitative changes.” [1]

Almost anything we experience in daily life is in principle governed
by the very same microscopic description, but understanding the laws of
physics gives no further understanding of e.g. politics. To some extent
this applies to condensed matter too, having a microscopic description is
far from enough to understand a system. Condensed matter systems are
however, in relation to politics, quite close to the microscopic description.
We can therefore hope to understand emergent condensed matter phe-

1Using the more accurate standard model of today only gives small corrections to
low-energy physics. Taking these effects into account in the case of the hydrogen atom
gives rise to Lamb shift, a relative change of the energy levels on the order of 10−6.
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nomena in terms of microscopic laws at some point, but we are not there
yet.

There has been much progress in condensed matter physics since the
1920s, both in terms of understanding implications of the microscopic
description and in experimentally studying different systems. A hallmark
of the theoretical developments is Landau’s Fermi liquid theory (FLT)
formulated in the 1950s [2]. It is a theory describing large collections
of interacting fermions, a class of particles that includes the electrons.
This theory can beautifully describe many physical systems composed of
fermions such as liquid helium-3, elemental metals like copper or complex
compounds with large interaction effects. The work to understand this—
initially phenomenological—theory in terms of the microscopic description
of interacting fermions has continued into the current century [3].

Another 1950s hallmark of condensed matter theory is the Bardeen-
Cooper-Schrieffer (BCS) theory of superconductivity [4]. This explains
why some of the electron systems have zero electrical resistance below a
critical temperature, they become superconducting.

Despite the success of FLT and BCS theory, there are phases of elec-
tronic matter that fall outside of their description and for which we do
not have an alternative theory. The most prominent examples are the
high-temperature superconductors. These are materials that become su-
perconducting at a temperature significantly higher than what can be
obtained in BCS theory. In fact in their non-superconducting phase, they
can not be understood within FLT and are referred to as non-Fermi liquids
(NFL). The potential applications of room-temperature superconductors
makes the understanding of these materials of utmost interest2.

Since we have a microscopic description of these materials we could
in principle put the governing equations in a computer and numerically
calculate any property of interest. However, it has been proven that a
numerical solution of this type of fermionic systems generally fall into a
class of mathematical problems called NP-hard [6]. It is conjectured, and
generally believed, that no classical algorithm with polynomial complex-
ity can solve an NP-hard problem. This means that while in principle
possible, such an approach would take too long time.

We know however that it is possible to obtain physical observables

2Nearly 200,000 high-Tc papers had been published on the 25th anniversary of the
discovery [5].
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in polynomial time. Nature provides them when we do experiments3. It
should therefore be possible to construct a device to simulate these sys-
tems in polynomial time. The crux is that this device needs to operate
quantum mechanically. An ordinary computer does not. Large efforts are
currently under way to create a device that can perform controlled quan-
tum computations, a quantum computer. These will—just like nature—be
able to simulate quantum systems in polynomial time.

Although a quantum computer will eventually be able to simulate
NFLs, there will be a need for a theoretical understanding. In the end,
just being able to simulate these materials without understanding them
is not much different from being able to do experiments. Trying to de-
sign a useful NFL without a theory would be like designing an airplane
knowing about the molecules that make up air but only relying on experi-
ments and simulations. The whole design process would be trial and error.
However, if we have an effective description of air like the Navier-Stokes
equations, then we know about phenomena like vortices, boundary layers,
shockwaves, and turbulence. Knowing about these lets us make informed
design decisions.

With this motivation, we focus in this thesis on developing general
tools for studying non-Fermi liquids. We do so by considering a particular
scenario in which a NFL arises, the quantum critical metals. Since there
is currently no way of solving these theories we do not attempt to study
a realistic model but instead study the most simplified possible model
that still contains the essence of quantum critical metals, a toy-model.
We furthermore limit ourselves to not study superconducting and other
instabilities, but focus on NFL physics.

This thesis is structured as follows. In this first chapter we give some
background, first on Fermi liquid theory in Section 1.1 and on some cases
where this theory breaks down in Section 1.2. We there settle on a par-
ticular case where FLT breaks down, a quantum critical metal, that will
be the main focus of the rest of this thesis. In Section 1.3 we study some
general features of the perturbation theory of the chosen theory and in
Section 1.4 we review some non-perturbative approaches to this and other
NFL theories. In the following Chapters 2-5 we present new results using
one of these non-perturbative approaches, the small Nf limit.

3The time it takes to perform a condensed matter experiment is polynomial in the
system size for typical observables. It is of course possible to construct exponentially
complex observables for which this is not true.
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1.1 Fermi liquid theory

In this section we review the physics of fermions at finite density. We start
by describing free fermions, the Fermi gas. We go on to study interacting
fermions, first by presenting Landau’s phenomenological theory, Fermi
liquid theory, and then by giving a modern motivation for this theory in
terms of renormalization group flows. We conclude with some implications
of FLT in a field theory language.

Throughout this chapter and this thesis we consider an isotropic and
translationally invariant system of spinless fermions. Neither of these as-
sumptions is true for electrons living in a periodic lattice. However, for
the questions that we explore, spin and the presence of a lattice are not
relevant. Once the physics in the simplified case is satisfactorily under-
stood, then a more general model should be explored, but until then these
generalizations only make things more complex.

1.1.1 Fermi gas

The total energy of a free particle of mass m, momentum p and at a po-
tential −µ is given by ε(p) = p2/2m−µ. In a square box of side-lengths L,
the momentum is discretized as p = (n1, n2, ..., nd)~2π/L, ni ∈ Z, where d
is the number of spatial dimensions. Here and henceforward we use units
such that ~ = 1. The Hamiltonian for a system of such free fermions is

H0 =
∑

p
ψ†pψpε(p) (1.1)

where ψ†p, ψp are the creation and annihilation operators for a fermion in
momentum state p. All momentum states are decoupled from each other
and form individual two level systems, the unoccupied state with energy
0 and the occupied state with energy ε(p). Each state can be occupied
by maximally one fermion by the Pauli exclusion principle. The ground
state is when all states with negative ε(p) are occupied, i.e. al states with
p2/2m < µ, and all states with positive ε(p) are unoccupied. The set of
occupied momenta thus forms a ball in d-dimensional momentum space
of radius kF =

√
2mµ. The surface of this ball is referred to as the Fermi

surface (FS) and the momentum kF the Fermi momentum. Note that this
is only a surface for d = 3, for e.g. d = 2 the Fermi surface will be a line.
See Fig. 1.1.

4



kF

kx

ky

Figure 1.1. Momentum space of a two-dimensional Fermi gas. The shaded area
shows occupied momentum states. The solid circle is the FS.

An excited state has a number of particles - occupied momenta with
positive ε(p), and holes - unoccupied momenta with negative ε(p). The
energy (above the groundstate) of an excitation is given by |ε(p)| and all
the low energy states will thus be close to the Fermi surface. These low
energy excitations closest to the FS dictate the low energy physics. Their
dispersion is given by ε(p). For low energies we can expand this around
the FS:

ε(p) = vF (p− kF ) +O
(
(p− kF )2

)
(1.2)

where vF =
√

2µ/m, the Fermi velocity, determines the dispersion of the
low energy excitations. Here p is the magnitude of the momentum p. The
higher order terms are typically not important; however, a more general
ε(p) resulting from the lattice potential can have a direction dependent kF
and vF . This near FS expansion is very telling of the nature of fermions
at finite density. Only a small fraction of the fermions can be excited at
low energies and they are effectively one-dimensional and chiral, meaning
particles move in one direction and holes the other. This is independent of
the dimensionality. Dimensionality is only important for calculating the
FS size at this level of accuracy.

To calculate thermodynamic properties of the Fermi gas we can cal-
culate the partition function for these modes. If we are only interested
in the strict limit where kBT � µ then only the modes closest to the FS
contribute and we can use the above expansion. Here T is temperature
and kB Boltzmann’s constant, which by a choice of temperature units is
set to 1 henceforth. The partition function for a mode of momentum p is

5



then simply given by
Z(p) = exp(0) + exp (vF |p− kF |/T ) (1.3)

For the total partition function we need to take a product of the partition
functions of all modes by considering all the integers ni. We can write
this as

logZ =
∑

n∈Zd
logZ

(2π|n|
L

)
(1.4)

In the thermodynamic limit L → ∞ we can approximate this sum as an
integral. We are not interested in finite-size effects that depend on the
shape and boundary conditions of the Fermi gas so we work in this limit.
We then have

logZ = 2πd/2
Γ(d/2)

ˆ ∞
0

dnnd−1 log
(

1 + exp
(
vF
T

∣∣∣∣n2π
L
− kF

∣∣∣∣)) (1.5)

The logarithmic term dies off exponentially away from the FS. The FS is
at n = LkF /2π and since the width is small compared to this within our
current limits we can fix n to this value outside of the logarithm and also
extend the integration range to R. We then have

logZ = 2πd/2
Γ(d/2)

(
LkF
2π

)d−1 ˆ ∞
−∞

dn log
(

1 + exp
(
vF
T

∣∣∣∣n2π
L
− kF

∣∣∣∣))

=π2−d/2kd−1
F LdT

2d3Γ(d/2)vF
= π2

6 N0L
dT (1.6)

where the density4 of states at the FS, N0, is given by

N0 = kd−1
F

21−dπ−d/2

Γ(d/2)vF
(1.7)

From this we find the entropy and heat capacity:

S =∂T (T logZ) = π2

3 N0L
dT (1.8)

Cv =∂T (T 2∂T logZ) = π2

3 N0L
dT (1.9)

Only the prefactor N0L
d depends on the dimension d; as far as these

low-temperature thermodynamic quantities are concerned we only have a
collection of chiral fermions with linear dispersion.

4This is the number of states per unit volume of the system of size Ld, and per
infinitesimal energy interval dω at the FS.
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1.1.2 Landau’s Fermi liquid theory

The non-interacting quantum mechanical system described above is of
course rather special compared to a generic quantum system. The dif-
ferent momentum modes are completely decoupled and can be treated
individually, they are free particles and holes. If we excite a momentum
p1 or p2 in a Fermi gas, we find excited states with energies E0 + δE1 or
E0 + δE2, however we can also excite them both at once and find an ex-
citation of energy E0 + δE1 + δE2. A generic interacting quantum system
with the same degrees of freedom will also have many excited states, how-
ever one can generally not expect it to be possible to combine excitations
this way. The eigenstates of the theory will be more complicated linear
combinations of the eigenstates of the free theory.

In 1957 Landau proposed a phenomenological model of an interacting
Fermi gas, the Fermi liquid. Landau’s Fermi liquid theory postulates
that the above picture is qualitatively correct and only receives minor
corrections [2]. This was in the following years shown to be consistent
within perturbation theory.

We here review the main features of Fermi liquid theory and in the
next section we show how to motivate FLT using the modern approach of
renormalization group flow. For a more complete description of FLT see
e.g. [7].

The main idea of FLT is that as we turn on interactions, the spectrum
of states found in the previous section moves continuously in energy but
still provides approximate eigenstates of the Hamiltonian. Since transla-
tional symmetry is unbroken we can still label them by momentum and
there is a one-to-one correspondence between the Fermi gas eigenstates
and these approximate Fermi liquid eigenstates. Since they are not true
eigenstates they all have a finite lifetime τ , but crucially this lifetime di-
verges near the FS as τ ∼ (k − kF )−2. This means that for low enough
energies, these states are arbitrarily close to being true eigenstates of the
Hamiltonian. Their energies shift as interactions are turned on and the
property that excitations can be combined with summed total energy will
be broken continuously, these particles are interacting. We thus still have
a theory of particles, as opposed to a generic set of eigenstates. These
excitations are not the original particles and holes however so we refer to
them as quasiparticles.

When adding a quasiparticle at momentum k we increase the energy by
an amount ε[n](k). Here n(k′) describes the current state, it is a function

7



of momentum corresponding to the occupation of every quasiparticle state.
This is necessary since now combining two excitations does not simply add
their energies. In the free Fermi gas εk is independent of n(k′). We write
n0(k′) = θ(kF − k) for the ground state occupation. Note that kF is
independent of interactions. Luttinger showed [8] that the total volume
of the FS remains constant when adding interactions. For a spherically
symmetric system this means kF is fixed by the charge density. Once
again expanding around the FS we have

ε[n0(k′)](k) = v∗F (k − kF ) +O
(
(k − kF )2

)
(1.10)

where v∗F is now an effective Fermi velocity. From this it is common to
also introduce the effective mass m∗ = kF /v

∗
F . Away from the ground

state we parametrize the effect of additional excitations by what is called
the Fermi liquid interaction fk,k′

ε[n](k) = ε[n0](k) +
∑
k′
fk,k′

(
n(k′)− n0(k′)

)
(1.11)

fk,k′ can only depend on the angle θ between k and k′ since we have an
isotropic system, fk,k′ = f(θ). In d = 2 we can write

f(θ) = 1
N0

(
F0 + 2

∞∑
i=1

Fi cos(θ)
)

(1.12)

This parametrization is useful since the sum of (1.11) (or integral in the
macroscopic limit) defines an inner product under which this basis is or-
thogonal. In higher dimensions this angular integral receives a measure
and we use a different basis, the Legendre polynomials in d = 3. The nor-
malization by the density of states makes these parameters dimensionless.
The numbers Fi are called the Landau parameters and they completely
characterize the interactions of the Fermi liquid state.

We will not do so here, but by calculating the change in total energy
δE under an infinitesimal change in n(k) at the FS and demanding that
0 < δE for all k one finds the stability condition −2i − 1 < Fi (in the
case of d = 3) [9]. An instability at 0 < i is called a Pomeranchuk
instability. In this case the spherical FS is not the lowest energy state and
it will spontaneously break rotational symmetry by deforming the FS. See
Fig. 1.2.

This theory of interacting fermions was at the time just a phenomeno-
logical model able to describe experimental results, based on the intuition

8
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Figure 1.2. For strong enough interactions the rotationally symmetric FS
(dashed) might not be the lowest energy configuration and the interacting
fermions spontaneously deform the FS to a less symmetric configuration (solid).

of Landau. Despite its remarkable success in describing experiments on
interacting fermions, a rigorous motivation was missing. Landau and oth-
ers provided some microscopic motivation but understanding remained
elusive for a long time. Progress was made in the early 90’s by the use of
renormalization group flow, initially by Feldman et al. [10]. This is the
topic of the next section. In 2004 Feldman et al. published a series of ten
papers proving the convergence of the perturbative expansion of a class of
systems of interacting fermions in 2 dimensions [3]. They find that they
are indeed described by FLT.

1.1.3 Renormalization group flow of interacting fermions

Low energy effective theory has been a powerful tool in characterizing the
low energy physics of quantum field theories. By performing a scaling
analysis one can separate out interactions and degrees of freedom that
are relevant for low energy physics and those that are not and obtain a
physical model with few parameters that only contains the essence of the
physics of interest.

Exactly how this is done depends on the details of the theory. We
will do this explicitly for the theories we are interested in but first we
describe the general framework. One approach to this scaling analysis is
to consider a theory with a UV cutoff Λ and separate degrees of freedom
into those below a certain energy scale Λ− = Λe−t < Λ and those above
Λ−. One then integrates out the degrees of freedom between the scales
Λ− and Λ. This introduces effective interactions between the low energy

9



degrees of freedom. We now want to rewrite this effective theory into a
similar form as to what we started with so that we can compare apples
to apples and see what happens to the various terms as we approach low
energies. To do this we rescale coordinates by a factor et (ω → e−tω)
to return the cut-off to |ω| < Λ and we rescale the fields by a factor
that has to be determined case-by-case to get the same normalization of a
chosen term of the action. We are then left with a similar-looking theory
with some of the high energy degrees of freedom missing, however the low
energy degrees of freedom behave the same since the effects of interactions
with the high energy modes are absorbed in coupling constants. This can
be done repeatedly for an infinitesimal t and the result is a flow of the
coupling constants of the theory. This flow, called the renormalization
group (RG) flow, represents a zooming in on the low-energy physics and
provides a precise way of getting an effective action describing only the
low energy physics. It is important to start with a theory containing all
couplings that may be generated under the RG flow. Here symmetries play
a crucial role in determining and limiting the possible couplings that can
be generated. In addition, terms of high order in fields and derivatives of
the coordinates are generally scaled to smaller values during the coordinate
and field rescaling steps. This means that one can, even before performing
the integration of high-energy modes, see that terms higher than a certain
order will decay under the flow.

The RG flow is a flow in the space of physical theories. Starting with
a microscopic description of the theory describing it at both high energies
(UV) and low energies (IR) this flow results in a theory only describing
the IR. The flow is governed by a differential equation of the form

∂gi
∂t

= βi({gj}) (1.13)

where the gi are the couplings of the theory and β a function found from
the above procedure of integrating out modes and rescaling the theory. If
the β-functions have a 0 for a set of couplings g∗i then there is no flow. If
the eigenvalues of the Jacobian of βi with respect to the couplings only has
eigenvalues in the left half plane, then the flow will be attracted to this IR
fixed point for a region of UV couplings gi. The form of the β-functions
only depends on the fields present in the theory so the couplings at the
fixed point are not sensitive to details of the UV theory. This means that
many vastly different physical theories share the same behavior at the very
lowest of energy scales.
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Couplings can be classified according to their behavior under the RG
flow at a fixed point. Couplings that grow as t → ∞ are called relevant
couplings. Adding those to a theory will result in a different IR fixed
point. Couplings that decrease as t → ∞ are called irrelevant couplings
and do not modify the fixed point. Couplings that do not flow are called
marginal and in a theory with marginal couplings the fixed point will
not be a point in the space of theories but be a set parametrized by the
marginal couplings.

We have now roughly outlined how the renormalization group can be
used to find low energy effective theories. This framework of low energy
effective field theory was first used in high energy physics but was later
brought to Fermi liquid theory, initially by Feldman et al., Polchinski and
Shankar [10–12]. We will now review their findings that gives a justifica-
tion for the FLT of the previous section. For a more in-depth discussion
see [12].

The low energy excitations of a Fermi liquid reside on the Fermi surface
which makes the analysis slightly more complicated than for a theory with
low energy modes at zero momentum. Instead of introducing a spherical
cut-off in energy-momentum space we will introduce a cut-off on both sides
of the FS such that only modes of momenta |k − kF | < Λ are considered
and the flow will proceed by decimating modes progressively closer to the
FS. See Fig. 1.3.

Consider first the free Fermi gas theory. We write down the action
corresponding to the Hamiltonian in Eq. (1.1)

S0 =
ˆ ∞
−∞

dω
2π

ˆ Λ

−Λ

dk
2πk

d−1
F

ˆ
Sd−1

dd−1Ω
(2π)d−1ψ

† (iω − vk)ψ. (1.14)

As in the previous section we have linearized around the FS where the low-
energy modes live. Also the measure has been linearized around k = kF .
Subsequently we have shifted k so that the FS is at k = 0. The higher
order in momentum terms are in the language of RG irrelevant couplings.
The action is written in polar coordinates where Ω is a unit vector in
d-dimensional space.

Now we consider the rescaling of fields and coordinates before we do the
integrating out of modes. The order of these infinitesimal transformations
does not matter. We perform a redefinition of the coordinates and fields
of this theory such that the above free theory is preserved:

(ω, k, ψ)→ (e−tω, e−tk, e3t/2ψ) (1.15)
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kF

2Λ

kx

ky

Figure 1.3. This figure shows a decimation scheme for the RG flow of a Fermi
liquid. The solid circle is the FS. Only modes in the shaded are are kept in
the low-energy effective theory. The shell is surrounded by two hard cut-offs at
k = kF ± Λ, as indicated by the dashed circles.

Note that k here refers to the k in (1.14) and is thus scaled away from the
FS. The physics of this theory is trivially identical to the one we started
with. The cut-off is now effectively rescaled to etΛ. To get a theory of the
same form as we started with the next step is to integrate out all momenta
k between Λ < |k| < etΛ. The free theory is gaussian so performing this
integral only results in a prefactor. The value of Λ is then decreased by a
factor e−t. Note that kF is not scaled so the ratio Λ/kF flows to 0. This
means that kF becomes a very large scale in the effective theory. We now
move to the Fermi liquid by adding interactions.

We write down a general four-fermion interaction parametrized by the
function u(k4,k3,k2,k1) of momenta. This is the lowest order operator
we can write so unless this is relevant we do not need to consider further
operators. Every component of the function u should be regarded a cou-
pling and has to be studied under the RG. RG without a FS typically
has a finite number of couplings since a momentum dependence would be
higher order in momentum and thus irrelevant. However in our case the
scaling is towards the FS and the angular dependence cannot be deemed
irrelevant.

S0 =1
4

ˆ
123

ψ†(4)ψ†(3)ψ(2)ψ(1)u(k4,k3,k2,k1)θ(Λ− |k4|) (1.16)
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Here the integrals and measures are the same as in the integral of the
free action above, ki = kiΩi and ψ(1) is shorthand for ψ(ω1,k1). From
momentum conservation we have that k1 + k2 = k3 + k4 and we need
only integrate over three momenta. The momenta are constrained within
our cut-offs but the fourth momentum given in terms of the first three
can still end up outside the cut-offs. This is the reason for the Heaviside
θ-function above. The fourth momentum is given by

kF + k4 = |(kF + k1)Ω1 + (kF + k2)Ω2 − (kF + k3)Ω3| (1.17)

Since Λ/kF flows to zero and |ki| < Λ, in the effective theory we have

k4 = kF (|Ω1 + Ω2 −Ω3| − 1) +O(Λ) (1.18)

For k4 to be within the cut-offs we see that the unit vectors Ωi are greatly
constrained. Performing the above tree-level scaling one finds (see [12])
that the coupling u is irrelevant for all momentum configurations apart
from three exceptional cases corresponding to the solutions to |Ω1 + Ω2−
Ω3| = 1. The tree-level marginal parts of u can for d = 2 be written as

u(Ω3 =Ω1,Ω4 = Ω2) = F (θ12)
u(Ω4 =Ω1,Ω3 = Ω2) = −F (θ12)
u(Ω4 =−Ω3,Ω2 = −Ω1) = V (θ13) (1.19)

where θij is the angle between Ωi and Ωj . These three momentum con-
figurations that contribute to the low energy scattering processes can be
understood geometrically. The first two processes have identical momen-
tum before and after the scattering. They are therefore referred to as
forward-scattering processes. The third process involves fermions at two
opposite points of the FS scattering to two new opposite points of the FS.

In three dimensions there will be more solutions to Eq. 1.18. The
first two processes do not require each individual momenta to be con-
served anymore, however the angle between the two fermions momenta
is conserved before and after the scattering process. The F and V will
additionally depend on the angle between the planes of the two momenta
before and after the scattering.

To find out the behavior of these tree-level marginal couplings one
needs to performing the integration of the modes that are scaled out.
Doing this perturbatively in the coupling u amounts to calculating several
one-loop diagrams of this field theory. We just quote the result from [12]
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Figure 1.4. (a,b) These two diagrams do not contribute to the flow of the
Fermi liquid coupling function due to kinematic constraints [12]. (c) The BCS-
type diagram is the only one that contributes to the flow of the Fermi liquid
coupling function at one loop.

here. All diagrams contributing to the flow of F turn out to vanish and
F is still marginal at one loop. We should then go to higher loops to see
in which direction F flows. Feldman et. al have found that [13] the limit
Λ/kF → 0 suppresses the effect of higher loops such the flow of F , at the
end of the flow when Λ/kF is small is exact. They describe this in terms
of a vector large N limit, similar to what we describe in Section 1.4.2. F
is thus marginal and remains as a parameter at any fixed point.

We proceed by studying the flow of V . One diagram, see Fig. 1.4(c),
contributes to the flow of V . It is given by

du(k4,k3,k2,k1) = −1
2

ˆ ∞
−∞

dω
2π

ˆ
dΛ

dk
2π

ˆ 2π

0

kdθ
2π ×

×u(k1 + k2 − k,k,k2,k1)G0(K)×
×G0(K1 +K2 −K)u(k4,k3,k1 + k2 − k,k) (1.20)

The upper-case K denotes (ω,k). The spatial part of this will only be
over the infinitesimal shells that we integrate out, see Fig. 1.3. Let us now
set the momenta to a configuration that generates the coupling V , we set
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k2 = −k1 and k4 = −k3 and external frequencies to 0.

dV (θ13) = −dΛ
∑

k=kF±Λ

1
2

ˆ ∞
−∞

dω
(2π)2

ˆ 2π

0

kdθ
2π u(−k,k,−k1,k1)×

×G0(K)G0(−K)u(−k3,k3,−k,k) (1.21)

We find that both momentum configurations for the coupling function
corresponds to the case parametrized by V . The frequency integral can
be done using the residue theorem, we always have one pole in either half
plane. We can rewrite this in terms of the flow parameter dΛ = Λdt to
find

dV (θ13)
dt =− Λ 1

8π

ˆ 2π

0

dθ
2πV (θ)V (θ − θ13)×

×
(

kF − Λ
|ε(kF − Λ)| + kF + Λ

|ε(kF + Λ)|

)
(1.22)

=− kF
4πvF

ˆ 2π

0

dθ
2πV (θ)V (θ13 − θ) (1.23)

To solve the resulting integro-differential equation we decompose V (θ) into
Fourier modes

V (θ) =
∞∑
n=0

Vne−inθ (1.24)

to obtain
dVn
dt =− kF

4πvF
V 2
n . (1.25)

the solution to this is given by

Vn(t) = Vn(0)
1 + t kF

4πvF Vn(0)
(1.26)

We thus find that all positive Vn flow to zero under the RG whereas
any negative Vn diverges at a finite t, signaling an instability. This is
the Bardeen-Cooper-Schrieffer superconducting instability. There are thus
many possible instabilities and these are the formations of condensates
with different symmetry properties. Performing this calculation in d = 3
we find that V depends on a unit vector in three dimensions and we
instead have to decompose it in spherical harmonics to separate the flow
equations. Instabilities for the first three harmonics correspond to s, p
and d wave superconductivity.
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1.1.4 Fermi liquid fixed point

To conclude this section on Fermi liquids we summarize by giving some
properties of the Fermi liquid fixed point found in the previous section and
make connection to the phenomenological theory put forward by Landau.

The two-dimensional isotropic Fermi-liquids we studied above gener-
ally have the instability where some component of V diverges under the
RG flow, even for purely repulsive interactions [14–16]. This means that
the true ground-state of interacting fermions is a superconductor and not
a Fermi liquid. The superconducting instability sets in at late stages of
the RG flow, corresponding to low temperatures. In many cases this in-
stability sets in at exponentially low temperatures meaning it is typically
not relevant for experimental observations. We would like to study how
these interacting fermions behave above the critical temperature Tc. We
consider interacting fermions with suppressed, but non-zero, Tc. From the
above analysis we found that the low-energy interaction is governed by the
functions F and V . Most components of V flow to 0 but a few will, at now
a very late stage, grow exponentially. We can then ask how the theory
behaves in this long flow before finally one component of V becomes large.
In this region the system is described by Fermi liquid theory.

In FLT we thus have V ≈ 0 and a non-zero F that does not flow.
The fixed point is therefore parametrized by the infinite set of Fourier
components making up the function F (θ), the Landau parameters Fn.
The function F is thus the same as f in the phenomenological model of
Landau in the beginning of this section.

The Landau parameters together with the, fixed under RG, Fermi mo-
mentum kF and the fermion mass completely characterize the fixed point.
This fixed point is interacting, however it only has forward scattering pro-
cesses. To see how this interacting theory differs from the Fermi gas we
consider the fermion two-point function in terms of the bare fermionic
field in a field theory description of the above FL. We write this two-point
function as

G(ω, k) = 1
iω − vF (k − kF )− Σ(ω, k) (1.27)

where Σ = 0 denotes the free theory. This equation can just be seen as a
definition of the fermion self-energy Σ, a quantity capturing all effects of
interactions on the two-point function. The decay rate Γ of quasiparticles
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is given by the imaginary part of the self-energy

Γ(ω, k) = Im Σ(ω, k). (1.28)

The quasiparticle lifetime is given by τ = 1/Γ. For well-defined quasipar-
ticles at the FS we need τ to diverge as ω, k → 0, kF and Im Σ(ω, k) ap-
proach 0. The size of the FS is not affected by interactions by Luttinger’s
theorem. This means that Re Σ(ω, k) additionally has to approach 0 at
the FS. We can thus write the two-point function near the FS

G(ω, k) = Z

iω − v∗F (k − kF ) + ...
(1.29)

where the ω, k-linear terms of Re Σ(ω, k) have been absorbed in the quasi-
particle residue Z and the effective Fermi velocity v∗F respectively

Z−1 = (1 + i∂ωΣ(ω, k))ω=0,k=kF (1.30)
v∗F =Z (vF + ∂kΣ(ω, k))ω=0,k=kF . (1.31)

The ellipsis in (1.29) denote terms higher order in ω and k − kF .
To see some physical implications of this form of the two-point function

we study the spectral function. The spectral function shows the density
of excitations in energy-momentum space, see e.g. [17] for a more in-depth
description. This is a real-time quantity and can be expressed in terms of
the retarded two-point function:

A(ωR, k) = −2 Im(GR(ωR, k)). (1.32)

The retarded two-point function GR is related to the Euclidean two-point
function G we have considered so far, by analytical continuation in fre-
quency. GR(ωR, k) is analytic in the upper half plane of complex ωR.
When evaluated on the upper imaginary axis it equals the Euclidean two-
point function, GR(iω, k) = G(ω, k), 0 < ω. We can thus also find GR by
analytically continuing G. This is simply done by replacing ω → −iωR+ ε
where ε is an infinitesimal number indicating that we are in the right
half plane of ω in the case where there is a discontinuity on the imagi-
nary ω-axis. In the free theory where Σ = 0, GR has a simple pole at
ωR = vF (k − kF ) + ... of residue 1. When taking ε→ 0 this pole becomes
a δ-function of the spectral function

A(ωR, k) = 2πδ(ωR − v(k − kF ) + ...) (1.33)
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Figure 1.5. Sketch of a Fermi liquid zero temperature momentum distribution
function. There is always a discontinuity at the FS for well-defined quasiparticles.
The size of the discontinuity is given by the quasiparticle residue Z.

With interactions this δ-function is smeared out but close to the FS it
becomes sharp but moves in accordance with the effective Fermi velocity
and receives a weight Z. The lost spectral weight 1−Z is distributed into
the continuous part of A(ωR, k). From the spectral function we find the
momentum distribution function

n(k) =
ˆ ∞
−∞

dωR
2π nF (ωR)A(ωR, k) (1.34)

where nF (ωR) is the Fermi-Dirac distribution. At zero temperature the
Fermi-Dirac distribution is given by a step function nF (ωR) = θ(ωR) and
the ωR integrals are only over the negative real line. The δ-function is only
included in this integral when k < kF and there is therefore a discontinuity
of size Z in the zero temperature momentum distribution function at
k = kF , see Fig. 1.5.

1.2 Non-Fermi liquids

In this section we look at the cuprate superconductor phenomenology as an
example and note the need for models of fermions at finite density in two
dimensions which are not Fermi liquids. We then review some scenarios
where such models may show up in physical systems. We conclude by
settling on a specific action for such a model and this is the subject of
study for the subsequent chapters.
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1.2.1 Breakdown of Fermi liquid theory

From the scaling analysis of Section 1.1.3 we saw that Fermi liquid results
are robust against any fermion self-interactions. There are instabilities
that can result in BCS superconductivity or deformations of the FS but
apart from these we have robust expectations of the behavior of a FS,
even with interactions.

As we mentioned in the first part of the introduction there are sev-
eral experimental systems of finite density fermions that do not adhere
to the expectations from FLT. One of these are the high temperature
cuprate superconductors. The first of these superconductors was found
in 1986 [18] and the (at the time) very high critical temperature (Tc) of
35 K was a surprise since it does not fit within the conventional theory
of BCS superconductivity. These high-Tc cuprates are layered materials
with weakly coupled copper-oxide layers. Between these layers there are
many different elements to provide structure and dope electrons or holes
onto the copper-oxide layers. The specific structure of these supporting
layers are different for the different cuprates, in the case of [18] the chem-
ical formula is given by BaxLa5−xCu5O5(3−y) where different values of
x, y were used. Despite thirty years of intense research there is presently
still no understanding of the mechanism generating superconductivity in
these materials and with the prospect of creating superconducting mate-
rials with higher critical temperatures there is obviously a large interest
in understanding these. A less direct but even more striking characteris-
tic is that above Tc, these materials behave like metals in some ways but
conventional FLT does not apply at all. They are therefore referred to as
non-Fermi liquids or strange metals. E.g. the low temperature resistiv-
ity of a clean Fermi liquid generically has a quadratic resistivity ρ ∼ T 2

however for the cuprates (and many other non-Fermi liquid) a linear re-
sistivity, ρ ∼ T , is found [19]. The spectral function of strange metals can
be measured using angle-resolved photoemission spectroscopy (ARPES).
A sharp FS is found, however the excitations are not long lived near it
meaning that the quasiparticle picture breaks down.

BCS theory cannot account for the high Tc-superconductivity and FLT
can not accommodate the linear in T resistivity nor the short-lived exci-
tations near the FS. The robustness of FLT means that we need to quite
radically change the premise of this theory for it to not apply. In the
language of RG-flows: we need to add a relevant interaction driving the
flow to a new fixed point. We saw in the previous section that there is
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not such an interaction when just considering the fermionic fields ψ,ψ†.
We have to add another field interacting with these fields. We call this for
now unspecified field φ. For the interactions between φ and the gapless
excitations at the Fermi surface to have any effect, the field φ also has to
be gapless. If it is not then it can simply be integrated out yielding an
effective theory for the physics below the gap. The effect of the interac-
tions between the fermions and φ will then only show up as a correction to
fermion interactions, which we have concluded can not result in non-Fermi
liquid behavior.

Whether coupling to a massless field is responsible for the non-Fermi
liquid behavior seen in the cuprates is not definite. It is, however, clear
that such a coupling appears in physical systems and understanding such
models is desirable regardless of whether they are responsible for cuprate
non-Fermi liquidity or not. This is the premise we shall pursue in this
thesis.

It does raise the obvious question how such a massless field might show
up in a fermionic system? There are a few different scenarios where this
might happen [20] and we list some of them here.

Goldstone boson

By Goldstone’s theorem there will always be a gapless mode when a con-
tinuous symmetry is spontaneously broken. A condensed matter example
of this is an atomic lattice spontaneously breaking the continuous trans-
lational symmetry. The Goldstone bosons are in this case the phonons.
Since the gaplessness of these modes is protected by the theorem they may
seem like good candidates for φ. However since the action of the theory
remembers the symmetry that is broken, these bosons still observe a shift
symmetry in their coupling to other fields. This means that if the field φ
were a Goldstone boson then its coupling to the fermions would need to
contain a derivative, otherwise it wouldn’t be invariant under a constant
shift φ→ φ+ ∆φ. This derivative coupling is then not relevant under the
RG flow and a Goldstone coupling falls back to FLT.

Emergent gauge field

Gauge fields are massless by symmetry so they provide a natural can-
didate for φ. The electromagnetic gauge field however can not lead to
NFL behavior. The electric field is screened in FLT and the coupling
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to the magnetic field suppressed by 1/c2. On the other hand, there are
mechanisms by which emergent gauge fields can arise from the underlying
electrons.

One proposed scenario is at a Mott transition, the critical point be-
tween a Fermi liquid and an insulating state with interactions strong
enough to prevent formation of a Fermi surface. The proposed mecha-
nism [21] considers spin-1/2 electrons on a lattice with strong repulsive
interactions such that each lattice site only hosts one particle. The theory
can be cast in terms of spin up and down particles, spinons si,α, and holes,
holons hi. Each site hosts exactly one of these which leads to a constraint
on each site. This new redundant description of electrons on a lattice in
terms of spinons and holons leads to a local symmetry. The original elec-
trons ψi create a spinon and annihilate a holon and are therefore given by
ψi,α = si,αhi. Rotation of the spinons and holons by opposite phases leave
ψi,α invariant. This symmetry can be promoted to a dynamical gauge
symmetry interacting with the spinons, see e.g. [22] for details.

Another case where non-Fermi liquid physics might show up due to
interaction with an emergent gauge field is when electrons in two dimen-
sions are subject to an external magnetic field. Electrons in a magnetic
fields travel in circular orbits. When treated quantum mechanically these
quantize into Landau levels. This gives rise to interesting phenomena for
solids in magnetic fields such as the quantum Hall effect. Depending on
the field strength and the number of available electrons the Landau levels
will have different filling fractions ν. Halperin, Lee and Read showed [23]
that for ν = 1/2 this system can be understood in terms of a dual descrip-
tion by a theory of electrons interacting with a Chern-Simons gauge field.
This dynamical gauge-field can also act as the field φ.

These scenarios will not be further discussed in this thesis. However,
we note that once one fixes the gauge, the analysis of fermions coupled to
a gauge field very much parallels that of fermions coupled to a scalar. This
is the scenario we describe below. Therefore many of the results we find
can with only minor modifications be applied to these theories as well. In
[24] the authors study both the case of coupling fermions to an emergent
gauge field and to the order parameter fluctuations at a quantum critical
point, described in the next section, simultaneously. They indicate the
few points where these two different set-ups differ.
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Figure 1.6. Phase diagram of a theory with a continuous phase transition
terminating at a quantum critical point. The region marked with 〈φ〉 6= 0 is
an ordered phase where the order-parameter φ has an expectation value. It is
surrounded by a second order phase transition at a critical temperature Tc(r)
that goes to 0 as some parameter r approaches a critical value rc. The point
r = rc, T = 0 is the quantum critical point. Here the ground state changes
from a symmetry broken state to a symmetric state 〈φ〉 = 0. The region around
the temperature driven transition, where (T − Tc(r))/T is small, has long-range
classical fluctuations in the field φ. The region right above the QCP has critical
fluctuations in φ that has to be treated quantum mechanically.

Quantum critical point

Now we come to the third scenario which is what we focus on in this
thesis. As physical systems can have phase transitions when temperature
is varied, it is also possible to have a transition at zero temperature as
some other parameter r is varied (e.g. pressure, doping or a magnetic
field). This is called a quantum phase transition and the point where it
occurs the quantum critical point (QCP). We review these briefly and re-
fer to [25] for a more in-depth discussion. Similarly to how temperature
driven transitions are classified as discontinuous or continuous, so are the
quantum phase transitions. Fluctuations in the order parameter field be-
come strong as we approach a continuous quantum phase transition from
the disordered phase and at the QCP these fluctuations become mass-
less. Continuing into the ordered phase these fluctuations get a negative
“mass”-term and they acquire an expectation value. See Fig. 1.6.
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The order-parameter fluctuations of thermal phase transitions can be
treated classically as the critical temperature is approached. The relevant
energy scale goes to 0 as the critical point is approached while the tem-
perature remains constant in magnitude. The relevant energy scale also
goes to 0 as the QCP is approached but here temperature is 0 and the
order parameter fluctuations have to be treated quantum mechanically.
A system of fermions undergoing a quantum phase transition will thus
have massless quantum fluctuations at the critical point. This provides
the massless field φ. φ is generally a bosonic collective excitation of the
underlying degrees of freedom undergoing the phase transition. We will
go into details of what the exact phase transition might be in the next
section.

This mechanism for massless field is not as natural as a gauge field or
the Goldstone bosons in the sense that it requires fine tuning. Masslessness
is not protected by a symmetry. The field φ has a mass-term that becomes
zero right at the QCP: m2 ∝ r− rc. If we however consider a temperature
T � |r − rc|, then this mass is not very important and we can treat the
field as effectively massless. This means that there is a region of finite
r-width in the phase diagram above the QCP where physics is still in
influenced by the vicinity of the QCP. The higher the temperature, the
less important a small departure from r = rc is, so this region is roughly
cone-shaped. The critical theory will not be a good description for high
enough temperatures where other energy-scales that are not tuned to be
small at the QCP become important. Therefore the cone where the theory
is governed by quantum critical behavior terminates smoothly at some
upper temperature.

1.2.2 Quantum critical metals

In this section we describe several orderings that can give rise to quantum
phase transitions in two-dimensional fermionic systems and thus a route
to non-Fermi liquid behavior, the quantum critical metals (QCM). We
go into some detail for each example by describing the phase transition
and the properties of its order parameter fluctuations and its coupling to
fermions.

Second order phase transitions can be split into two classes, those
with order parameter fluctuations peaked at 0 momentum and those at
a finite momentum Q. The latter case corresponds to systems where the
expectation value of φ has spatial modulations breaking the translational
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symmetry of the disordered phase. Before receiving corrections from other
gapless excitations, the φ fluctuations are generally described by the fol-
lowing two-point function at low energies

DQ(ω,q) = 1
r − rc + ω2 + c2(q −Q)2 (1.35)

where c is the speed of the order parameter fluctuations (not the speed
of light), from here on we use coordinates such that c = 1. In the above
expression we have let r be defined such that the mass term is given
directly by it. At the critical point r = rc and φ is massless. The form
of this is deduced by considering rotational symmetry and in the spirit
of low-energy effective action only writing the lowest order terms. We
perform an RG treatment of such critical theories in Sec. 1.3. The field φ
couples to the fermions with a coupling of the form

Sint =
ˆ dd+1kdd+1q

(2π)2(d+1) λ(k,q)ψ†(k + q)ψ(k)φ(q) (1.36)

We describe both the finite and zero Q cases in this section but the
Q = 0 case is the focus of the rest of the thesis. Let us start with the
finite Q case.

By rotational symmetry we typically have several different Q vectors
at the QCP; with full rotational symmetry there is a continuum of them.
All low-energy fermions live close to the FS and low energy fluctuations
of φ live close to Q. The translational symmetry of the lattice means that
momentum at each vertex is conserved, up to multiples of the reciprocal
lattice basis vectors in the case of a lattice. The vertex in Eq. 1.36 consists
of two fermions and one boson. We thus have a constraint that both
k,k + q are on the FS and that q ≈ Q. There are only a few spots on
the FS that satisfy this constraint. This gives rise to a finite number of
so called “hot-spots” which are the only points where the interactions to
the field φ are important for fermions’ low-energy physics. See Fig. 1.7. If
we have a rotationally invariant system then all fluctuations with Q of a
certain magnitude where the instability sets in will be important. In the
case without a lattice, momentum is completely conserved so if 2kF < |Q|
then the φ interaction is irrelevant. For |Q| < 2kF all points of the FS
will be influenced by φ and the whole FS will be “hot”. This is however
not very relevant to experimental systems and generally only a finite set
of Q are important.
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Figure 1.7. Sketch of spherical FS coupled to order parameter fluctuations at
momenta Q = (±π,±π)/a where a is the lattice constant of a square lattice.
The gray quarter circles are the occupied states of a FS (this figure is not to be
confused with the similar cuprate FS where the occupied states are in the white
area and origin of momentum space in the center). There are four copies of it
visible due to identification by the reciprocal lattice vectors. The arrows indicate
the Q-vectors. We see that only four possible pairings of low energy fermionic
excitations are related by these vectors. This gives rise to “hot-spots” at the ends
of the arrows where the interaction is important at low energies.
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perspective

Manifesto for a higher Tc
D. N. Basov and Andrey V. Chubukov

The term ‘high-temperature superconductor’ used to refer only to copper-based compounds — now, 
iron-based pnictides have entered the frame. The comparison of these two types of superconductor is 
revealing, and suggestive of what might be needed to achieve even higher transition temperatures.

The 2008 discovery of 
superconductivity in Fe-based 
pnictides (compounds of the 

elements from Group V: N, P, As, Sb, Bi) 
with transition temperatures Tc reaching 
almost 60 K was, arguably, among the most 
significant breakthroughs in condensed-
matter physics during the past decade1. 
The excitement was enormous and so were 
the efforts — the amount of data obtained 
for Fe-pnictides over the previous three 
years is comparable to that collected 
for other known superconductors over 
several decades2–4. A number of new 
superconducting materials have been 
discovered not only within the Fe-pnictide 
family but also in the Fe-chalcogenides 
group: Fe-based compounds with elements 
such as S, Se and Te. Before 2008, the term 
‘high-temperature superconductivity’ 
(HTS) was reserved for Cu-based 
superconductors (CuSC or cuprates). The 
transformation from the ‘copper age’ to the 
‘iron age’ was swift and the term HTS now 
equally applies to both CuSC and Fe-based 
superconductors (FeSC). 

Why are FeSC such a big deal? Even a 
cursory look at the phase diagram (Fig. 1) 

and the properties2–4 of FeSC reveals an 
intricate interplay between magnetism and 
superconductivity, also typical of other 
‘exotic’ superconductors discovered in the 
last three decades of the last millennium: 
heavy fermions, cuprates, ruthenates, 
organic and molecular conductors. 
Magnetism and superconductivity are 
antithetical in elemental superconductors, 
but in exotic superconductors magnetism 
associated with either d- or f-electrons is 
believed to be more a friend than a foe of 
the zero-resistance state. However, with the 
exception of the cuprates the Tc of exotic 
superconductors known before 2008 were 
quite low, and many considered CuSC to 
be unique among exotic superconductors5. 
The FeSC with their high transition-
temperatures seem to undermine the 
uniqueness of the cuprates and have 
prompted the community to rethink 
what is important and what is not for the 
occurrence of high-Tc superconductivity in 
any material.

Empowered by the two complementary 
perspectives on the high-Tc phenomenon 
we are well poised to address (and resolve) 
a number of outstanding issues such as: 

(1) Do all high-Tc materials superconduct 
for the same reason? (2) Are the rather 
anomalous normal-state properties of 
exotic superconductors a necessary 
prerequisite for high-Tc superconductivity? 
(3) Is there a generic route to increase 
Tc? We would argue that in the case of 
CuSC and FeSC the answer to the first two 
questions is affirmative, and also give our 
perspective on the third issue.

We will leave aside a number of 
interesting commonalities of CuSC and 
FeSC, which only peripherally relate to 
superconductivity, including the origin 
of magnetic order and Fermi surface 
(FS) reconstruction in the magnetically 
ordered state, nematic order in FeSC 
above the magnetic transition TN and its 
relation to nematicity observed in the 
pseudogap phase in CuSC, and many 
others. (A detailed review of the properties 
of Fe-based materials is given in ref. 2, 
which also contains an extensive list 
of references.)

Phase diagrams
From a distance, the phase diagrams and 
relevant energy scales of FeSC and CuSC 
look amazingly similar (Figs 1 and 2). In 
both classes of system there is a region 
of magnetic ordering near zero doping, 
and superconductivity emerges on charge 
doping with either holes or electrons.

On a closer inspection, however, there 
are notable differences. Magnetic order 
in undoped CuSC is a conventional type 
of antiferromagnetism (spins of nearest 
neighbours are aligned antiparallel to each 
other), whereas in most undoped FeSC the 
order is antiferromagnetic in one direction 
and ferromagnetic in the other (a stripe 
order2). The superconducting order 
parameter in CuSC has d-wave symmetry, 
and the gap measured in momentum 
space as a function of the direction of the 
Fermi momentum has four nodes along 
the diagonals in the Brillouin zone. The 
nodes have been explicitly detected in 
angle-resolved photoemission (ARPES) 
measurements6. FeSC have multiple FSs 
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Figure 1 | Schematic phase diagrams of the cuprates and pnictides on hole- or electron-doping2–4. At 
relatively small dopings, superconductivity and antiferromagnetism co-exist. Not all details/phases are 
shown. Superconductivity in Fe-based systems can be initiated not only by doping but also by applying 
pressure and/or replacing one isovalent pnictide element by another49. The nematic phase in pnictides 
at T > TN is a subject of much debate. Superconductors at large doping are KFe2As2 for hole doping 
and AFe2As2 (A = K, Rb, Cs) for electron doping. Whether superconductivity in pnictides exists at all 
intermediate dopings is not yet clear. An additional superconducting dome in very strongly hole-doped 
cuprates has also been reported50.
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Figure 1.8. Schematic phase diagrams of cuprate superconductors (a) and
iron-pnictide superconductors (b). These schematic is based on many different
experiments on compounds with different compositions and shouldn’t be taken
as literal phase diagrams, more like maps of where some of the different phases
of cuprates and iron-pnictides have been found. Image taken from [27].

There are three main ordered phases at finite Q that can give rise to
non-Fermi liquid behavior: antiferromagnetic order (AFM), spin density
wave order (SDW) and charge density wave order (CDW). AFM order is
the alternating ordering of interacting spins that are fixed on a lattice.
Such interacting spin degrees of freedom are described by the Heisenberg
model. Since the spins are attached to lattice sites, the order parame-
ter will always have a spatial periodicity that is a multiple of the lattice
constants. SDW order is similar however here the spins are not fixed to a
lattice but are mobile and the order parameter can have a periodicity that
is a rational fraction of the lattice constant: commensurate order, or an
irrational fraction: incommensurate order. Interactions with spin fluctu-
ations is a candidate for the mechanism of high Tc superconductivity and
non-Fermi liquid behavior in the cuprates [26] and also the iron-pnictides,
another class of high-Tc materials [27]. Figure 1.8 shows schematic phase
diagrams of both the copper and iron based high-Tc superconductors. The
main superconducting domes cover the QCPs associated with AFM/SDW
transitions in both of these materials.

CDW order is the onset of symmetry-breaking periodic fluctuations in
the charge density, that once again can be commensurate or incommen-
surate with the periodicity of the underlying lattice. The charge density
affects the lattice as well so it can be hard to separate whether this insta-
bility is a structural instability or driven by the itinerant electrons.

Evidence of CDW order has been found in x-ray scattering experiments
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in the cuprate superconductor (Y,Nd)Ba2Cu3O6+x [28]. They report a
period of ≈ 3.2a where a is the lattice constant.

Let us now turn to the case of Q = 0. In this case the field φ couples
low energy excitations at each part of the FS to excitations with similar
momenta. The whole FS is thus interacting and is sometimes referred to
as a “hot FS”. Depending in the mechanism the coupling might be zero
for some specific momenta and we instead have a few “cold spots”.

Orderings with Q = 0 relevant for non-Fermi liquid behavior include,
ferromagnetic ordering (FM), electron-nematic ordering and loop-current
order.

FM ordering is the alignment of spins, resulting in a net magnetic
field. As opposed to the AFM case this happens at Q = 0 and it does
not break the translational symmetry of the disordered phase. The FM-
paramagnetic ordering transition is typically first-order in disorder-free
systems [29].

We will focus on the electron-nematic phase transitions. A nematic
phase spontaneously breaks the rotational symmetry of a system. Ne-
matic phases traditionally show up in liquids, the so-called liquid crystals.
Electron nematics are electron liquids where interactions drive a transition
to a state breaking rotational symmetry, but not translational symmetry.
The atomic lattice necessarily also breaks the symmetry so it is not always
entirely clear whether the symmetry breaking is driven by the interact-
ing electron liquid or if it is a structural instability. A crystal with C4
rotational symmetry can for example spontaneously break the symmetry
to C2. The ground state in this case is two-fold and it is referred to as
an Ising-nematic transition. Similarly the academic case of C∞ rotational
symmetry broken down C2 is called an XY-nematic transition. There are
many possible nematic orders and transitions in 2 dimensions, a thorough
classification of these is provided in [30].

We saw one mechanism for a electron-nematic transition in Sec. 1.1.2,
the Pomeranchuk transition. For negative Landau parameters with large
enough magnitude the spherical FS is not the lowest energy configuration
and the ground state will be a deformed FS. Depending on the values of
Landau parameters the deformed FS can have different subgroups of C∞
(Or C4 in the case of a square lattice) as its symmetry. Jakubczyk et al.
showed [31] that although first order when treated in mean-field theory
these transitions are continuous when accounting for fluctuations and they
can thus provide the field φ.
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Figure 1.9. In-plane resistivity measurement of GaAs/AlGaAs heterostructures
under a varying perpendicular magnetic field. The different peaks are due to the
fractional quantum hall effect. The interesting point is that as the supposedly C4
rotationally invariant system is rotated by 90◦ and the measurement is repeated
a different result is found if at low temperatures, cf. solid and dashed lines. The
plot is taken from [32].

Another mechanism for electron-nematic phases is the partial melting
of a striped phase such as the Q 6= 0 phases we covered earlier. The par-
tial melting restores translational symmetry of the underlying lattice by
proliferation of defects however rotational symmetry can remain broken.

GaAs/AlGaAs heterostructures are a system where an electron-nematic
has been found. These layered systems hold two-dimensional electron liq-
uids. Applying a transverse magnetic field shows a great anisotropy in
the fractional quantum hall effect, see experiment by [32] in Fig. 1.9.
The low-energy electrons spontaneously break the lattice symmetry at
low temperatures. The mechanism for this is not known. Existence of
nematic phases have been suggested both in the cuprate and iron-pnictide
superconductors [33].

Loop current order is the onset of current loops within the lattice unit
cells. This ordering, first suggested by Varma [34], breaks time-reversal
symmetry and rotational symmetry however does not break translational
symmetry and does not result in a net magnetic field due to counter-
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be the most important open problem in the understanding of quantum
materials, and it is here that radically new ideas, including those derived
from recently developed non-perturbative studies in string theory, may
be useful.

More unique to the copper oxides is the behaviour observed in a range
of temperatures immediately above Tc in what is referred to as the
‘pseudogap’ regime. It is characterized by a substantial suppression of the
electronic density of states at low energies that cannot be simply related to
the occurrence of any form of broken symmetry. Although much about
this regime is still unclear, convincing experimental evidence has recently
emerged that there are strong and ubiquitous tendencies towards several
sorts of order or incipient order, including various forms of charge-
density-wave, spin-density-wave, and electron-nematic order. There is
also suggestive, but far from definitive, evidence of several sorts of novel
order—that is, never before documented patterns of broken symmetry—
including orbital loop current order and a spatially modulated super-
conducting phase referred to as a ‘pair-density wave’. There are many
fascinating aspects of these ‘intertwined orders’ that remain to be under-
stood, but their existence and many aspects of their general structure were
anticipated by theory7. Superconducting fluctuations also have an important
role in part of this regime, although to an extent that is still much debated.

The high-temperature superconducting phase itself has a pattern of
broken symmetry that is distinct from that of conventional superconduc-
tors. Unlike in conventional s-wave superconductors, the superconduct-
ing wavefunction in the copper oxides has d-wave symmetry8,9, that is, it
changes sign upon rotation by 90u. Associated with this ‘unconventional
pairing’ is the existence of zero energy (gapless) quasiparticle excitations
at the lowest temperatures, which make even the thermodynamic prop-
erties entirely distinct from those of conventional superconductors (which
are fully gapped). The reasons for this, and its relation to a proximate anti-
ferromagnetic phase, are now well understood, and indeed were also anti-
cipated early on by some theories10–12. However, while various attempts

to obtain a semiquantitative estimate of Tc have had some success13, there
are important reasons to consider this problem still substantially unsolved.

Highly correlated electrons in the copper oxides
The chemistry of the copper oxides amplifies the Coulomb repulsions
between electrons. The two-dimensional copper oxide layers (Fig. 3) are
separated by ionic, electronically inert, buffer layers. The stoichiometric
‘parent’ compound (Fig. 2, zero doping) has an odd-integer number of
electrons per CuO2 unit cell (Fig. 3). The states formed in the CuO2 unit
cells are sufficiently well localized that, as would be the case in a collec-
tion of well-separated atoms, it takes a large energy (the Hubbard U) to
remove an electron from one site and add it to another. This effect pro-
duces a ‘traffic jam’ of electrons14. An insulator produced by this classical
jamming effect is referred to as a ‘‘Mott insulator’’15. However, even a
localized electron has a spin whose orientation remains a dynamical degree
of freedom. Virtual hopping of these electrons produces, via the Pauli
exclusion principle, an antiferromagnetic interaction between neighbour-
ing spins. This, in turn, leads to a simple (Néel) ordered phase below room
temperature, in which there are static magnetic moments on the Cu sites
with a direction that reverses from one Cu to the next16,17.

The Cu-O planes are ‘doped’ by changing the chemical makeup of
interleaved ‘charge-reservoir’ layers so that electrons are removed (hole-
doped) or added (electron-doped) to the copper oxide planes (see the
horizontal axis of Fig. 2). In the interest of brevity, we will confine our
discussion to hole-doped systems. Hole doping rapidly suppresses the
antiferromagnetic order. At a critical doping of pmin, superconductivity
sets in, with a transition temperature that grows to a maximum at popt,
then declines for higher dopings and vanishes for pmax (Fig. 2). Materials
with p , popt are referred to as underdoped and those with popt , p are
referred to as overdoped.

It is important to recognize that the strong electron repulsions that
cause the undoped system to be an insulator (with an energy gap of 2 eV)
are still the dominant microscopic interactions, even in optimally doped
copper oxide superconductors. This has several general consequences. The
resulting electron fluid is ‘highly correlated’, in the sense that for an elec-
tron to move through the crystal, other electrons must shift to get out of
its way. In contrast, in the Fermi liquid description of simple metals, the
quasiparticles (which can be thought of as ‘dressed’ electrons) propagate
freely through an effective medium defined by the rest of the electrons.
The failure of the quasiparticle paradigm is most acute in the ‘strange metal’
regime, that is, the ‘normal’ state out of which the pseudogap and the
superconducting phases emerge when the temperature is lowered. None-
theless, in some cases, despite the strong correlations, an emergent Fermi
liquid arises at low temperatures. This is especially clear in the overdoped
regime (Fig. 2). But recently it has been shown that even in underdoped
materials, at temperatures low enough to quench superconductivity by
the application of a high magnetic field, emergent Fermi liquid behaviour
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Figure 1.10. Schematic phase diagram of cuprate superconductors. The green
area shows the superconducting phase. Both the CDW QCP and a tentative
pseudogap QCP are located below optimal doping and the strange metal regime.
Image taken from [39].

rotating current loops. Experimental evidence for such a phase has been
observed [35–38], though a mechanism for its onset is not known.

Assuming that the NFL behavior observed in high-Tc cuprates is driven
by electrons interacting with a QCP, there are thus several different pro-
posals for the QCP. [39] provides an overview of these. The cuprate phase
diagram they present is shown in Fig. 1.10.

1.2.3 A quantum critical metal toy model

We would now like to have a concrete model to study that contains the
essential physics of the above quantum critical systems.

As we will see in Section 1.3, studying fermions interacting with mass-
less fluctuations is notoriously difficult and demands new tools. Therefore
our immediate goal is not to find an accurate description of the physical
phenomena of the experimental systems of the preceding section, but to
develop tools useful for doing so. Developing these tools is the topic of
the following chapters of this thesis. We can then get away with a sim-
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plified model, that we will see still requires a non-perturbative treatment.
In this spirit we look for the simplest possible model containing fermions
at a finite density interacting with a massless boson—the putative order
parameter at the critical point.

We consider two-dimensional systems since that is what is relevant
for most systems mentioned above and as we will note later the three-
dimensional case is rather well understood. We get rid of the periodic
lattice of positive charge from atomic nuclei and instead consider a ho-
mogenous chemical potential µ. We consider spinless fermions. We limit
ourselves to studies of the case with Q = 0, and add a boson kinetic term
corresponding to Eq. 1.35 at the critical point r = rc. We could consider a
φ4 interaction term, however we drop this for simplicity, keeping in mind
that it might be important depending on what IR scaling we find. The
coupling between the fermion and the boson is taken to be momentum
independent, giving a completely rotationally symmetric model:

S =
ˆ

dxdydτ
[
ψ†
(
∂τ −

∇2

2m − µ
)
ψ + 1

2 (∂τφ)2 + 1
2 (∇φ)2 + λφψ†ψ

]
(1.37)

This toy model, dubbed a quantum critical metal, will be the focus of this
thesis.

1.3 Perturbation theory and RG flow of a
quantum critical metal

In this section we study the quantum critical metal (1.37) by an expansion
in the coupling constant λ. We first calculate the fermion and boson one-
loop self energies and discuss their physics. We then apply the framework
of RG flows to the toy model and using the one-loop calculations and
results from the literature [40–44] we see what can be said about the IR
of this toy model both in two and three dimensions. We then conclude
by considering some general features of the perturbation theory of (1.37),
some of which are used in the rest of this thesis.

1.3.1 Free propagators and conventions

We denote collections of energy and momentum by k, and when referring
to the spatial part we use a boldface k. We denote Euclidean frequency
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Figure 1.11. One-loop correction to boson two-point function.

by ω. The free propagators for the fermion and boson are respectively

G0(ω,k) = 1
iω − k2/2m+ µ

, (1.38)

D0(ω,k) = 1
ω2 + k2 . (1.39)

The vertex is simply given by the coupling constant λ. We define the
fermion and boson self-energies through

G(ω,k) = 1
iω − k2/2m+ µ− Σ(ω,k) (1.40)

D(ω,k) = 1
ω2 + k2 −Π(ω,k) (1.41)

In perturbation theory we will denote contributions at order λn with λn

as a subscript.

1.3.2 Boson one-loop self-energy

We start by calculating the boson self-energy to at order λ2. The integral,
represented by the diagram in Fig. 1.11, is given by

Πλ2(ω,k) = λ2
ˆ d3k1

(2π)3G0(ω + ω1,k + k1)G0(ω,k)

= λ2
ˆ d3k1

(2π)3
1

iω1 − k2
1/2m+ µ

1
i(ω1 + ω)− (k1 + k)2/2m+ µ

(1.42)
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This integral is UV divergent5. We can isolate the divergent piece by
subtracting the asymptotic behavior of the integrand

Πλ2(ω,k) =λ2
ˆ d3k

(2π)3
1

(iω − k2/2m)2 +

+
ˆ d3k1

(2π)3

(
G0(ω + ω1,k + k1)G0(ω,k)− 1

(iω − k2/2m)2

)
(1.43)

Here the first integral is UV divergent and needs to be regularized. The
second integral however converges. The first term is independent of ω, k
and can be cancelled by a mass counterterm for the boson. If we regularize
with cut-offs symmetric under ω → −ω, then the counterterm is actually
finite as we take the cut-offs to ∞. We then have (See e.g. [45])

Πλ2(ω,k) = λ2
m

(
Re
(√(

|k| − 2imω
|k|

)2
− 4k2

F

)
− |k|

)
2π|k| + C (1.44)

We need a renormalization condition to fix the counterterm. We demand
that the theory is critical, for any larger C an instability should develop.
In the static limit ω → 0 we have Πλ2(ω = 0,k) = −λ2m/2π + C for
|k| < 2kF . No larger Πλ2 is obtained for |k| > 2kF . For C < λ2m/2π we
thus have a negative mass-term for the boson which leads to an instability.
Larger C are stable but since we are interested in the critical theory we by
hand set C = m/2π. For a similar argument in d = 3− ε dimensions see
[46]. For low energies we expect k2 � k2

F ,mω and we can approximate
this as

Πλ2(ω,k) = − λ2m2|ω|
2π
√

k2k2
F +m2ω2

(
1 +O

(
|k|6k2

F

(k2k2
F +m2ω2)2

))
(1.45)

This low energy limit can also be found by right from the start linearizing
the fermion dispersion as in Eq. 1.2.

We see that for low energies, this term will always dominate the ω2

term in the free boson propagator. If this first-order contribution were the
5One encounters no divergencies by performing the ω or k integrals, in either order.

There are however subsets of the integration domain where the integral diverges.
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whole story, then the boson low-energy dispersion would be k2 ∼ |ω/k|
and for low energies we can approximate the boson self energy as

DLD(ω,k) = 1
k2 + λ2kF |ω|

2πv2
F |k|

. (1.46)

This indicates a new scaling relation between space and time that emerges
in the IR. In a Lorentz invariant theory with a scaling symmetry, space
and time necessarily scale with the same power. In a scale invariant theory
without Lorentz invariance this need not be the case and we can have a
scaling where ω, k → szω, sk. z is called the dynamical critical exponent.
With the above polarization we see if the one-loop result were the whole
story then we would have z = 3 for the boson.

Analytically continuing this to real time with a retarded contour we
get the retarded two-point function

DR,LD(ω,k) = 1
k2 − iλ2kFωR

2πv2
F |k|

. (1.47)

This is a damped boson, the sharp excitation has completely disappeared
for low energies. This effect, called Landau-damping, greatly influences
the IR of this theory.

Our calculation so far has only been to order λ2. We saw that the first
correction at order λ2 actually dominates over the bare term in the IR.
The higher order corrections similarly turn out to dominate over this in
the IR so perturbation theory can not be used to understand the IR and
the above result is of limited use. We discuss this further in Section 1.3.7.

1.3.3 Fermion one-loop self-energy

The single one loop correction to the fermion two-point function is given
by the diagram in Fig. 1.12(a). The integral corresponding to this diagram
is

Σλ2(k) = λ2
ˆ d3p

(2π)3G0(k + p)D0(p) (1.48)

As opposed to the boson self-energy, this diagram converges absolutely.
For ω, |k − kF | � kF we can expand the fermion propagator around the
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external momentum k = (kx + kF )x̂ + kyŷ

Σλ2(k) = λ2
ˆ dp0dpxdpy

(2π)3
D0(p)

i(ω + p0)− vF (kx + px)− (ky + py)2/2m
(1.49)

The quadratic in momentum term is necessary for convergence, but in the
end we can take m→∞ (vF constant) to obtain

Σλ2(ω, kx) = λ2
log

(
ivω−kx+

√
(1−v2)(k2

x+ω2)
ivω−kx−

√
(1−v2)(k2

x+ω2)

)
8π
√

1− v2
(1.50)

This expression is valid for 0 < vF < 1 and 1 < vF . The square roots
are defined by analytical continuation in the upper half plane for negative
values. For vF = 1 we have

Σλ2,v=1(ω, kx) = λ2
√
ω2 + k2

x

4π(iω − kx) . (1.51)

This simpler result can be shown to be due to an additional symmetry
of the low-energy limit of diagrams contributing to the fermion two-point
function. Chapter 5 of this thesis in fact explains that this is a universal
feature of self-energy corrections to“boson dominated” quantum critical
metals.

1.3.4 Tree-level RG flow

We will now repeat the scaling analysis of Section 1.1.3 with the action in
Eq. 1.37. We use the same scaling as in Eq. 1.15 for the fermion energy
and momentum but since the boson low energy excitations are centered
around 0 momentum we can not scale it towards the FS as for the fermion.
We let the boson energy ωB and momentum q (measured from the origin
and not the FS) scale as

(ωB, q)→ (e−tωB, e−tq). (1.52)

To preserve the boson kinetic term we have to scale the boson field as

φ(ωB,q)→ et(d+3)/2φ(ωB,q). (1.53)

Note that with this different fermion and boson scaling we do not keep the
theory local in real space. This is not a problem. Even in the Fermi liquid
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case the real space scaling does not preserve locality. The only important
point with the choice of scaling is that the kinetic terms are unchanged, so
whatever happens to the couplings can be interpreted as a change of the
same theory we started with before integrating out high energy modes.

Let us now see what happens to the interaction term of Eq. 1.37. First
we write this in momentum space

Sint =λ
ˆ dωBddqdωdkdd−1Ω

(2π)2d+2 φ(ωB,q)×

× ψ†(ωB + ω,q + (kF + k)Ω)ψ(ω, (kF + k)Ω) (1.54)

We see that upon rescaling the energies, momenta and fields we effectively
have λ→ et(3−d)/2λ and thus we have the tree-level β-function

βλ(t) = λ

(3− d
2 +O(λ2)

)
. (1.55)

The last term comes from interactions between degrees of freedom above
and below the cut-off. It is obtained when integrating out the high-energy
terms. At tree level in d = 3 we have no flow and the coupling is tree-level
marginal at the UV fixed point. We need to integrate out the high energy
modes to see in which direction λ flows.

At d = 2 we see that this coupling is relevant already at tree level
and it makes the IR of this theory different from the UV fixed point.
Formally this is what explains the emergence of a new NFL fixed point as
the low-energy theory.

For completeness we briefly mention the RG behavior of a boson four-
point interaction λφ. Performing the same analysis we find λφ → et(3−d)λφ
and

βλφ(t) = λφ (3− d+O(λφ)) +O(λ4). (1.56)

This means that the φ4 interactions is also tree-level marginal in d = 3
and relevant in lower dimensions.

1.3.5 Hertz-Millis theory

Before moving on to calculate the perturbative RG flow we mention an
earlier approach that was successfully used to understand the same model
we are studying but in d = 3. Hertz studied this model by simply in-
tegrating out the fermions to obtain an effective action for φ [47] (this
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was later refined by Millis [48]). This generates couplings for φ at all or-
ders, and since the fermions are gapless these couplings can be singular.
We saw above that all boson self-interactions are marginal (marginally-
irrelevant when taking quantum corrections into account) in d = 3 so only
the correction to the kinetic term is important. This is given by a one-
loop correction to the boson self-energy and results in a boson two-point
function of the form (1.46) also in d = 3 but with a different prefactor
of the self-energy. This is indeed a singular contribution giving rise to a
dynamical critical exponent z = 3. Taking this exponent into account in
the RG flow it looks as if the φ4 interaction is irrelevant all the way down
to d = 1 and by this argument Hertz theory was claimed to be valid also in
d = 2. By performing a more careful RG-flow including both the fermions
and bosons it is found to be incorrect and Hertz approach fails in d = 2
[49]. We perform this more careful RG analysis in the next section.

1.3.6 One-loop RG flow

Integrating out the high energy modes can only be done perturbatively.
In d = 3 this is straightforward. We can assume a small λ in the UV
and expand in λ. This is done in [41, 42]. These two works use slightly
different renormalization schemes however they both find

βλ(t) = λ

(3− d
2 −Bλ2 +O(λ4)

)
(1.57)

where B is positive. There are two contributions to B. The first from the
fermion field renormalization at one loop given by the fermion self energy
cut-off dependence. The corresponding diagram is in Fig. 1.12(a). The
second contribution is from the vertex correction seen in Fig. 1.12(b).

In [42] B depends on vF which also flows in their renormalization
scheme, however, B remains positive. This means that λ = 0 is a stable
fixed point. If λ is small but non-zero in the UV, it will still flow to 0 in
the IR.

The boson self-energy does not contribute to the φ field renormaliza-
tion at 1 loop. The reason for this is that a boson with energy ω only
receives corrections from fermions with energies lower than this. Chang-
ing the fermion (and boson) cut-off Λ does then not affect the boson self
energy as long as |ω| < Λ. Because of this Landau-damping is not seen in
the one-loop RG flow. However, from the preceding section we know that
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(a) (b)

Figure 1.12. (a) One-loop contribution to fermion two-point function giving
rise to wave-function renormalization in the one-loop RG flow of the coupling λ.
(b) One-loop vertex correction contributing to the RG flow of the coupling λ.

it is an important effect for the low-energy physics. This does not mean
that the RG flow is incorrect, it is just not seen at one loop.

We can attempt the same analysis in d = 2. Here λ2 is not dimen-
sionless so it has to be compared to some scale. The relevant scale is the
cut-off Λ. Assuming λ2/Λ is small we can calculate βλ perturbatively. The
tree-level flow makes λ grow exponentially until the one-loop correction
starts to become important. This happens at a scale 1/2 ∼ λ2/Λ how-
ever, which means that λ2/Λ is not small anymore and we can not use a
perturbative calculation. In d = 2 we can use perturbative RG-flow to see
that for any finite UV coupling to a massless field φ we will depart from
Fermi liquid fixed point, but we can not tell what happens after that.

One approach is to not directly consider d = 2 but to work in d = 3−ε
dimensions with ε small. This approach has been successfully used to
understand interacting bosons in 2+1 dimensions by studying them in
“3.99” dimensions [50]. Our coupling is tree-level marginal in d = 3 but
it flows to stronger coupling for any d < 3 until loop corrections kick
in, d = 3 is the upper critical dimension. The first loop corrections are
comparable to the tree-level flow for ε/2 ∼ λ2/Λε. If ε is small this now
happens for a small λ2/Λε and we can thus treat it perturbatively. We
find a fixed point at

λ∗ =
√

ε

2B +O(ε). (1.58)

Whether this fixed point remains as ε is increased to 1 and we go to d = 2
is not clear. Higher order in ε corrections become important and Landau-
damping efffects set once higher loops are included. To analyze this, one
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could calculate the first corrections in ε by going to higher loop order.
It will not give a conclusive answer, since for ε = 1, likely all orders in
ε are necessary, but it could give an indication to what happens to this
fixed point. Another approach was used in [43, 44] where the authors
instead put the Landau-damping corrections in the action from the onset
and studied the RG flow at one loop of the resulting theory. They found
a flow that interpolates between the earlier one-loop flow in the UV and
a zb = 3 boson interacting with a zf = 1 fermion in the IR.

1.3.7 Usefulness of perturbation theory

We have seen in the preceding subsections that perturbation theory in the
coupling constant is not useful for studying energies of order λ2 or lower
of the two-dimensional quantum critical metal.

We do expect perturbation theory to be useful in the UV. Precisely
what this means is not obvious. All orders in perturbation theory have
the same dimension so the relevant powers of the dimensionful coupling
constant will show up together with other dimensionful quantities. If we
consider the fermion two-point function then the energy ω, momentum
k and Fermi momentum all provide dimensionful parameters. Without
more information about the perturbative expansion we do not know what
combination of these show up in powers of λ. This means that we do
not know in what part—if any—of energy-momentum space perturbation
theory is useful. In a relativistic theory with no other scales there is only
one Lorentz invariant dimensionful quantity, ω2 + k2 and we know that
perturbation theory will be organized in terms of λ2/

√
ω2 + k2. It is then

clear what the UV is and for large enough ω2 +k2 we expect perturbation
theory to be useful. In our case we do not have this, however in Chapter
5 we impose an additional symmetry, similar to Lorentz invariance but
relevant to chiral fermions at a FS, and in this case we find the equivalent
to ω2 + k2 and can say where perturbation theory is useful.

Since we can not expand to low orders in the coupling constant to
understand the IR, could we perhaps find a way to sum up contributions
to all orders in the coupling constant? Even if we could calculate all per-
turbative corrections, it is not clear that this would work. For starters,
perturbation theory would only converge in the “UV-region” described
above. If we can sum up all perturbative corrections there we might be
able to use analyticity arguments to extend this to the IR. It is however
not clear that perturbation theory converges anywhere, even in the “UV-
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region” where the effective coupling constant is small. It is a common
feature of quantum field theories that the perturbative series does not
converge, but only gives an asymptotic series. This was first shown by
Lipatov for a scalar field theory [51] but happens in more general field
theories such as QED as well. This may well be the case for our theory
(1.37) too. QED has a small dimensionless coupling constant α ≈ 0.007
whereas the coupling constant λ2 of our theory has units of energy. Per-
turbative corrections to QED come with powers of α and are initially
suppressed since α < 1. The coefficient in front of αn however grows as
n! so for 1 . nα, each perturbative correction is larger. This is called an
asymptotic expansion. By truncating the series before the divergence, the
error is of order exp(−1/α) and can be made arbitrarily small for small α
but cannot be captured perturbatively. The divergence is immaterial in
the sense that the truncated series agrees with physical observables6. In
our case with a dimensionful coupling constant we get powers of λ2/w in
perturbation theory, where w is some unknown combination of external
energies, momenta and the Fermi momentum7. If also our theory has an
asymptotic expansion, then in the UV we can sum of the order of w/λ2

orders in perturbation theory before we hit the divergence. It is however
not clear that the perturbative series of our QFT has 0 radius of con-
vergence. Feldman et al. have shown that the radius of convergence is
non-zero in a class of two-dimensional Fermi liquids [3]. Their model is
not too dissimilar to ours so this might happen in our case too.

With these limitations mentioned, it is still useful to study the per-
turbative expansion. Any non-perturbative approach should match per-
turbation theory when expanded in the coupling constant so calculating
the first few diagrams provides a strong check on any non-perturbative
calculation.

A future study of the perturbative series of (1.37) to high orders would
be interesting to “experimentally” see where in energy-momentum space
this series converges. If a converging expansion is found in a limited ω-
region, then analytic properties of n-point functions could perhaps be
used to analytically continue into the regions without convergence. If
only asymptotic convergence is found this would also be interesting. The
asymptotic series can be studied using the framework of resurgence theory

6The error of order exp(−1/α) is entirely out of experimental reach.
7This is a simplification. We do not know how the perturbative expansion is orga-

nized at high orders. There could be different classes of diagrams that have expansions
in different combinations λ2/w1, λ

2/w2, ...
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and the nature of the divergence indicates presence of non-perturbative
processes [52].

Additionally, even though the whole perturbation series can not be
summed up, understanding the structure of the sum can tell us some
properties of the non-perturbative answer as we will see in Chapter 5.

With this motivation we study some further features of the perturba-
tive expansion in the following subsections.

1.3.8 Low-energy limit of general diagrams

We have seen that for low energies we can make several useful simpli-
fications when evaluating diagrams. Without proof we here state gen-
eral assumptions about the low-energy properties of the momentum in-
tegrals involved in the diagrammatic expansion. For this we consider a
specific diagram with V vertices contributing to the correlation function
〈ψ†1...ψ†nψψ1...ψnψφ1...φnφ〉. All external fermions lines connect to another
external fermion, possibly exchanging bosons before. Without loss of gen-
erality we assume ψ†i connects to ψi. There can also be internal fermion
loops, we denote the number of them by Lψ. The diagram comes with
a factor λV . For a slightly more general theory with flavorful/spinful
fermions we additionally get a factor NLψ

f where Nf are the number of
fermion flavors/spins that are summed over for each fermion loop.

Now consider external energies much smaller than kF (vF ∼ 1) and
external momenta close to being on-shell (near the FS). For the dominant
processes we have that

• All fermion momenta, k, are close to the FS, |k| − kF � kF

• All boson momenta, q, are much smaller than kF , |q| � kF

These assumptions can convincingly be seen to be true by performing
several of the low order diagrams.

Using this we see that an external fermion line from ψ†(k1) to ψ(k2) will
stay within a single patch of the FS. Each boson connecting to this fermion
line adds a momentum qi such that k1 +∑ qi = k2. Since each qi � kF we
have |k1−k2| � kF for a finite number of bosons. In evaluating diagrams
we can then linearize any fermion propagator connected (indirectly) to an
external momentum ki as

G0(ω,k) ≈ G0,k̂i(ω,k) = 1
iω − vF (k̂i · k− kF )

. (1.59)
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Fermions that make up the internal fermion loops for 0 < Lψ are not
constrained to a single patch in the low-energy limit. However they still
have momenta close to the FS and can be approximated by the linearized
propagator

G0(ω,k) ≈ 1
iω − vF (|k̂i| − kF )

. (1.60)

We have to be careful when employing the low energy limit. There are
other limits involved in the description of our model and later we will
consider even further limits by taking different parameters of our theory
to extreme values in search of a further simplified model. These limits
need not all commute, so it is important they are taken in the right order.
If we wish to gain insights about the true IR of our model then the correct
order to take these limits is

1. Limits associated with the path-integral formulation or—if we at-
tempt to sum the full perturbative series—the limit in the infinite
sum of perturbative corrections.

2. The limit of external energies smaller than kF and momenta close
to the FS.

3. Any auxiliary limits used to find regimes where we can do calcula-
tions and hope to still gain some insights about the IR.

The first limit is difficult to calculate and the subsequent limits are im-
posed to make the earlier ones simpler so in many works these limits are
typically evaluated in the completely opposite order. In principle limit 2
and 3 can be useful even if evaluated in the right order, though when doing
this great care has to be taken. In Section 1.4 we will see that neither the
“small Nf” limit nor the “matrix large N” limit commute with the low
energy limit and the results obtained from these are of limited use.

In our low energy consideration above we have considered limit 1 and
2 in the wrong order. For any diagram with a finite number of boson lines
it is true that for low energies each fermion will stay within the same patch
as the external momentum. However, the total boson momentum can be
of order kF even if each boson momentum is much smaller than kF if the
limits 1 and 2 are taken in the correct order. Whether this happens or not
is not known and would be interesting to investigate. One could start by
calculating a simple ladder diagram, see Figure 1.13, without relying on
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...

ψ†(k3) ψ(k4)

ψ†(k1) ψ(k2)

= Ln

ψ†(k3) ψ(k4)

ψ†(k1) ψ(k2)

Figure 1.13. Ladder diagrams with many steps allow a stepwise transfer a
momentum between the fermion lines. Here Ln(k1, k2, k3, k4) represents the am-
putated ladder diagram with n rungs. |k1 − k2| � kF in the low-energy limit,
however it is not obvious that this is true if first the large n limit is taken.

Ln

ψ†(k3) ψ(k4)

ψ†(k1) ψ(k2)

= Ln−1

ψ†(k3) ψ(k4)

ψ†(k1) ψ(k2)

Figure 1.14. The amputated ladder diagram with n rungs satisfies this recursion
relation.

any of the above assumptions and take the large n limit. Then it should
be clear whether |k1 − k2| ∼ kF processes are suppressed on not. Such a
diagrams can be found through a simple recursion relation

Ln(k1, k2, k3, k4) =λ2
ˆ d3k

(2π)3D0(k)G0(k1 + k)G0(k3 − k)×

× Ln−1(k1 + k, k2, k3 − k, k4) (1.61)

This is represented in Fig. 1.14. In the large n limit we only need to look
for the largest eigenvalues of this linear operator.

1.3.9 Patch theory

In the previous section we have concluded that for low energies, a set of
connected fermion propagators in a diagram will stay within the same
patch of the FS, with the caveat that this low energy limiting behavior
might not commute with the limit in the infinite sum of the perturbative
expansion. Only considering a single patch for each fermion line simpli-
fies calculations, however different fermion lines belonging to the same
diagram generally have momenta in different patches. It has, however,
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been shown that the use of FS patches can be taken even further. In
[24] the authors study a model similar to (1.37). They argue that only
bosons with collinear momenta are correlated. The reason for this can
intuitively be understood as when a fermion in a certain patch of the FS
scatters, the dominant boson momenta are influenced by the location of
the patch. Further bosons scattered from the same fermion (and thus
correlated) in the same way have a constrained momentum. Bosons are
predominantly scattered in the directions transverse to to FS. Consider
a fermion in the patch at kF x̂ and a boson line attached to this fermion
with a momentum q = (qx, qy). As a heuristic it is useful to consider
the fermion to be on-shell. Then the energy penalty for scattering the
fermion is vF (qx+ q2

y/2kF ) and bosons are predominantly scattered in the
directions transverse to the FS. If now a diagram contains many fermion
lines, it is dominated by momentum configurations where all boson lines,
on both ends, are connected to fermions in patches parallel to its mo-
mentum. This means that diagrams will be dominated by momentum
configurations where all fermions are in parallel patches and all bosons
transverse to these patches. For our circular FS there are pairs of antipo-
dal patches where the coupling through the boson dominates. Note that
this is also true for any convex FS. The other patches will be decoupled
and one can consider an effective theory consisting only of two patches.
This is precisely what was done in [24]. There they perform a more careful
analysis by, as in the Hertz theory [53], integrating out the fermion to ob-
tain a formal expression for a nonlocal action for φ. The action contains
singular terms of all orders in φ, however the leading singularities only
appear for collinear boson momenta. They then argue that the physics
relevant for low energies is decoupled into different directions in boson mo-
mentum space and corresponding pairs of patches for the fermion. There
are interactions between these decoupled theories, however they are only
irrelevant corrections to the low energy effective theory.

1.4 Non-perturbative approaches to quantum
critical metals

The open question at the basis of this thesis is that it is currently not
possible to completely solve the theory of a Fermi surface interacting with
a massless scalar in two dimensions. The coupling constant is as we have
seen in Section 1.3.6 not a small parameter. We need to find another small
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(or not so small) parameter to expand in. This relatively simple theory,
however, does not have many parameters that provide useful expansions.
This is what makes this theory so difficult and in a sense has led physicists
to what might seem as desperate measures. One approach has been to
first extend the theory to a slightly more complex theory with a new
parameter, and then study a simplifying limit of this new parameter.

Although the expansions that have been explored so far do not give
a precise understanding of our model, together one might hope that they
can box in our theory in the landscape of different theories. Once we have
explored the landscape thoroughly we might be able to find a natural
point to expand from, different from that of a Fermi gas.

The two potential expansions parameters are:

• Inverse coupling constant ω/λ2 is a small parameter in the IR.
Unfortunately we do not have control over the strong coupling limit
so we do not have a point to expand around. In the UV we have
complete understanding of the free theory and we can add correc-
tions to is as we depart slightly from the UV fixed point. The same is
not true in the IR. Perhaps there is a dual description of our theory,
or a closely related one, whose IR limit is a free theory that admits a
perturbative treatment in ω/λ2. Such weak-strong dualities exist for
a number of theories (see e.g. [54]) though none is presently known
which directly applies to (1.37).

• Fermion-boson velocity ratio The limit of small vF /c corre-
sponds at leading order to a static fermion interacting with a fluctu-
ating scalar field. As we saw in the RG analysis, vF has been found
to flow to 0 so this might be a useful approximation of the IR. This
limit was studied in [55]. The static limit was however not enough
to solve the theory and they had to use additional approximations,
the so-called “ε-expansion” and “matrix large N” limit. We cover
these expansions in the next section.
The opposite limit of small c/vF corresponds to a FS coupled to slow
bosonic modes. Since this limit is unstable under RG it is likely not
a good description of the IR; the vF → 0 region is artificially sup-
pressed. Vertex corrections are suppressed in this limit by Migdal’s
theorem [56]. This means that the Schwinger-Dyson equations of
this theory close, and it can be solved so it would be an interesting
case to study nevertheless.
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None of the above parameters provide a directly useful approximation to
determine the IR of our QCM. Our model (1.37) does not provide further
dimensionless parameters so various extensions have been considered that
contain further parameters. We will describe some of these now.

1.4.1 Dimensional continuation

In Section 1.3.6 we saw that by extending the theory to more dimensions
we can perform a perturbative expansion in ε = 3 − d. There are sev-
eral different ways of performing such an expansion. The model we are
ultimately interested in has 1 temporal and 2 spatial dimensions. When
considering the patch theory as in Section 1.3.9, there is one spatial di-
rection parallel to the FS and one direction perpendicular to the FS. The
dimensions of all these three distinct directions can in principle be ex-
tended to general parameters d0, d‖, d⊥.

In [57], I. Mandal and S.S. Lee study a Q = 0 QCM with d0 = 1
and d⊥ = d − d‖. d‖ sets the dimension of the FS and thereby controls
the extensiveness of gapless modes. For d greater than the upper critical
dimension 3, (see Sec. 1.3.6) we have a Fermi-liquid. Below the upper
critical dimension they find quite different behaviors in the cases of d‖ = 1
or d‖ > 1. For 1 < d‖ they find what they call UV/IR mixing; the UV
scale kF shows up in low energy observables. In the case of d‖ = 1 we
can use the patch theory (see Sec. 1.3.9) with only two antipodal patches
contributing to the fermion two-point function. For 1 < d‖ this does not
work and global properties of the FS have to be taken into account. These
results rely on an expansion in small ε = 3−d. How to extend dimensional
expansions all the way down to ε = 1 is not know.

1.4.2 Fermion flavor expansion: vector large Nf limit

We can extend the theory to have Nf flavors of fermions transforming in
the fundamental representation of a global U(Nf ) flavor symmetry group.
The fermion then has an index i = 1, ..., Nf : ψi, ψ†i . The interaction term
is written as (λ/

√
Nf )φψ†iψi. This extension has been extensively studied

in the large Nf limit and it was first thought to provide a controlled
expansion in 1/Nf valid at low energies [22, 58].

Consider the perturbative expansion of the boson two-point function.
What is the power of Nf for each diagram? Each vertex comes with a
factor N−1/2

f . All fermionic loops contribute with a sum over Nf . The
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power is thus NF−V/2
f where V is the number of vertices and F the number

of fermion loops. The one-loop diagram calculated in Sec. 1.3.2 is thus the
same order as the free two-point function, N0

f . Adding more vertices to
the fermion can only result in subleading diagrams since no more fermion
loops are added. The only other diagrams at orderN0

f are simply multiples
of this loop and the boson two-point function can naively be thought to be
given by the one-loop result in the largeNf limit. The first 1/Nf correction
to the fermion self-energy is then given by the diagram in Fig. 1.12(a) but
with this corrected boson. This leads to what are called the RPA two-
point functions [59]

DRPA = 1
k2 +Nf

λ2kF |ω|
2πv2

F |k|

(1.62)

GRPA = 1

iω − vF (|k| − kF ) + i sgn(ω) v
2/3
F√

3(2πλ
√
NfkF )2/3 |ω|2/3

(1.63)

It thus seems like the large Nf limit provides a controlled low energy
limit of (1.37) around which we can add corrections in 1/Nf . There is
however a caveat, as was first shown by S.S. Lee in [60]. Diagrams not
included at lowest order in large Nf become increasingly important in the
IR. In the case of a single FS patch, the set of diagrams to be considered
at each order is given by a genus expansion of diagrams. The low energy
theory still requires a nontrivial sum of an infinite set of diagrams.

1.4.3 Boson dynamical critical exponent

Mross et al. make a further extension of the theory to get the large Nf

limit under control [61]. They modify the dynamical critical exponent zb
of the bare boson

D0(k) = (ω2 + k2
x + k2

y)−
zb−1

2 , (1.64)

and expand in large Nf keeping (zb − 2)Nf finite. They show that this
provides a controlled limit and that the RPA two-point functions in fact
govern the low energy limit. zb approaches 2 in this limit so it is not clear
how relevant this result is to the case we are interested in with zb = 3.
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1.4.4 Boson flavor expansion

One might consider a similar extension but with the boson in the funda-
mental representation and the fermion in the trivial representation of a
global U(Nf ) flavor symmetry group. However this just results in a sum
over NB for each boson propagator and since each boson propagator is
connected to two vertices giving a factor of λ2 this effectively just changes
the coupling constant from λ to λ

√
NB. An expansion in NB is equivalent

to the problematic expansions in the coupling constant.

1.4.5 Matrix large N

Similar to the vector large Nf limit we can extend (1.37) to have a global
SU(N) flavor symmetry with fermions transforming in the fundamental
and bosons in the adjoint representation. The boson then has two flavor
indices and the fermion one. The coupling constant of the theory is also
normalized by the rank of the symmetry group and the interaction term
is written

Sint =
ˆ

dτddx λ√
N
φijψ

†
iψ

j . (1.65)

For N = 1 we recover Eq. (1.37) but in general we have N flavors of
fermions andN2 flavors of bosons. Only certain classes of diagrams survive
in the large N limit. One illustrative way of seeing what diagrams survive
the large N limit is to draw the diagrams with one line for the fermion
and two lines for the boson. The interaction contains sums over indices
and these can potentially give diagrams factors of N . Each propagator,
however, preserves the indices (Gji ∝ δji and Dkl

ij ∝ δliδ
k
j ), so there are

many constraints on the sum over them. A convenient way to count
the N dependence is in so-called double-line notation. In the double-line
notation each line corresponds to an index. A fermion propagator thus
consists of a single line; but a boson propagator of a double line. At each
vertex we connect the indices. In the end there are several disconnected
continuous curves tracing the flow of each index. Some are connected to
external fields and some form loops. The indices of the lines connected
to external fields fix the external indices to be identical in both ends. All
single line loops, however, will be summed over for all possible indices.
They therefore give a factor of N each. Each vertex gives a factor of
1/
√
N in addition, so only diagrams where these two contributions cancel
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contribute in the large N limit. An illustration of the double line notation
for the case of the two-loop contribution to the fermion two-point function
is shown in Figure 1.15. It turns out that in this limit all diagrams with
fermionic loops vanish and additionally only planar diagrams survive the
large N limit. A planar diagram is a diagram that can be drawn on a plane
without any crossing lines. In the case of the fermion two-point function,
all propagators leaving the fermion line have to be on the same side. The
diagram of 1.15(a) has a fermion loop and thus vanishes. Diagram 1.15(c)
is not planar and vanishes as well. 1.15(e) has no fermion loops and is
planar and thus order 1 in the large N limit.

All important effects from Landau-damping disappear completely in
the matrix large N -limit due to the lack of all fermion loops. This means
that similarly to the large Nf limit this is not able to capture the IR of
(1.37). In [62] the authors use the above large N limit to study quan-
tum critical fermions in slightly below 3 dimensions. They have a similar
model to ours, however, they additionally have a fermion four point in-
teraction and a tr(φ2)2 coupling. The authors integrate out high energy
and momentum modes and study the flow of the parameters of the the-
ory. The fermion four point interaction flows to 0 and can be omitted
from the onset. The fermions do not give any corrections to the bosons
at leading order in the large N limit. Therefore the boson is described by
a large N Wilson-Fisher fixed point [63]. The fermions do receive correc-
tions from the boson and these are studied in three different ways. First
they calculate the flow of the couplings (and velocity) using one-loop per-
turbation theory. They find a fixed point for the coupling g ∼ √ε and a
fermion anomalous dimension γ = ε/4. g is thus small close to d = 3 and
this perturbatively found fixed point can be trusted in a small vicinity of
d = 3.

They also find that the Fermi velocity vF flows to 0 in the IR, however
they point out that as vF goes to zero, higher order terms that could be
neglected for a finite vF now become important and the final fate of vF
is not certain. These higher order terms can be made arbitrarily small
and then there will be a large region of vF → 0 where they can study the
vF → 0 fixed point. They find the fixed point fermion two-point function:

G(ω,k) = ω2γ−1f

(
ω

|k| − kF

)
(1.66)

They proceed by studying this fixed point, using what they call the fermion
gap-equation. This is an equation for the fermion self-energy in the large
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(a) (b)

(c) (d)

(e) (f)

Figure 1.15. The left column show the three diagrams contributing to the
fermion two-point function at order λ4. Straight lines are fermion propagators
and wavy lines are boson propagators. The right column shows the correspond-
ing diagrams drawn using the double-line notation. Note that also the two lines
making up the boson propagators have directionality and they have to be oppo-
site. There is then just one unique way of connecting the double lines at vertices.
Diagram (b) is seen to have one free single-line loop and thus scales as 1/N .
Diagram (d) has no disconnected single-lines and thus scales as 1/N2. Diagram
(f) has two single-line loops and thus scales as N0 and survives the large N limit.
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Σ =

Figure 1.16. No boson lines cross in a planar diagram. Therefore the first
boson to leave the fermion line also has to be the last to attach. We then have
the above identity. The double line signifies all possible planar boson exchanges.
This is just the full fermion propagator which is given by the self energy on the
left side. This equation therefore closes.

N -limit, see Fig. 1.16. The equation is given by

Σ(k) = λ2
ˆ d3p

(2π)3
D(k − p)

G−1
0 (p)− Σ(p)

. (1.67)

Motivated by the vF → 0 flow the authors of [62] propose a Σ independent
of kx and write that order by order this does not produce a kx dependence.
They find a consistent solution in the IR, close to d = 3 that is independent
of kx and in agreement with Eq. 1.66 with a constant f .

1.4.6 Fermion flavor expansion: vector small Nf limit

We now describe the approximation pursued in this thesis. Instead of
expanding in large Nf and rescaling the coupling constant by 1/

√
Nf

we can keep the coupling independent of Nf and study the small Nf

limit. Expanding in small Nf might seem less natural than the large Nf

expansion since physical theories are only defined for positive integers Nf .
There is a sequence of physical theories approaching the limit Nf → ∞.
For Nf → 0 there is no such sequence. One can however define expectation
values for any Nf ∈ C at any finite order in perturbation theory in a
natural way. At order F in perturbation theory, any physical observable
O (n-point functions of ψ†i , ψi and φ), as calculated in a proper theory
with Nf a positive integer, is a polynomial in Nf :

〈O〉F =
F∑
i=0

λi
i∑

j=0
N j
f cij . (1.68)
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The summand at order j corresponds to all diagrams with j flavor indices
summed over. These are the diagrams with j fermionic loops. These poly-
nomials provide a natural extension to Nf ∈ C. We define the polynomial
E

(F )
O (Nf ):

E
(F )
O (Nf ) =

F∑
i=0

λi
i∑

j=0
N j
f cij (1.69)

where the coefficients cij are defined by the perturbative expansion of
the expectation value of O as in Eq. 1.68. These polynomials are now
defined for all Nf ∈ C. We denote the large F limit of this by EO(Nf ) =
limF→∞E

(F )
O (Nf ) and we write

EO(Nf ) =
∞∑
i=0

N i
fci(λ) (1.70)

For a theory with Nf ∈ N+ fermion flavors, the expectation value of O is
then formally given by EO(Nf ). As we noted in Section 1.3.7, the large
F limit might however not exist and this should not be taken literally8.

If, however, the expansion in (1.70) converges for some Nf = n (e.g. a
positive integer corresponding to a physical theory) then the large F limit
is guaranteed to exist for all {Nf ∈ C : |Nf | ≤ n} and additionally the
function EO(Nf ) is analytic in this disc. We will later in this section give
a heuristic argument for why this is not the case. For reasons described in
Section 1.3.7 we believe it is still interesting to study an expansion around
Nf = 0 even if only an asymptotic expansion can be found. We will thus
continue studying the function EO(Nf ) but keep in mind that the large
F limit might only work asymptotically in the UV.

Equipped with this definition we can now formally define the Nf → 0
limit of an expectation value as a limit of the function EO(Nf ). Calculat-
ing an expectation value in the Nf → 0 limit amounts to summing up all
diagrams without fermionic loops. Corrections at order NL

f are found by
summing up all diagrammatic contributions with L fermionic loops.

8Additionally, each ci(λ) is given by an infinite series that is not guaranteed to
converge, however since the full perturbative series is split into a sum over both orders
of the coupling constant and orders of Nf , one could expect that any divergence of the
full perturbative expansion is somewhat tamed by this split and only occurs once both
sums are performed. It indeed turns out that c0(λ) has finite radius of convergence in
λ for all fermion n-point functions as we find in Chapter 4
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When calculating the Nf → 0 limit in this way, we are taking this limit
before the low-energy limit and the large F limit. We noted in Section
1.3.8 that we lose information about the IR in doing this, so to get the
true IR physics we need to either keep adding Nf corrections or figure out
what part of these limits do not commute. We study this in Chapter 3.

Note that using the function EO(Nf ), one can formally define expec-
tation values of e.g. ψ†5ψ5 for all Nf even though there clearly is not a
fifth fermion flavor when Nf < 5. ψ†5ψ5 however is physical for Nf ≥ 5
and it is given by a unique polynomial of Nf at each order of perturbation
theory and this polynomial can still be evaluated at Nf < 5.

Similarly to how Freeman Dyson argued that QED observables can
not be analytic functions of the electromagnetic coupling constant e [64],
we can make an argument that the quantum critical metal observables
are not analytic in the fermion flavor number. Dyson argued that for
a negative e2, opposite charges repel and through pair creation one can
create configurations with lower energy than the vacuum. The vacuum
thus breaks down for any negative e2 and observables can thus not be
analytic around e2 = 0. To make a similar argument about analyticity
around Nf = 0 for our theory we need an interpretation for negative Nf .

Consider, for contradiction, a theory as (1.37) but where ψ†i and ψi
are not fermionic fields, but two components of a complex boson. Now we
consider the perturbative expansion of an observable On of this theory.
We will restrict ourselves to an operator of the form

On =
n∏
i=1

Nf∑
ji=1

ψji(zi)ψ
†
ji

(wi) (1.71)

Differentiating with respect to the coupling constant gives a product of
the interaction term. To construct diagrams we contract fields in all pos-
sible combinations. For fermions we would get a factor -1 every time we
exchanged the order of two fermionic fields, but now with bosons this
factor is 1. This is the only difference between the perturbative expan-
sion of bosons and fermions. Now which diagrams will differ between the
fermions and bosons? To calculate this we consider general fields ψ†i , ψi
that obey

ψi1(z1)ψi2(z2) = αψi2(z2)ψi1(z1) (1.72)

where α ∈ {−1, 1} and similarly where one or both fields have daggers.
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Consider a diagram contributing to 〈On〉 at order λF :

〈On〉L = 〈On
L∏
i=1

Nf∑
ji

ˆ
d3zλφ(zi)ψ†ji(zi)ψji(zi)〉0 (1.73)

This free-theory expectation value is evaluated by a sum of all possible
contractions of these fields. We will now only focus on the part of these
contractions that depend on α so we will omit the integrals and the field
φ. There are n+ F fields ψ†i and each will be contracted with one of the
n + F fields ψi. This defines a permutation σ ∈ Sn+F and we will sum
over all such permutations. We can reorder the fields of (1.73) so that
all contractions are between neighboring fields and thus independent of α.
This reordering can be decomposed into the transpositions making up the
permutation σ. Each transposition of fields will give a factor α. In the
end we then have

〈On〉F = ...
∑

σ∈Sn+L

αn+σ
Nf∑

j1,...,jn+L

n+L∏
i=1
〈ψ†jiψjσ(i)〉0 (1.74)

where by ασ we mean α raised to the power of the number of transpositions
making up σ. The reason we get σn is because the field-pairs in the
definition of On are ordered opposite to that of the interaction term9. The
number of transpositions making up a permutation is not unique, however
the parity is and since α2 = 1 only the parity matters. We refer to this
parity as the parity of the permutation. Each 〈ψ†iψj〉0 is proportional to δji
which constrains the sums over ji. Each permutation can be decomposed
into a set of cycles. We will consider elements fixed by the permutation
to be in a one-element cycle. Each cycle, regardless of its length, will
only contribute a single sum over Nf since the contractions fix the indices
to be the same throughout each cycle. Each permutation will then have
an Nf dependence of the form N

ncyc(σ)
f where ncyc(σ) is the number of

cycles in σ. A permutation is odd if and only if it is composed of an
odd number of even-length cycles. We denote the number of odd-length
cycles by nodd and the number of even-length cycles by neven. We have
nodd + neven = ncyc. The summed length of all cycles is n + L since that
is the number of vertices being permuted. If n + L is odd, then nodd is

9We could have defined the operator the other way around to avoid this however the
above definition makes a generalization we perform later more elegant.
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also necessarily odd, and the converse is true as well. We see from (1.73)
that for L odd, the path-integral over φ is odd and the right hand side is
0. Therefore we can assume L to be even. To summarize we have

αn+σ = αn+neven = αn+ncyc−nodd = αn+ncyc−n−L = αncyc . (1.75)

Since n is fixed by the chosen operator On, we have that parity of σ is
fixed by the parity of ncyc for all diagrams contributing to 〈On〉 at all
orders. This means that we can write10

〈On〉 =
∞∑
i=1

(−αNf )ici, (1.76)

where the coefficients ci depend on the details of the operator but are
independent of both Nf and α. We can now define a number Nf = −αNf

that characterizes our theory both in terms of statistics and flavor number.
We see that (1.76) is precisely the function EOn we defined earlier but now
evaluated for the variable Nf . We thus have that for a physical theory of
either Nf flavors of fermions or bosons11 we have that

〈On〉 = EOn(Nf ) (1.77)

The theory of bosons we have now considered contains bosonic modes in-
side the “FS” with negative energy and outside the “FS” with positive
energy. For fermions this just means that the fermionic modes are oc-
cupied and the excitations are the holes. For bosons there is no limit
to the occupation number of modes within the “FS”. This theory is thus
unstable towards infinite occupation of these modes and we do not have
the correct vacuum of the theory. As in Dyson’s argument we therefore
do not expect the perturbative series to converge for any negative integer
Nf . This means that the radius of convergence for Nf in the large F
limit is less than or equal to 1, R ≤ 1. The perturbative expansion for
any integer Nf > 1 therefore also diverges. See Figure 1.17. The strict
inequality means that it is still possible that a theory with a single species
of fermions is convergent.

10Another way to arrive at this result is to add sources to the fields ψ† and ψ and
integrate them out. All expectation values can still be obtained from differentiating
w.r.t. the sources. The integral gives a determinant with a power of ±Nf , depending
on if the fields are bosonic or fermionic. The other terms of the action do not depend
on Nf or α if the considered operator is similarly normal-ordered.

11Since we are in 2+1 dimensions it would be interesting to investigate the case of
Nf ∈ C. One could imagine that Nf = Nfeiθ would correspond to a theory of anyons
with exchange statistics −e±iθ.
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Figure 1.17. This figure shows the location of different theories in the complex
Nf -plane. The bosonic theories are unstable and therefore the expansion around
Nf = 0 is not expected to converge for Nf = −1,−2,−3, .... This constrains the
radius of convergence to at most include one of the fermionic theories.

1.5 This thesis

We now apply this small Nf limit to a study of the quantum critical metal.
In Chapter 2 we calculate the fermion two-point function of the action in
Eq. 1.37 in the ordered limit of first small Nf and then low energies.
The fermion is essentially one-dimensional in this limit and we can find
the fermion Green’s function with a background field φ. Integrating out
this field yields the non-perturbative fermion two-point function. This
calculation is done in real space and we proceed by Fourier transforming
to momentum space. An implicit expression for fermion-self energy is
found. The dispersion is not monotonic and the momentum distribution
function continuous so this is a non-Fermi liquid state. This chapter is
based on [65].

We expand on this work in Chapter 3 by considering a more general
limit where both Nf → 0 and kF → ∞ with their product finite. It is
found that fermionic loops with two vertices need to be included in this
limit but a similar method to that of Chapter 2 can be used. It is found
that taking the NfkF → 0 limit (which corresponds to what was studied in
the previous chapter) does not commute with the Fourier transform. The
momentum distribution function still shows a non-Fermi liquid behavior
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but the non-monotonicity is not found for any NfkF . The IR is given by a
complicated function but governed by the scaling ω2 ∼ k3

x as for the RPA
results. This chapter is based on [66].

In Chapter 4 we again consider the ordered limit of Chapter 2 but
now find a closed form expression for general fermion n-point functions.
We use this to calculate the fermion density-density correlator and find
an exponential decay of Friedel oscillations in the separation. This is
contrary to the power-law decays found in Fermi liquids. This work is to
be submitted [67].

In Chapter 5 we study a special case where the Fermi velocity is equal
to the boson velocity, but we do so for a more general theory than the
Nf → 0 limit. We consider a general limit where fermionic loops are
suppressed. We find that the additional symmetry provided by the equal
velocities can be used to find many properties of the fermion two-point
function, including the non-monotonic dispersion found in Chapter 2. This
work is to be submitted [68].
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Chapter 2

Non-perturbative
emergence of non-Fermi
liquid behaviour in d = 2
quantum critical metals

2.1 Introduction

A complete classification of infrared universality classes for phases of quan-
tum matter at finite density is an open problem in condensed matter the-
ory. Experimentally, a number of fermionic states of matter that exhibit
breakdown of the quasiparticle Fermi-liquid paradigm [69] are known to
exist, e.g. the strange metallic phase of unconventional superconductors
[70] or the non-Fermi liquid phase of graphene [71, 72]. Theoretically,
however, they are not understood. These phases are strongly interacting
and this prevents the use of most conventional approaches that rely on
perturbation theory.

One important scenario which is widely believed to cause the partial
destruction of Fermi surfaces and substantial change of transport prop-
erties of the electronic state in high-Tc compounds [73], heavy fermion
systems [74], and Mott insulators [75, 76] is the interaction of electronic
quasiparticles with gapless bosons. The underlying physics is the proxim-
ity of a quantum critical point and these bosons are the protected emergent
gapless collective degrees of freedom [77–79]. The nature of the fermion-
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boson interaction is determined by the precise details of the quantum
critical point — ferromagnetic [80] or antiferromagnetic [81] spin density
waves, Kondo impurities [82], etc; see [83] for a review.

Qualitatively the simplest model that should already capture the non-
trivial physics is the theory of spinless fermions at finite density interacting
with a massless scalar through a straightforward Yukawa coupling. The
action of this theory is:

S =
ˆ

dxdydτ
[
ψ†
(
−∂τ + ∇

2

2m + µ

)
ψ + 1

2 (∂τφ)2 + 1
2 (∇φ)2 + λφψ†ψ

]
.

(2.1)

This model is believed to describe the Ising-nematic transition (see e.g.
[79, 84]), observed for example in Y Ba2Cu3Oy, There, the meaning of
the boson is the fluctuating order parameter related to the C4 → C2
symmetry breaking of the electronic correlations. In the ordered phase
the mass square of the boson is positive M2 > 0, while in the disordered
phase M2 < 0. For non-zero mass we obtain a regular Fermi-liquid at low
frequency. By choosing M = 0 we tune our theory to criticality where we
expect non-Fermi liquid behavior. The model is also closely related to the
theory of fermionic spinon excitations in a spin density wave minimally
coupled to U(1); at low energies only the transverse component of the
gauge field survives and acts as the scalar above (see e.g. [85]).

Eq. (2.1) and related models of finite density fermions coupled to
critical bosons were first studied in detail by Hertz [77] and Millis [78],
but their results do not apply in 2+1 dimensions. For d = 2 the coup-
ling λ is relevant [79], and can drive the system to a qualitatively new
groundstate. This novel non-Fermi liquid groundstate is out of range of
perturbation theory, and the fermion sign problem prevents us from using
efficient numerical techniques.

Our work continues on a recent revival of interest in determining this
groundstate. The crucial physics that is thought to control the non-Fermi
liquid behavior is the Landau damping: the quantum fermion-loop correc-
tions to the boson two-point correlation function/self-energy. By extend-
ing the model to an arbitrary number of fermions Nf and bosons Nb, one
can enhance this physics in a limit where the number of fermion flavors Nf

is much larger than the number of bosonic degrees of freedom (Nf � Nb);
it is easily seen at the one loop level that this enhances the “Landau-
damping” diagram in Fig. 2.1(b) compared to the self-energy Fig. 2.1(a).
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(a) (b)

Figure 2.1. One loop corrections to fermion (a) and boson (b) self-energies due
to Yukawa interaction. For a gapless boson (b) is the one loop contribution to
Landau damping: this contribution to the self-energy can dominate in the IR.
This term (b) is clearly proportional to the number of fermions Nf in contrast to
the one-loop correction to the fermion self-energy (a). In the limit Nf � Nb the
boson self-energy/Landau damping therefore dominates, whereas it is suppressed
in the opposite limit Nf � Nb.

In this Nf � Nb regime the problem of a Fermi surface coupled to the
Ising nematic and spin density wave order parameters has been considered
in [84, 86] and an extensive perturbative renormalization group analysis
has been performed up to three loops (higher order effects are investigated
in [87, 88]). However, as pointed out in these papers and [85], in the (vec-
tor) large Nf expansion one still needs to sum infinitely many diagrams.
(A well-defined expansion can be obtained by introducing an arbitrary dy-
namical critical exponent for the boson, zb, as an extra control parameter
[89].)

Here, however, we show that Landau damping is not essential to ob-
tain exotic non-Fermi liquid physics in the IR. We will study correlation
functions of the theory in the opposite limit Nf → 0; Nb = 1. This so-
called quenched limit discards all fermion loop contributions. As Nf � Nb

it shares common ground with recent matrix large N expansions of this
model where the boson is taken to transform in the adjoint of an SU(N)
and the fermions in the fundamental, see e.g. the studies [90–93], but the
strict quenched limit is more comprehensive. In the matrix large N limit
where Nf = N and Nb = N2 with N � 1, not only the diagrams with
fermion loops but also diagrams with crossed boson lines are suppressed
(Fig. 2.2), whereas these are kept in the quenched approximation. By
inspection of the associated momentum integral it is clear, however, that
crossed boson corrections are important contributions to the IR physics.
The IR of the quenched theory will therefore be different from the large
N matrix limit and perhaps closer to that of the full theory.

Physically the quenched approximation we study here means the fol-
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(a) (b) (c)︸ ︷︷ ︸
matrix large N︸ ︷︷ ︸

quenched approx.︸ ︷︷ ︸
exact self-energy

Same diagrams in double line notation:

Figure 2.2. The two-loop contributions to the fermion self-energy in theory
in Eq. (2.3). The quenched limit where Nf → 0 only suppresses the fermion
loop contribution Fig. (a), whereas matrix large N limits, where the boson is
a N × N matrix φ j

i and the fermion a N -component vector ψi also suppress
crossed diagrams of type (b). This is evident in double line notation of the same
Feynman diagrams where the fermion is written as a single line (it has one index)
and the matrix-valued boson as two lines (it has two indices). Indices have to
match at interactions; each closed loop therefore corresponds to a sum over this
index and gives a weight N to the diagram. We then see that the crossed diagram
has no loops and is thus sub-dominant in N to other diagrams at the same order
in the coupling constant.
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lowing: as pointed out in [93] there is a distinct energy scale where Landau
damping becomes important. This is the scale where the fermion one-loop
correction proportional to Nf becomes comparable to the leading boson
dispersion — this happens at ELD ∼

√
λ2NfkF (see the end of section

2.2.1). By considering small Nf we are suppressing this scale and we are
zooming in on the energy regime directly above the Landau damping scale
ELD (see Fig. 2.3).1

The quenched approximation has an additional benefit. Under the as-
sumption that that the cut-off of the boson is much smaller than the Fermi
momentum (kF � ΛUV), the small Nf limit also allows us to consistently
focus on a small local patch (see Fig. 2.3) around the Fermi surface where
the fermionic excitations disperse linearly. The reason the curvature ef-
fects are negligible and the global structure of the Fermi surface becomes
irrelevant, is that their influence on the IR physics is also through Lan-
dau damping. If the Landau damping is not negligible, one does have
to either work with the full Fermi surface (i.e. in [90–93] for the case of
spherical Fermi surface) or at least consider the antipodal patch since the
dominant contribution is coming from there [84, 86]. Specifically, as we
discuss below, Landau damping depends both on the Fermi-surface curva-
ture κ ∼ 1

kF
and Nf as Nf/κ. After the quenched approximation Nf → 0

for fixed κ, we may subsequently take κ small as well.
The remarkable fact is that with these approximations the fermion

Green’s function can be determined exactly (directly in d = 2 spatial di-
mensions). We achieve this by solving the differential equation for the
Green’s function in a background scalar field and then evaluating the
bosonic path integral. Similar functional techniques have been used in
high energy physics, for example in the study of high temperature QED
plasma [94], lattice QCD [95] or for solving the so-called Bloch-Nordsieck
model (which is QED in the quenched approximation) [96–100]. In con-
densed matter context, the fact that the fermion spectral function is ex-
actly solvable in these limits was also observed for finite density fermions
coupled to a transverse gauge field by Khveshchenko and Stamp [101] and
independently by Ioffe, Lidsky, Altshuler and Millis [102, 103], though the
latter solve the model by bosonization.

At the technical level, the reason the spectral function can be solved
exactly in the quenched limit is that propagators of linearly dispersing

1There are other ways to suppress the Landau damping physics, e.g. by considering
large (UV) Fermi velocity, but we will not be considering these cases here.
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ELD ⇠
q

�2NfkF

~ quenched approximation

UV scale

Fermi scale

⇤UV

kF

~ Landau damped

Monday, June 27, 16

Figure 2.3. Left: The energy scales relevant to 2+1 dim. finite density fermions
coupled to a massless boson. We assume the theory is already truncated at a UV
cut-off ΛUV lower than the Fermi scale kF . The quenched Nf → 0 limit focuses
in on the intermediate energy regime right above the scale ELD ∼

√
λ2NfkF

where Landau damping becomes important.
Right: A small patch of the Fermi surface. In a small region near the Fermi
level the surface curvature is negligible. Fermionic excitations can acquire both
orthogonal kx and tangent ky momenta, but the latter does not contribute to the
kinetic energy of the excitation. In the Nf → 0 limit each patch decouples from
other parts of the Fermi surface.

fermions (the local patch approximation) obey special identities. These
allow a rewriting of the loop expansion in such a way that it can be
resummed completely, or rather that it can be recast as the solution to
a tractable differential equation. We show this in section 2.2. Note, that
our method does not rely on renormalization group techniques. When we
are to define an RG flow, we have to choose a proper decimation scheme.
In relativistic field theories, it is natural to define the cut-off in a way that
maintains the Lorentz invariance, while for the non-relativistic model of
critical metals the choice of the cut-off is ambiguous, see e.g. [90].

These exact results in quenched approximation then allow us to estab-
lish that the IR fermion physics, even in the absence of Landau damping,
is already that of a non-Fermi liquid. Specifically we show in section 2.3
that:

• The naive free Fermi surface breaks apart into three. A thin ex-
ternal shell of it splits apart from the rest, and we effectively have

62



Figure 2.4. The emergent Fermi surface structure at low energy in the 2+1
dimensional quenched planar patch quantum critical metal. Due to the inter-
actions the naive single Fermi surface is topologically unstable. The excita-
tions around the Fermi surfaces are not well-defined quasiparticles, instead they
have a continuous spectrum corresponding to a Green’s function of the type
G(ω, k) ∼ (ω−vk)−η with scaling dimensions η. The different values of η at each
of the emergent singular surfaces are mentioned.

three nested singular surfaces (see Fig. 2.4). This immediately fol-
lows from the fact that in a region around the original (free) Fermi
level the dispersion of fermion changes sign, dω

dkx
< 0. This can be

interpreted as a topological instability of the Fermi surface [87], as
the dispersion curve must cross the Fermi energy two more times
to connect to the free UV theory. Luttinger’s theorem nevertheless
continues to hold.

• The Fermi-liquid quasiparticle pole is destroyed by the interaction
with the critical boson. Instead the spectrum is singular everywhere
on the dispersion curve. Specifically near the three Fermi surfaces
the singular Green’s function takes a scaling form with different scal-
ing dimensions. Around the original Fermi momentum the Green’s
function behaves as G(ω, kx) ∼ (ω+ ckx)−1/3, where c is the disper-
sion velocity of the boson; around the two split-off Fermi surfaces
behaves as G(ω, k) ∼ (ω−v∗kx)−1/2 with v∗ an emergent dispersion
velocity 0 < v∗ < vF .
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We conclude this chapter with a brief outlook in section 3.6.

2.2 2+1 dimensional quantum critical metals in
the patch approximation

As stated, the theory we study is that of Nf spinless fermionic flavours at
finite density minimally coupled to a critical (relativistically dispersing)
boson in 2 + 1 dimensions. It has the Euclideanized action

S =
ˆ

dxdydτ
[
ψ†j

(
−∂τ + ∇

2

2m + µ

)
ψj + 1

2 (∂τφ)2 + 1
2 (∇φ)2 + λφψ†jψ

j

]
(2.2)

with j = 1 . . . Nf ; we will show below that the rotation back to real time
has no ambiguities. Assuming that the theory is still weakly coupled
at scales much below the Fermi momentum kF , we may make a local ap-
proximation around a patch of the Fermi surface and truncate the fermion
kinetic term to (Fig. 2.3) [79]

SP =
ˆ

dxdydτ
[
ψ†j(−∂τ + iv∂x)ψj+ (2.3)

+ 1
2 (∂τφ)2 + 1

2 (∂xφ)2 + 1
2 (∂yφ)2 + λφψ†jψ

j
]
. (2.4)

Two comments are in order. (1) Though it is very well known that the
leading “Fermi surface curvature” correction to the kinetic term Lcurv =
−κψ†j∂2

yψ
j/2+... is a dangerously irrelevant operator important for fermion

loops even at low energies, in the Nf → 0 limit (where there are no fermion
loops) this operator is safely irrelevant and can be consistently neglected
for physics below the scale set by 1/κ. We will show here through exact
results that the minimal theory in Eq. (2.3) already has a very non-trivial
IR. We shall comment on the relevance of Lcurv to our results below. (2)
From a Wilsonian point of view, self-interactions of the boson should also
be included. We leave the effect of this term for future investigations and
take the action SP as given from here on and study it on its own.2

2Note that, although the kinetic term is effectively (1+1)-dimensional, the properties
of fermionic field are still strongly dependent on the dimensionality of the system,
because the fermions interact with the (d + 1)-dimensional boson. An instructive way
to think about the fermion dynamics in dimensions parallel to the Fermi surface, is to
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Throughout this chapter we are mostly interested in the case where the
characteristic speed c = 1 of the critical bosonic excitations is larger than
the Fermi velocity, c > v. This need not be the case in the UV. However,
as was recently argued [91, 93], the Fermi velocity decreases substantially
under the RG flow and because in our analysis we consider energies below
a cut-off ΛUV � kf , we take this condition for granted as a starting point.

In d = 2 spatial dimensions the Yukawa coupling is relevant — λ
has scaling dimension 1/2 — and the theory will flow to a new IR fixed
point. Rather than focusing on a complete understanding of the IR of the
action Eq. (2.3), we will focus only on understanding a single correlation
function: the fermion spectral function. Coupling the fermionic fields to
external sources

Z[J, J†] =
ˆ
DψjDψ†jDφ exp

(
−SP − J†jψj − ψ†jJ j

)
, (2.5)

the fermionic integral is Gaussian and can be easily evaluated yielding

Z[J ] =
ˆ
Dφ exp

(
−Sb[φ]− Sdet[φ]−

ˆ
d3zd3z′J†i (z)Gij [φ](z; z′)J j(z′)

)
(2.6)

with

Sb =
ˆ

dxdydτ
[1

2 (∂τφ)2 + 1
2 (∂xφ)2 + 1

2 (∂yφ)2
]

Sdet =
ˆ

dxdydτ
[
−NfTr lnG−1[φ]

]
(2.7)

and Gij [φ](z; z′) = δijG[φ](τ, x, y; τ ′, x′, y′) is the fermionic propagator in
presence of a background bosonic field configuration. By definition it
satisfies

(−∂τ + iv∂x + λφ(τ, x, y))G[φ](τ, x, y; τ ′, x′, y′) = (2.8)
= δ(τ − τ ′)δ(x− x′)δ(y − y′) (2.9)

Fourier transform in those directions. Because the kinetic term does not depend on
these directions, the parallel momenta act as additional global quantum numbers. E.g.
in d = 2, one therefore has an infinite set of one-dimensional fermionic subsystems,
labeled by ky. The Yukawa interaction with the bosons then describes the interactions
between these many one-dimensional subsystems.
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Taking functional derivatives with respect to the sources, the full fermion
Green’s function is then given by a path integral over only the bosonic
field:

〈ψ†j(z)ψi(0)〉exact = δijG(z, z′) = δij

´
DφG[φ](z, z′)e−Sb[φ]−Sdet[φ]´

Dφ e−Sb[φ]−Sdet[φ] . (2.10)

2.2.1 The Nf = 0 quenched approximation and Landau
damping

We will evaluate this integral in the quenched or Bloch-Nordsieck approxi-
mation. This is a well known ad hoc approximation in lattice gauge theory
[95] and finite temperature QED [96–98, 100] whereby all contributions
from Sdet are ignored: one sets the one-loop (fermion) determinant to
one by hand. In our context we can make this approximation precise.
Eq. (2.7) shows that Sdet is directly proportional to Nf , whereas no other
terms are. From Eq. (2.10) it is then clear that this approximation com-
putes the leading contribution to the full fermion Green’s function in the
limit Nf → 0. Note that we consider the Nf limit within correlation
functions and not directly in the partition function.

Diagrammatically this means that one considers only contributions to
the full Green’s functions that do not contain fermion loops. Fermion
loop corrections to the bosonic propagator, however, encode the physics
of Landau damping. As discussed, this is important in the deep infrared
and requires treatment of the dangerously irrelevant quadratic corrections
to the kinetic term Lcurv due to Fermi surface curvature. It is its Landau
damping contribution that redirects the RG flow. This can be seen from
the one-loop “polarization” correction Π to the boson-propagator at finite
Nf .

G−1
B = G−1

B0 + Π = q2
0 − q2

x − q2
y + Π (2.11)

The form of the polarization depends on the concrete form of the Fermi
surface. In case of a spherical Fermi surface with Fermi momentum kF its
form at the one-loop level for large kF equals

Π1S (q0, qx, qy) = (2π)2 λ2kFNf

v

 |q0|√
q2

0 + v2(q2
x + q2

y)

 . (2.12)

The Fermi surface curvature κ is inversely proportional to the Fermi
momentum κ ∼ 1/kF , therefore the polarization is controlled by the
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combination Nf/κ. One immediately sees that there is an energy scale
ELD ∼

√
λ2Nf/κ where the polarization becomes of order of the leading

boson dispersion, where perturbation theory must break down and the
theory changes qualitatively.3 On the other hand, as we explained in the
introduction, above this scale ELD one ought to be able to neglect these
contributions to the boson propagator [93, 105]. This is therefore the
regime captured by the Nf → 0 limit. Since this Nf → 0 limit tames the
dangerous nature of irrelevant Fermi surface curvature κ, this also justi-
fies the patch approximation and linearization of the fermion dispersion
relation. In this chapter we focus on this regime; we leave the effects of
Landau damping captured by the (Nf ) corrections for Chapter 4.

The remarkable fact is that in this regime Gfull(z; z′) can be deter-
mined exactly, as we will now show. This is because the fermion two-point
function in the presence of a background field G[φ](z; z′) depends on the
background bosonic field exponentially. The overall path integral over φ
therefore remains Gaussian even in presence of the Yukawa interaction.
This gives us qualitatively new insight in the physics right above ELD.

2.2.2 The exact fermion Green’s function

First, we determine the fermion Green’s function in the presence of an
external boson field G[φ]. Rather then working in momentum space, it will
be much more convenient to work in position space. Note that because the
background scalar field φ(τ, x, y) can be arbitrary, the fermionic Green’s
function G [φ] is not translationally symmetric. However, translational
invariance will be restored after evaluating the path integral over φ.

Rewriting the background dependent Green’s function as

G[φ] (τ1, x1, y1; τ2, x2, y2) =
G̃0 (τ1 − τ2, x1 − x2, y1 − y2) exp (−λV [φ] (τ1, x1, y1; τ2, x2, y2)) ,

(2.13)

3 One may worry that at higher loop order a different scale arises. It turns out,
however, that at higher order, contributions to Π are subleading in kF compared to the
one-loop result. This is because for linearized fermion dispersion (κ→ 0) the properly
symmetrized closed fermion loops with more than two fermion lines vanishes [104]. In
this chapter where we take the Nf/κ→ 0 limit we therefore use the unmodified boson
propagator GB0.
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with G̃0 the translationally invariant free Green’s function in real space

G̃0(τ, x, y) = − i

2π
sgn(v)
x+ ivτ

δ(y) ≡ G0(τ, x)δ(y), (2.14)

it is readily seen that the solution to the defining Eq. (2.8) is given by

V [φ] (τ1, x1, y1; τ2, x2, y2) =
ˆ

dxdydτ
[
G̃0 (τ1 − τ, x1 − x, y1 − y)

−G̃0 (τ2 − τ, x2 − x, y2 − y)
]
φ(τ, x, y), (2.15)

To be more precise, we need to ensure that the background dependent
Green’s function (2.13) satisfies proper boundary conditions as well. We
did so by considering the problem at finite temperature and volume and
taking explicitly the continuum limit. The compact analog of (2.13) has to
satisfy antiperiodic boundary condition along the imaginary time direction
and periodic boundary condition along the spatial direction. This can be
achieved by taking the periodic free fermion Green’s function (G̃P0 ) in the
exponent Eq. 2.15 and the antiperiodic one (G̃AP0 ) in Eq. 2.13. In the
continuum limit, however, their functional forms are indistinguishable,
and we denote them with the same symbol (G̃0).

The insight is that the only dependence on φ in the background de-
pendent Green’s function is in the exponential factor V [φ] and that this
dependence is linear. In combination with the quenched Nf → 0 limit, the
path-integral over φ Eq. (2.10) needed to obtain the full Green’s function
is therefore Gaussian, and we can straightforwardly evaluate this to (2.10)
to obtain

G (τ1, x1, y1; 0) = G0 (τ1, x1) δ(y1) exp [I(τ1, x1; 0)] (2.16)

with

I(τ1, x1; 0) = λ2

2

ˆ
dxdτdx′dτ ′M(τ1 − τ, x1 − x;−τ,−x)· (2.17)

·GB(τ − τ ′, x− x′, 0)M(τ1 − τ ′, x1 − x′;−τ,−x), (2.18)

where

M(τ1, x1; τ2, x2) = G0(τ1, x1)−G0(τ2, x2) , (2.19)
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and GB(τ − τ ′, x− x′, y − y′) = GB(τ, x, y; τ ′, x′, y′) equal to the transla-
tionally invariant free boson propagator defined by(

∂2
τ +∇2

)
GB(τ, x, y; τ ′, x′, y′) = −δ(τ − τ ′)δ(x− x′)δ(y − y′) . (2.20)

Eq. (2.16) is a remarkable result. In the Nf → 0 quenched approxi-
mation the full fermion Green’s function still consists of a complicated set
of Feynman diagrams that are normally not resummable. In particular
at the two-loop level there are rainbow diagrams (Fig. 2.2(c)) and vertex-
corrections of self-energies (Fig. 2.2(b)) that do not readily combine to a
summable series. The reason why in this Nf → 0 planar patch theory
we can do so, is the existence of the following multiplicative identity of
fermion propagators in the planar limit where the dynamics is effectively
1+1 dimensional.

G0(τ1, x1)G0(τ2, x2) = G0(τ1 + τ2, x1 + x2) (G0(τ1, x1) +G0(τ2, x2))
(2.21)

This identity follows directly from trivial equality

(G0(τ1, x1))−1 + (G0(τ2, x2))−1 = (G0(τ1 + τ2, x1 + x2))−1, (2.22)

and has many corollary multiplicative identities for products of n > 2
planar fermion propagators. The usual perturbative series and the exact
result Eq. (2.16) may seem different but their equality can be proven to all
orders. We do so in Appendix 2.A, thereby unambiguously establishing
that this is the exact fermion two-point function in the planar theory in
the quenched approximation.

2.3 The physics of the planar quenched
quantum critical metal

We now show that this all order result for the fermion Green’s function,
albeit in the quenched Nf → 0 approximation, describes very special
physics. In this approximation the fermionic excitations constitute a con-
tinuous spectrum of excitations with power-law tails analogous to a criti-
cal theory; in particular, there are no distinct quasiparticle excitations.
Importantly, in the low energy limit this continuous spectrum centers at
three distinct momenta with different exponents for the power-law fall-off.
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To exhibit this exotic physics from the exact Nf → 0 Green’s function
(2.16), we substitute the explicit form of the boson and fermion Green’s
functions and Fourier transform the internal integrals. For the exponent
I(τ, x; 0) we then have:

I(τ, x; 0) = λ2

8π3

ˆ
dωdkxdky

cos(ωτ − kxx)− 1
(iω − vkx)2(ω2 + k2

x + k2
y)

(2.23)

This integral can be done analytically to obtain (for v2 6= 1)

I(τ, x; 0) = λ2

8π(1− v2)

[
(τ − ivx)√

1− v2
log

(
τ − ivx+

√
(1− v2) (τ2 + x2)

τ − ivx−
√

(1− v2) (τ2 + x2)

)

−2
√
τ2 + x2

]
;

(2.24)

for v2 = 1 one obtains

Iv2=1(τ, x; 0) = λ2 (τ + i sgn(v)x)2

12π
√
τ2 + x2

. (2.25)

This gives us the all order Nf → 0 Green’s function in real space.

Analytically continuing in τ for 0 < v < 1 yields the retarded Green’s
function. The physics follows from Fourier transforming this real time
Green’s function to momentum space; this is described in Appendix 2.C.
The resulting retarded Green’s function in momentum space is given by

GR(ω, kx) = 1
ω − kxv + λ2

4π
√

1−v2σ(ω, kx)
, (2.26)

where σ(ω, kx) is the root, within 0 < Im(σ) < iπ, of the equation

λ2

4π
√

1− v2
(sinh(σ)− σ cosh(σ)) + vω − kx − cosh(σ)(ω − kxv + iε) = 0

(2.27)
A small positive parameter ε is introduced to identify the correct root
when it otherwise would be on the real axis, which is the case for

(kx + ω)
(
λ2 sinh

(
4π
√

1− v2(vkx − ω)
λ2

)
+ 4π

√
1− v2(vω − kx)

)
≥ 0.

(2.28)
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Figure 2.5. Fermionic spectral function for v = 0.5. It is identically zero in the
white region.

Note that the center-combination vω − kx is correct; we are working in
units in which the boson-dispersion velocity c = 1. The units can be made
correct by restoring c.

Expression (5.24) together with (5.25) is the main technical result
of the chapter. We can now extract the insights into the spectrum of
fermionic excitations around the ground state of the planar quenched
metal. Fig. 2.5 plots the spectral function A(ω, kx) = −2ImGR(ω, kx)
as a function of the dimensionless combinations ω/λ2, kx/λ

2, as λ is the
only scale in the problem. We immediately note that there is an obvi-
ous continuous peak, corresponding to a clear excitation in the spectrum.
This excitation has the properties that:

• The dispersion relation is S-shaped in the infrared near kx = 0,
and now has three intersections with ω = 0. A truncation of the
theory to very low energies would therefore indicate three distinct
Fermi surfaces. Similar topological Fermi surface instabilities due
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Figure 2.6. The dispersion relation (the zeros of G−1) for different v in the
interacting theory (solid line) and the free theory (dashed)

to electron interaction have been found e.g. in [106]. Curiously the
dispersion is nearly identical to the one-loop result.

• As has been demonstrated before by means of a perturbative renor-
malization group analysis [91], we see the speed of fermions v de-
creases as we go from high to low frequency/momentum. The dis-
tinct S-shaped curve is outside of the regime of perturbation theory,
however. With the exact result we see that the emergent Fermi-
velocity at the innermost (kx = −k∗x < 0) and the outermost (kx =
k∗x > 0) Fermi surfaces is non-universal, but positive and depends
on the UV fermionic velocity v. These Fermi-surfaces are therefore
particle-like.
However, the reverse of direction due to the S-shape shows that the
Fermi velocity at the emergent Fermi-surface at the original Fermi-
momentum kx = 0 is now in the opposite direction and the surface
is therefore hole-like. Moreover, the value of the emergent Fermi-
velocity at kx = 0 is universal: it equals the boson-velocity vF = −1
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at k = 0 (near the middle Fermi surface), independent of the UV
fermionic velocity v (Fig. 2.6). A way to perceive what happens is
that the hole-like excitations at kx = 0 become tied to the critical
boson which completely dominates the dynamics.

• The three emergent Fermi surfaces are symmetric around kx = 0;
the hole-like one is at kx = 0 and as follows from Eq. (5.24) and
(5.25) the two particle-like ones are symmetrically arranged at ±k∗x.
The precise value of k∗x depends on the initial fermi velocity v. In the
planar approximation where the Fermi surface is infinite in extent,
this guarantees that Luttinger’s theorem holds: the original Fermi
surface (the region −∞ < kx < 0) has the same volume as the
emergent two regions enclosed by Fermi surfaces (−∞ < kx < −k∗x
and 0 < kx < k∗x).

• The spectral function, A(ω, kx) = −2ImGR(ω, kx), is identically zero
for the range of ω and kx whenever σ(ω, kx) is exactly real. This
is whenever Inequality (2.28) is satisfied. Such a large range of
zero-weight may seem to violate unitarity. As a consistency check,
however, it can be demonstrated that the Green’s function satisfies
the sum rule for all v (Appendix 2.D)

∞̂

−∞

dωA(ω, kx) = 2π, ∀kx (2.29)

• Importantly, the weight of the spectral function is infinite at all
points of the dispersion relation. Substituting the implicit dispersion
relation σ = 4π

√
1−v2

λ2 (ω − vkx) into the constraint Eq. (5.25), one
can verify this explicitly. The spectrum is therefore a continuum,
and not discrete. The excitation spectrum therefore resembles that
of a scale-invariant critical theory, rather than that of interacting
particles.

• Focusing on the low-energy regime, i.e. a narrow band in the spec-
tral function around ω = 0, we can determine the spectral weight
analytically around the three different Fermi-surfaces — the three
different crossings of the dispersion relation with ω = 0. Expanding
Eq. (5.25) around (ω, kx) = (0, 0) the retarded Greens’s function
behaves as

GR (ω, kx) = Cλ−4/3 |ω + kx|−1/3 , (2.30)
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with C = (1 + v)1/3 4π
(12π)1/3

[
i
√

3
2 − 1

2 sgn (ω + k)
]
, whereas near the

outer Fermi surfaces (ω, kx) = (0,±k∗x) we have

GR (ω, kx) ∼ λ−1 (v∗kx − ω)−1/2 . (2.31)

In each case the IR ω ' 0 spectral function thus has a clear power-
law behavior with a branch-cut singularity, but it has a different
exponent depending on the Fermi surface. Furthermore, at the kx =
0 Fermi surface the spectral function is symmetric around ω, while
in the other two it is zero for negative (positive) frequencies. This
is clearly visible in Fig. 2.5.
Interestingly, in all three cases the power-law scaling conforms with a
uniform scaling of energy and momentum corresponding to ground-
state with a dynamical critical exponent zf = 1 (consistent with
[90, 93]). This is in contrast to the expectation that the 2+1 di-
mensional quantum critical metal has a zf 6= 1 groundstate [79].
However, the role of Landau damping and Fermi surface curvature
is crucial in this expectation, and both are ignored in the planar
Nf = 0 approximation here.

All these insights are non-perturbative. This can be readily shown
by comparing our exact result to the one-loop perturbative answer (Fig.
2.7 and Fig. 2.8). The one-loop result is only a good approximation in
the UV, far away from the continuous set of excitations, i.e. the dimen-
sionful Yukawa coupling λ2 � |ω − vkx|. Perturbation theory therefore
fails to capture any of the distinct non-Fermi liquid phenomenology of
IR of the planar quenched model (with the exception of the shape of the
dispersion-curve). Despite the fact that this is not the true IR of the full
theory, where Landau damping must also be taken into account, for en-
ergies and temperatures slightly above ELD the full physics will resemble
this quenched critical non-Fermi-liquid result.

For completeness we can also compute the density of states and the
occupation number as a function of momentum. The former gives (see
Appendix 2.D)

N(ω) =
ˆ

dkx
A(ω, kx)

2π = 1
v

[
1 + θ(λ2 cosh−1 (v−1)−√1− v2

4π(1− v2)3/2 − |ω|)
]
.

(2.32)
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Figure 2.7. The real and the imaginary part of the Green’s function at the
middle Fermi surface (kx = 0, v = 0.5) as a function of ω (solid line), compared
with the corresponding one-loop result (dashed)
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Figure 2.8. The real and the imaginary part Green’s function at the outer
Fermi surface (kx = k∗x ≈ 0.4λ2, v = 0.5) as a function of ω (solid line), and
the one-loop truncated result (dashed). The spectral weight of the one-loop
approximation is concentrated to a δ-function whereas the spectral weight of the
full result is spread in the power-law singularity.
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Figure 2.9. The occupation number for different v as a function of momen-
tum. We can see the effect of the multiple sharp fermi surfaces, the non-fermi
liquid behaviour is also apparent as a non-monotonic behaviour of the occupation
number.

The occupation number can be obtained from the spectral function by
using the formula

nkx =
ˆ 0

−∞
dωA(ω, kx)

2π (2.33)

This evaluates to (Appendix 2.D)

nkx = 1
π

arg
[

cosh(σ(ω = 0, kx/λ2, v))− v
v cosh−1(v)−

√
1− v2(i− 4π(1− v2)kx/λ2)

]
, (2.34)

where σ(ω, kx) is defined by (5.25). It is plotted in Fig. 2.9. We can see
the effect of the multiple Fermi surfaces as discontinuities in the deriva-
tive of the occupation number, even though the occupation number itself
is continuous. This is another way to see that the fermionic excitation
spectrum is that of a non-Fermi liquid. (Note that in the singular case of
vanishing UV Fermi velocity v = 0, the occupation number has different
asymptotics as kx → ±∞ than for any small but non-zero v. For v 6= 0
the occupation number approaches nkx = 1 at kx = −∞ and nkx = 0 at
kx =∞, as it should.)
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2.4 Conclusions

In this chapter we have shown that in the quenched Nf → 0 limit the
fermion Green’s function in a 2+1 dimensional quantum critical metal
can be determined exactly. The quenched limit neuters the dangerous
nature of dimensionally irrelevant Fermi surface corrections and allows us
to truncate to a linear dispersion relation for the fermions. This reduction
to an effective one-dimensional system allows an explicit solution to the
fermion Green’s function in the presence of a background scalar field. The
quenched Nf → 0 limit further allows us to compute the full background
scalar field path-integral when coupled minimally to the fermion.

Even though the quenched limit discards the physics of Landau damp-
ing, our result shows that the resulting physics is already very non-trivial.
There are three distinct low-energy excitations as opposed to the excita-
tions around a single Fermi surface of the free theory. Most importantly,
the sharp excitations of the free theory broaden into a power-law singu-
larity of the spectral function of the form G ∼ (ω − ε(kx))−η, with either
η = 1/2 or η = 1/3. The groundstate is a non-Fermi-liquid.

Beyond the quenched limit and including Nf corrections, i.e. fermion
loops, Landau damping effects become important. These effects will show
up below some energy scale ELD set by both Nf and the Fermi surface
curvature κ. Our model breaks down below this scale, but it is expected
to describe the physics above ELD. What our results show is that, qual-
itatively, the physics is that of a non-Fermi-liquid both above ELD and
below ELD [103], but in detail it will differ.

In order to access IR physics below ELD, the corrections in the Fermi
surface curvature and the number of fermionic flavours must be treated
systematically, but a (possible) shortcut deserves to be mentioned. Our
analytic determination of the exact fermionic Green’s analytically hinged
on the free fermion dispersion being linear, but the approach taken in this
chapter does not put any restrictions on the allowed form of the bosonic
propagator. This opens up the possibility to implement the Landau-
damping effects phenomenologically, just by modifying the background
bosonic Green’s function, and staying within the Gaussian approxima-
tion. This is the approach taken by Khveshchenko and Stamp [101] and
Altshuler, Lidsky, Ioffe and Millis [102, 103]. Comparing to vector large
Nf approaches [84, 86], it is not clear that this is sufficient to reliably
capture the IR. The Landau damping is not the only important effect.
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Interactions of the boson field with itself beyond the Gaussian approx-
imation must also be taken into account, e.g. our model needs to be
enhanced by a φ4 interaction to describe the Ising-nematic critical point
[105].

The interesting question will be which non-Fermi liquid features are
retained and which change. The dynamical critical exponent zf below the
Landau damping scale is likely different from 1. Also, the splitting of the
Fermi surface seems to be a subtle phenomenon, and whether it remains
stable upon including fermionic loop corrections or going beyond the local
patch approximation requires a careful investigation. On the other hand,
the destruction of the quasi-particle poles and the fact that the spectrum
is singular along the full dispersion curve is expected to be a robust effect
that resembles that of a critical state. This is thought to be enhanced by
the Landau damping.

2.A Comparison with perturbation theory

We can expand (2.16) in the coupling constant. Although at first sight
this expansion seems different from the usual perturbative expansion, we
will show that in the case of zero fermi surface curvature they match at
any order if we do not include fermion loops.

The λ2n term in (2.16) is

Gn(z) = G0(z)
2nn!

( ˆ
dx′dx′′dτ ′dτ ′′

[
G0
(
z − z′)+G0

(
z′
)]
GB

(
z′ − z′′)[

G0
(
z − z′′)+G0

(
z′′
)] )n

,

(2.35)

where z = x + ivτ . The usual perturbative expansion result can be ob-
tained by expanding

〈ψ(z)ψ(0)† exp(λφψ†ψ)〉 (2.36)

and evaluating by Wick contraction

Gpert
n (z) = (2n− 1)!!

(2n)!

ˆ
dx1...dx2ndτ1...dτ2nI ·GB(x1 − x2, τ1 − τ2)...·

·GB(x2n−1 − x2n, τ2n−1 − τ2n),
(2.37)
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I =
∑

(i1,..,i2n)∈S2n

G0 (z − zi1)G0 (zi1 − zi2) ...G0
(
zi2n−1 − zi2n

)
G0 (zi2n)

(2.38)
Here Sn is the set of permutations of the numbers 1 through n. The

factor 1/(2n!) comes from the Taylor expansion of the exponential. By
summing over the different assignments of internal points we are explicitly
counting the different contractions of the fermion fields. There are however
still (2n− 1)!! possibilities to pair the boson fields (each pairing gives rise
to the same contribution after a change of variable in the integral). Since
(2n)!/(2n − 1)!! = n! · 2n the identity which remains to be proved, once
we have used our simple form of the free fermion Green’s function, is

∑
(i1,..,im)∈Sm

1
z − zi1

1
zi1 − zi2

...
1

zim−1 − zim
1
zim

= (2.39)

= zm−1

(z − z1) (z − z2) ... (z − zm) z1...zm
. (2.40)

We need this for m = 2n, but the statement is true for odd m as well.
The identity can be proven by induction. The m = 1 case is easily

checked and given that the equality holds for m− 1 we have

∑
(i1,..,im)∈Sm

1
z − zi1

1
zi1 − zi2

...
1

zim−1 − zim
1
zim

= (2.41)

= 1
z1...zm

m∑
k=1

1
z − zk

zm−1
k

(zk − z1) (zk − z2) ... (zk − zm) .

where the product in the last denominator excludes (zk − zk). The right
hand side of (2.40) and (2.41) are the same since they are both meromor-
phic functions of z with the same pole locations and residues and they
both approach 0 at ∞.

2.B Calculating the real-space fermion Green’s
function

To find the real-space Euclidean fermionic Green’s function we have to
evaluate the integral (2.23). In order to do that, it is convenient to firstly
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make a coordinate transformation of the following form

ω = xk1 + τk2√
x2 + τ2

,

kx = xk1 − τk2√
x2 + τ2

.

(2.42)

The integral in k2 can be then explicitly evaluated, giving
ˆ

dk1dky
λ2 (τ2 + x2) (cos

(
k1
√
τ2 + x2

)
− 1

)
8π2

√
k2

1 + k2
y

(
x
(√

k2
1 + k2

y + |k1|v
)
− iτ

(
v
√
k2

1 + k2
y + |k1|

))2 .

(2.43)

Now switching to polar coordinates, k1 = k cos θ, ky = k sin θ, and per-
forming the radial integral in k we obtain

I =
ˆ 2π

0
dθ λ2|sin(θ)| (τ2 + x2)3/2

16π(τv + ix+ |sin(θ)|(ivx+ τ))2 . (2.44)

Finally, integrating over θ for v2 6= 1 we derive

I = λ2

8π(1− v2)

(
(τ + ivx)√

1− v2
log

(
τ + ivx+

√
(1− v2) (τ2 + x2)

τ + ivx−
√

(1− v2) (τ2 + x2)

)

−2
√
τ2 + x2

)
. (2.45)

For the specific case v2 = 1 the integration should be done indepen-
dently and gives a simpler result

I = λ2 (τ − i sgn(v)x)2

12π
√
τ2 + x2

. (2.46)

To Fourier transform the corresponding Green’s function to momen-
tum space, we will need an analytical continuation. For 0 < v < 1, (2.16)
with exponent (2.45) can be analytically continued in τ to the complex
plane with two branch-cuts along parts of the imaginary axis

GE(x, τ) = − i

2π
sgn(v)
x+ ivτ

·

·e
λ2

8π(1−v2)

(
(τ+ivx)√

1−v2

(
iπsgn(x)+2 tanh−1

(
τ+ivx√

(1−v2)(τ2+x2)

))
−2
√
τ2+x2

)
(2.47)
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2.C Fourier transforming the fermion Green’s
function

The next step is to calculate the retarded fermionic Green’s function
in momentum space. We know that the time-ordered momentum space
Green’s function of the Lorentzian signature theory, GT (ω), is related to
the Green’s function of the Euclidean theory, GE(ω), by analytical con-
tinuation

GT (ω, kx) = GE(ω(−i+ ε), kx). (2.48)
GT (ω, kx) is analytic below the real line in the left half plane and above
the real line in the right half plane. GE(ω, kx) is the Fourier transform in
a generalized sense of (2.47). The (rather severe) divergence at infinity
has to be regularized. Since the expression we found in Appendix 2.B per-
mitted an analytic continuation to all of the first and third quadrants, we
can continuously rotate the integration contour in the Fourier transform,
τ = t(i + δ), if additionally there is a regulator analytic in the first and
third quadrant. We thus have

GT (ω, kx) =
ˆ

dt(i+ δ)dxei(ω(−i+ε)(i+δ)t−kxx)GE(t(i+ δ), x). (2.49)

From this we see that the real-space time-ordered Green’s function is given
by analytically continuing the real-space Green’s function of the Euclidean
theory

GT (t, x) = iGE(t(i+ δ), x). (2.50)
This slightly heuristic argument of analytical continuation in real space
has been verified to give the correct Green’s function up to one loop per-
turbation theory. The retarded Green’s function is given by

GR(ω, kx) =
ˆ

dtdxei(ωt−kxx)θ(t)(GT (t, x) +G∗T (−t,−x)). (2.51)

GT (t, x) is of the form t−1f1(x/t) exp(λ2tf2(x/t)). By performing a change
of variable from x to u = x/t we can perform the t integral. For this we
need a regulator exp(−εt). The integrand of the remaining u integral
has compact support, u ∈ [−1, 1]. We can perform a further change of
variables

σ = tanh−1
(√

(1− v2)(1− u2)
1− uv

)
. (2.52)
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This function maps [−1, v)→ R+ and (v, 1]→ R+, both bijectively. The
inverse thus has two branches that we need to integrate over, one for u < v
and one for u > v, and both integrals will be over R+. This change of
variable is consistent with the principal value integral required for the
singularity at u = v if the σ →∞ limits are performed at the same time.
The integrand obtained with this change of variable can be written as a
sum of four pieces

GR(ω, kx) =
ˆ ∞

0
dσ
[
F (σ) + F (−σ)− F (σ + iπ)− F (−σ + iπ)

]
, (2.53)

where F (σ) is defined as

F (σ) = i

2π
sinh(σ)

λ2(sinh(σ)−σ cosh(σ))
4π
√

1−v2 + vω − kx − cosh(σ)(ω − kxv + iε)
.

(2.54)
Since F (σ) is a meromorphic function and it approaches 0 as Re(σ) →
±∞, we can close the contour at ±∞ and obtain the integral as the residue
of F (σ)’s single pole in the strip 0 < Im(σ) < iπ,

GR(ω, kx) = 1
ω − kxv + λ2

4π
√

1−v2σ(ω, kx) (2.55)

where σ(ω, kx) is the solution, within 0 < Im(σ) < iπ, of the equation

0 = λ2

4π
√

1− v2
(sinh(σ)− σ cosh(σ)) + vω − kx − cosh(σ)(ω − vkx + iε).

(2.56)
The dispersion, ω(kx), given by the location of the singularity of

G(ω, kx) is no longer monotonic as in the free case. The singularity occurs
when the roots of (2.56) leave the real line. The dispersion can not be
found analytically in general but for the two points where dω/dkx = 0 we
have,

ω = ±λ2
√

1− v2 − cosh−1 (v−1)
4π(1− v2)3/2 ,

kx = ±λ2
√

1− v2 − v2 cosh−1 (v−1)
4πv(1− v2)3/2 .

(2.57)
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Figure 2.10. This figure shows a closed contour of integration for the sum rule
and an open contour for calculating the occupation number integral. v = .5.

2.D Integrals of the spectral function

Several important observables like the density of states or the occupation
number are defined by momentum space integrals of the spectral function
A(ω, k) = −2 ImGR(ω, k). Despite the fact that we have only an implicit
expression for the Green’s function (2.55), these integrals can be relatively
easily evaluated by bringing the imaginary axis projection outside the
integral and then changing integration variable to σ. We then do not have
a closed form expression for the (now complex) contour of integration but
the integrand is greatly simplified.

For a fixed kx we have ω as a closed form function of σ. Making this
change of variable in integrals over ω gives the integrand

ˆ
C

dωA(ω, kx) = −2 Im
(ˆ

σ(C)
dσ sinh(σ)
v − cosh(σ)

)
. (2.58)

The curve of integration, σ(C), is now defined through the implicit ex-
pression for σ in (2.56).
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First of all we check that the sum rule
´

dωA(ω, kx) = 2π is satisfied.
Taking the ω → ±∞ limits in (2.56) we see that σ approaches cosh−1(v)
in both limits and the curve is thus closed. See Fig. 2.10. To solve the
integral we thus just have to figure out what poles are within the contour.
It turns out that the single pole is the one at σ = cosh−1(v), which is on
the contour. This gives divergences but since the residue is real they are in
the real part and do not matter for the spectral density. The contribution
to the imaginary part is just 2πi times half the residue since the contour
is smooth at the pole. The result of the integral is then 2π as expected,
for all values of kx/λ2 and v.

The occupation number at zero temperature is given by

nkx =
ˆ 0

−∞

dω
2π A(ω, kx). (2.59)

Since this contour is not closed we find a primitive function defined along
the whole contour. The contribution from the point ω = 0 depends on
σ(ω = 0, kx, v) so we can not get a closed form expression in this case.
The contribution from ω → −∞ now depends on the direction of the limit
in the complex σ-plane since the point is only approached from one side.
Summing the contributions from the two endpoints of the integral gives

nkx = 1
π

arg
[

cosh(σ(ω = 0, kx/λ2, v))− v
v cosh−1(v)−

√
1− v2(i− 4π(1− v2)kx/λ2)

]
. (2.60)

From this we see that in the region where σ is real we actually have a
closed form expression for the occupation number.

The density of states, N(ω) =
´

dkxA(ω, kx) is similarly calculated
by changing variables to σ. For any ω there is a Kx such that σ(kx) is
real for all |kx| > Kx. The limits kx → ±∞ give σ → ± cosh−1(1/v) and
these are thus approached along the real line. Once again the integrand
has poles (residue 1/v) at these points and since we are only interested in
the imaginary part of the integral of the retarded Green’s function we will
only need to know the direction we approach these poles from. Finding a
primitive function is again trivial and in the end the result only depends
on the direction the poles are approached from. Since σ is real in the
limits, each pole is approached from either the left or the right. There are
three different cases, for

ω < −λ2 cosh−1 (v−1)−√1− v2

4π(1− v2)3/2 (2.61)
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Figure 2.11. Integration contours for calculating density of states. The inte-
grand and locations of the endpoints are independent of ω but since the integrand
has poles at the endpoints the direction of approach matters. The poles are al-
ways approached along the real axis and this figure shows the three possible
configurations. v = .5.

both poles are approached from the left. For

ω > λ2 cosh−1 (v−1)−√1− v2

4π(1− v2)3/2 (2.62)

both poles are approached from the right and for ω between these two
values the left pole is approached from the left and the right pole from the
right. See Fig. 2.11. Taking these different limits of the primitive function
gives

N(ω) = 1
v

[
1 + θ(λ2 cosh−1 (v−1)−√1− v2

4π(1− v2)3/2 − |ω|)
]
. (2.63)

The density of state takes two different values and we see that the ω
where it changes are exactly the points where there are two instead of one
solution in kx to the equation G−1(ω, kx) = 0.
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Chapter 3

The two-point function of a
d = 2 quantum critical metal
in the limit kF →∞, Nf → 0
with NfkF fixed

3.1 Introduction

The robustness of Landau’s Fermi liquid theory relies on the protected
gapless nature of quasiparticle excitations around the Fermi surface. Wilso-
nian effective field theory then guarantees that these protected excitations
determine the macroscopic features of the theory in generic circumstances
[107, 108]. Aside from ordering instabilities, there is a poignant exception
to this general rule. These are special situations where the quasiparti-
cle excitations interact with other gapless states. This is notably so near
a symmetry breaking quantum critical point. The associated massless
modes should also contribute to the macroscopic physics. In d ≥ 3 dimen-
sions this interaction between Fermi surface excitations and gapless bosons
is marginal/irrelevant and these so-called quantum critical metals can be
addressed in perturbation theory as first discussed by Hertz and Millis
[109–112]. In 2+1 dimensions, however, the interaction is relevant and
the theory is presumed to flow to a new interacting fixed point [112–115].
This unknown fixed point has been offered as a putative explanation of
exotic physics in layered electronic materials near a quantum critical point
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such as the Ising-nematic transition. As a consequence, the deciphering
of this fixed point theory is one of the major open problems in theoretical
condensed matter physics. There have been numerous earlier studies of
Fermi surfaces coupled to gapless bosons but to be able to capture their
physics one has almost always been required to study certain simplifying
limits [116–126].

In this article we show that the fermionic and bosonic spectrum of
the most elementary d = 2 quantum critical metal can be computed non-
perturbatively in the double limit where the Fermi-momentum kF is taken
large, kF →∞, while the number of fermion species Nf is taken to vanish,
Nf → 0, with the combination NfkF held constant. This is an extension
of previous work [127] where we studied the purely quenched limit Nf → 0
followed by the limit kF → ∞. In this pure quenched Nf → 0 limit the
boson two-point function does not receive any corrections and the fermion
two point function can be found exactly. However, it is well known that
for finite Nf and kF the boson receives so-called Landau damping con-
tributions that dominate the IR of the theory. These Landau damping
corrections are always proportional to Nf , and a subset of these are also
proportional to kF . These terms in particular influence the IR as the large
scale, low energy behavior should emerge when kF is large. Studying the
double scaling limit where the combination NfkF is held fixed gives a more
complete understanding of the small Nf and/or large kF limit and their
interplay. In particular, this new double scaling limit makes precise previ-
ous results in the literature on the RPA approximation together with the
Nf → 0 limit and the strong forward scattering approximation [128–131].
Importantly, we shall show that the RPA results qualitatively capture the
low energy at fixed momentum regime, but not the full IR of the theory
in the double scaling limit. The idea of this limit is similar to the limit
taken in [132] where they study a similar model, but in a matrix large N
limit. In this limit they keep the quantity kd−1

F /N fixed while taking both
N and kF large.

All the results here refer to the most elementary quantum critical
metal. This is a set of Nf free spinless fermions at finite density interacting
with a free massless scalar through a simple Yukawa coupling. Its action
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reads (in Euclidean time)

S =
ˆ

dxdydτ
[
ψ†j

(
−∂τ + ∇

2

2m + µ

)
ψj + 1

2 (∂τφ)2 + 1
2 (∇φ)2 + λφψ†jψ

j

]
,

(3.1)

where j = 1 . . . Nf sums over the Nf flavors of fermions and µ = k2
F

2m .
We will assume a spherical Fermi surface, meaning kF both sets the size
of the Fermi surface, 2πkF , and the Fermi surface curvature, 1/kF . We
will study the fermion and boson two-point functions of this theory in
the double scaling limit Nf → 0, kF → ∞. By this we mean that we
take kF →∞ while keeping the external momenta (measured from Fermi
surface), energies, the coupling scale λ2 and the Fermi velocity v = kF /m
fixed. We shall not encounter any UV-divergences, but to address any
ambiguities that may arise the usual assumption is made that the above
theory is an effective theory below an energy and momentum scale Λ0,Λk,
each of which is already much smaller than kF (Λ0,Λk � kF ). We do not
address fermion pairing instabilities in this work. They have been studied
and found for similar models in other limits, outside of the particular
double scaling limit studied here [132–136].

3.2 Review of the quenched approximation
(Nf → 0first, kF →∞ subsequently)

Let us briefly review the earlier results of [127] as they are a direct inspi-
ration for the double scaling limit.

Consider the fermion two-point function for the action above, Eq.
(3.1). Coupling the fermions to external sources and integrating them
out, and taking two derivatives w.r.t. the source, the formal expression
for this two point function is

Gfull(ω, k) = 〈ψ†(−ω,−k)ψ(ω, k)〉 =

=
ˆ
Dφ detNf (G−1[φ])G(ω, k)[φ]e−

´ 1
2 (∂τφ)2+ 1

2 (∇φ)2
(3.2)

where G(ω, k)[φ] is the fermion two-point function in the presence of a
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background field φ, defined by(
−∂τ + ∇

2

2m + µ+ λφ

)
G(t, x)[φ] = δ(t− t′)δ2(x− x′) (3.3)

In the limit kF →∞, for external momentum k close to the Fermi surface,
we may approximate the derivative part with −∂τ + iv∂x. The defining
equation for the Green’s function can then be solved in terms of a free
fermion Green’s function dressed with the exponential of a linear func-
tional of φ. In the quenched Nf → 0 limit this single exponentially dressed
Green’s function can be averaged over the background scalar with the
Gaussian kinetic term. The result in real space is again an exponentially
dressed free Green’s function

GR,Nf→0(r, t) = GR,free(r, t)eI(t,r) (3.4)

with the exponent I(r, t) given by

I(τ, r) = λ2
ˆ dωdkxdky

(2π)3
cos(τω − rkx)− 1

(iω − kxv)2 GB(ω, k) , (3.5)

and r conjugate to momentum measured from the Fermi surface (kx), not
the origin. Here GB(ω, k) is the free boson Green’s function determined
by the explicit form of the boson kinetic term in the action Eq. (3.1). This
is of course a known function and due to this simple dressed expression
the retarded Green’s function and therefore the fermionic spectrum of
this model can be determined exactly in the limit Nf → 0. The retarded
Green’s function in momentum space reads [127] (here ω is Lorentzian)

GR,Nf→0(ω, kx) = 1
ω − kxv + λ2

4π
√

1−v2σ(ω, kx) , (3.6)

where σ is the solution of the equation

λ2

4π
√

1− v2
(sinh(σ)− σ cosh(σ)) + vω − kx − cosh(σ)(ω − kxv + iε) = 0,

(3.7)

with kx the distance from the Fermi surface, v = kF /m is the Fermi
velocity, and ε→ 0+ is an iε prescription that selects the correct root.

This non-perturbative result already describes interesting singular fixed
point behavior: the spectrum exhibits non-Fermi liquid scaling behavior
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with multiple Fermi surfaces [127]. Nevertheless, it misses the true IR of
the theory as the quenched limit inherently misses the physics of Landau
damping. This arises from fermion loop corrections to the boson prop-
agator that are absent for Nf → 0. Below the Landau damping scale
ω <

√
λ2NfkF the physics is expected to differ from the quenched ap-

proximation.

3.3 Loop-cancellations and boson two-point
function

It is clear from the review of the quenched derivation that finite Nf , i.e.
fermion loop corrections, that only change the boson two-point function,
can readily be corrected for by replacing the free boson two-point function
GB(ω, k) by the (fermion-loop) corrected boson two-point function in Eq.
(3.5) (valid at large kF ). This is the essence of many RPA-like approxi-
mations previously studied. A weakness is that finite Nf corrections will
also generate higher-order boson interactions and these can invalidate the
simple dressed expression obtained here.

At the same time, it has been known for some time that finite density
fermion-boson models with simple Yukawa scalar-fermion-density inter-
actions as in Eq. (3.1) have considerable cancellations in fermion loop
diagrams for low energies and momenta after symmetrization [130, 137,
138]. These cancellations make loops with more than three interaction
vertices V ≥ 3 finite as the external momenta and energies are scaled
uniformly to zero. We will now argue that this result also means that in
the Nf → 0, kF → ∞ limit with NfkF fixed, these V ≥ 3 loops vanish.
In this limit only the boson two-point function is therefore corrected and
only at one loop and we can directly deduce that in this double limit the
exact fermion correlation function is given by the analogue of the dressed
Green’s function in Eq. (3.4). We comment on the limitations of con-
sidering this limit for subdiagrams in perturbation theory later in this
section.

Consider the quantum critical metal before any approximations; i.e.
we have a fully rotationally invariant Fermi surface with a finite kF . The
Yukawa coupling shows that the boson couples to the density operator
ψ†(x)ψ(x). All corrections to the boson therefore come from fermionic
loops with fermion density vertices. These loops always show up sym-
metrized in the density vertices. Consider a fermion loop with a fixed
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number V of such density vertices, dropping the overall coupling constant
dependence, and arbitrary incoming energies and momenta. Such a loop
(ignoring the overall momentum conserving δ-function) has energy dimen-
sion 3−V . These fermionic loops are all UV finite so they are independent
of the scale of the UV cut-offs. There are only two important scales, the
external bosonic energies and momenta ωi, ki, the fermi momentum kF .
A symmetrized V -point loop can by dimensional analysis be written as

I({ωi}, {ki}) = k3−V
F f({ωi/kF }, {ki/kF }) (3.8)

Since fermion loops of our theory with V ≥ 3 vertices have been shown to
be finite as external energies and momenta are uniformly scaled to 0 [137],
we thus have that f is finite as kF is taken to infinity. This in turn means
that I({ωi}, {ki}) scales as knF with n ≤ 0 for large kF when V ≥ 3. 1

Note that the use of the small external energies and momenta limit from
[137] was merely a way of deducing the large kF limit. We do not rely
on the physical IR scaling to be the same as in [137], indeed we will find
it not to be the same. All single fermionic loops additionally contain a
sum over fermionic flavors so are therefore proportional to Nf . Combining
this we see that a fermionic loop with V ≥ 3 density vertices comes with
a factor of Nfk

mV
F where mV ≤ 0 after symmetrizing the vertices. By

now considering the combined limit of Nf → 0 and kF → ∞ with NfkF
constant we see that these V ≥ 3 loops all vanish. See Figure 3.1.

We have now concluded that for a fixed set of external momenta, all
symmetrized fermion loops vanish in our combined limit, except the V = 2
loop. There is still a possibility that diagrams containing V > 2 loops are
important when taking the combined limit after performing all bosonic
momentum integrals and summing up the infinite series of diagrams. In
essence, the bosonic integrals and the infinite sum of perturbation theory
need not commute with the combined Nf → 0, kF → ∞ limit. What
the IR of the full theory (finite Nf ) looks like is not known so taking
the Nf → 0 limit last is currently out of reach. In [139] the authors
show that divergence of fermionic loops does not cancel under a non-
uniform low-energy scaling of energies and momenta where the momenta
are additionally taken to be increasingly collinear. The scaling they use is

1Naively corrections to the boson would be expected to scale as kF since it receives
corrections from a Fermi surface of size 2πkF . However kF also sets the curvature of the
Fermi surface and for a large kF we approach a flat Fermi surface for which V ≥ 3-loops
completely cancel. This is shown in more detail in Appendix 3.A.
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Figure 3.1. Here we show the dominant scaling of fermion loops with different
numbers of vertices in the limit of Nf → 0 with NfkF constant. This is the
scaling after symmetrizing the external momenta. The two-vertex loop on the
left does not get symmetrized and is the only loop that does not vanish in this
limit.

motivated by the perturbative treatment in [116] and if this is the true IR
scaling and it persists at small Nf , then there will be effects unaccounted
for in the above.

Regardless of the above mentioned caveat, in keeping the V = 2
fermion loops we take the combined limit after performing the fermionic
loop integrals and thus move closer than in our previous work [127] to the
goal of understanding the IR of quantum critical metals. To summarize:
the ordered limit we consider is

1. We first perform rotationally invariant finite kF fermionic loop inte-
grals.

2. Then we take the limit Nf → 0, kF →∞ with NfkF fixed; this only
keeps V = 2 loops.

3. Next we perform bosonic loop integrals.

4. Finally we sum all contributions at all orders of the coupling con-
stant.

The result above means the fully quantum corrected boson remains Gaus-
sian in this ordered limit and only receives corrections from the V = 2
loops.
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3.3.1 Boson two-point function

We now compute the one-loop correction to the boson two-point function;
in our ordered double scaling limit this is all we need. We then substitute
the Dyson summed one-loop corrected boson two-point function into the
dressed fermion Green’s function to obtain the exact fermionic spectrum.

The one-loop correction—the boson polarization—in the double scal-
ing limit is given by the large kF limit of the two-vertex fermion loop.
This can be calculated using a linearized fermion dispersion:

Π1 (Q) = λ2NfkF

ˆ dk0dkdθ
(2π)3

1
(ik0 − vk) (i (k0 + q0)− v (k + |~q| cos θ)) .

(3.9)

Note from the cos θ dependence in the numerator that we are not making
a “patch” approximation. In the low energy limit this angular dependence
is the important contribution of the rotationally invariant fermi-surface,
whereas the subleading terms of the dispersion can be safely ignored. As
stated earlier, the result of these integrals is finite. However, it does
depend on the order of integration. The difference is a constant C

Π1 (Q) = λ2NfkF
2πv

 |q0|√
q2

0 + v2~q2
+ C


≡M2

D

 |q0|√
q2

0 + v2~q2
+ C

 . (3.10)

As pointed out in for instance [125, 126], the way to think about this
ordering ambiguity is that one should strictly speaking first regularize the
theory and introduce a one-loop counterterm. This counterterm has a
finite ambiguity that needs to be fixed by a renormalization condition.
Even though the loop momentum integral happens to be finite in this
case, the finite counterterm ambiguity remains. The correct renormaliza-
tion condition is the choice C = 0. This choice corresponds to the case
when the boson is tuned to criticality since a non-zero C would mean the
presence of an effective mass generated by quantum effects.

A more physical way to think of the ordering ambiguity is as the
relation between the frequency (Λ0) and momentum (Λk) cutoff. We will
assume that Λk � Λ0 — which means that we evaluate the k integral first
and then the frequency k0 integral. In this case C = 0 directly follows.
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3.4 Fermion two-point function

With the single surviving one-loop correction to the boson two-point func-
tion in hand, we can immediately write down the expression for the full
fermion two-point function. This is the same dressed expression Eq. (3.5)
as in [127] but with a modified boson propagator GB = 1/(G−1

B,0 + Π),
with Π the one-loop polarization of Eq. (3.10). Substituting this in we
thus need to calculate the integral

I(τ, r) = λ2
ˆ dωdkxdky

(2π)3
cos(τω − rkx)− 1

(iω − kxv)2
(
ω2 + k2

x + k2
y +M2

D
|ω|√

v2(k2
x+k2

y)+ω2

) .
(3.11)

At this moment, we can explain clearly how our result connects to pre-
vious approaches. A similarly dressed propagator can be proposed based
on extrapolation from 1d results [128, 130]. An often used approximation
in the literature is to now study this below the scale MD, see e.g [112,
129]. This is the physically most interesting limit since in the systems of
interest Nf is order one and we are considering large kF . In this limit the
polarisation term will dominate over the kinetic terms, but since the rest
of the integrand in (3.11) has no ky dependence, it is necessary to keep the
ky term in the boson propagator. The ω and kx momenta will suppress
the integrand when they are of order λ2 whereas the ky term will do so
once it is of order λ2/3M

2/3
D . This means that for MD � λ2, the relevant

ky will be much larger than the relevant ω and kx. This argues that we
can truncate to the large MD propagator

GB,MD→∞(ω, kx, ky) = 1
k2
y +M2

D
|ω|
v|ky |

. (3.12)

This Landau-damped propagator has been used extensively, for instance
[112, 129]. In [129] this propagator was used for the type of non-perturbative
calculation we are proposing here. We discuss this here, as we will now
show that using this simplified propagator has a problematic feature. This
propagator only captures the leading large MD contribution but the non-
perturbative exponential form of the exact Green’s function sums up pow-
ers of the propagator which then are subleading in MD.

Using the large MD truncated boson Green’s function the integral
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I(τ, r) to be evaluated simplifies to

IMD→∞ = λ2
ˆ dωdkxdky

(2π)3
cos(τω − xkx)− 1

(iω − kxv)2
(
k2
y +M2

D
|ω|
v|ky |

) . (3.13)

Writing the cosine in terms of exponentials we can perform the kx integrals
using residues by closing the contours in opposite half planes. Summing
up the residues gives

IMD→∞ = −λ2
ˆ

dωdky
k2
y|r|e−|ω|

( |r|
v

+i sgn(r)τ
)

8π2M2
D |ωky|+ k4

yv
. (3.14)

The ky integral can be performed next to yield

IMD→∞ = −λ2
ˆ

dω |r| e
−|ω|

( |r|
v

+i sgn(r)τ
)

12
√

3π(M2
Dv

5 |ω|)1/3 . (3.15)

The primitive function to this ω integral is the upper incomplete gamma
function, with argument 2/3. Evaluating this incomplete gamma func-
tion in the appropriate limits and substituting the final expression for
I

MD→∞
(τ, r) into the expression for the fermion two-point function gives

us:

Gf
MD→∞

(τ, r) = 1
2π(ir − vτ) exp

(
− |r|
l
1/3
0 (|r|+ iv sgn(r)τ)2/3

)
(3.16)

where the length scale l0 is given by

l
1/3
0 = 6

√
3πvM2/3

D

Γ
(

2
3

)
λ2

. (3.17)

This result has been found earlier in [128] (see also [130]). However,
this real space expression hides the inconsistency of the approach. This
becomes apparent in its momentum space representation. The Fourier
transform of the real space Green’s function

Gf
MD→∞

(ω, k) =
ˆ

dτdr ei(ωτ−kr)
2π(ir − vτ) exp

(
− |r|
l
1/3
0 (|r|+ iv sgn(r)τ)2/3

)
(3.18)
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Figure 3.2. Real and imaginary parts of the self energy obtained using the
large-kF Landau-damped propagator. This plot shows the agreement between
the numerics and the analytical solution, verifying that both solutions are correct.
Notice the difference in magnitude between the real and imaginary part. The
agreement of the real parts shows that the numerical procedure has a very small
relative error. All plots are for the kx, ω = λ2 slice with v = 1.

is tricky, but remarkably can be done exactly. We do so in appendix 3.B.
The result is

Gf
MD→∞

(ω, kx) = 1
iω − kxv

cos
(

ω

vl
1/2
0 (ω/v + ikx)3/2

)

+
6
√

3iΓ
(

1
3

)
ω2/3

8πl1/30 v5/3(ω/v + ikx)2
1F2

(
1; 5

6 ,
4
3;− ω2

4l0v2(ω/v + ikx)3

)
+

+
3
√

3iΓ
(
−1

3

)
ω4/3

8πl2/30 v7/3(ω/v + ikx)3
1F2

(
1; 7

6 ,
5
3;− ω2

4l0v2(ω/v + ikx)3

)
.

(3.19)

This expression has been compared with numerics to verify its correctness;
see Fig. 3.2.
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We can now show the problematic feature. Recall that Eq. (3.19) is the
Green’s function in Euclidean signature. Continuing to the imaginary line,
ω = −iωR, this becomes the proper retarded Greens function, GR(ωR, kx),
and from this we can obtain the spectral function

A(ωR, kx) = −2 Im GR(ωR, kx). (3.20)

As it encodes the excitation spectrum, the spectral function ought to be a
positive function that moreover equals 2π when integrated over all energies
ωR, for any momentum k. This large MD spectral function contains an
oscillating singularity at ωR = vkx. We are free to move the contour
into complex ωR-plane by deforming ωR → ωR + iΩ where Ω is positive
but otherwise arbitrary. Upon doing this it is easy to numerically verify
that indeed the integral over ωR gives 2π. However, if we look at the
behaviour close to the essential singularity, the function oscillates rapidly
and does not stay positive as one approaches the singularity; see Fig. 3.3.
This reflects that the large MD approximation done in this way is not
consistent. Even though the approximation for the exponent I(τ, r) ≡
Ĩ(τ,r)

(MD)2/3 is valid to leading order in 1/MD, this is not systematic after
exponentiation to obtain the fermion two-point function

Gf
MD→∞

(τ, r) = 1
2π(ir − vτ) exp

(
Ĩ(τ, r)
M

2/3
D

+O
( 1

(MD)4/3

))
. (3.21)

Reexpanding the exponent one immediately sees that keeping only the
leading term in I(τ, r) mixes at higher order with the subleading terms at
lower order in 1/MD

Gf
MD→∞

(τ, x) = 1
2π(ir − vτ)

(
1 + Ĩ(τ, r)

M
2/3
D

+O(M−4/3
D )+

+ 1
2

(
Ĩ(τ, r)
M

2/3
D

+ . . .

)2)
. (3.22)

Despite this problematic feature, we will show from the exact result that
in the IR Gf

MD→∞
(with a small modification) does happen to capture the

correct physics.
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Figure 3.3. Exact fermion spectral function based on the large-MD approxi-
mation for the exact boson propagator. Notice that the function is not positive
everywhere. Here k = λ2, v = 1 and MD = 2πλ2.

Exact fermion two-point function for large kF with MD fixed;
v = 1

We therefore make no further assumption regarding the value of MD and
we return to the full integral Eq. (3.11) to determine the real space fermion
two-point function. Solving this in general is difficult, and to simplify
mildly we consider the special case v = 1. In our previous studies of the
quenchedMD = 0 limit we saw that this choice for value of v is actually not
very special, even though it appears that there is an enhanced symmetry.
In fact, nothing abruptly happens as v → 1, except that the quenched
MD = 0 solution can be written in closed form for this value of v = 1.
Nor for the case of large MD is the choice v = 1 in any way special. As
can be seen above in Eq. (3.16) for large MD all v are equivalent up to
a rescaling of τ versus r and a rescaling of the single length scale l0. We
may therefore expect that for a finite MD, the physics of 0 < v < 1 is
qualitatively the same as the (not-so-) special case v = 1.

After setting v = 1 and changing to spherical coordinates we have

I = λ2
ˆ

dr̃dφdθe2iφ cos
(
r̃ sin(θ)(τ sin(φ)− r cos(φ))

)− 1
8π3 sin(θ)2(M2

D| sin(φ)|+ r̃2/ sin(θ)
) . (3.23)
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Performing the r̃ integral gives us

I = π4λ2
ˆ

dφdθe2iφ e−MD|τ sin(φ)−r cos(φ)|
√
| sin(φ)| sin(θ)3 − 1

16MD

√
| sin(φ)| sin(θ)3 . (3.24)

Note that if the signs of both τ and r are flipped, then this is invariant.
Changing the sign of only τ , and simultaneously making the change of
variable φ→ −φ, then the (real) fraction is invariant but the exponent in
the prefactor changes sign. Thus, I goes to I∗ as the sign of either τ or r
is changed. Without loss of generality, we can assume that both of them
are positive from now on. We further see that the integrand is invariant
under φ → φ + π, so we may limit the range of φ to (0, π) by doubling
the value of integrand. Similarly we limit θ to (0, π/2) and multiply by
another factor of 2. We then make the changes of variables:

φ = tan−1(s) + π/2
θ = sin−1(u2/3)

(3.25)

with s ∈ R and u is integrated over the range (0, 1). For convenience we
introduce the function

z(s) = MD|sr + τ |(1 + s2)−3/4. (3.26)

Now the two remaining integrals can be written as

I = λ2

MD

ˆ
dsdu (e−uz(s) − 1)(s− i)

6π2(s+ i)(1 + s2)3/4u4/3
√

(1− u4/3)
. (3.27)

After expanding the exponential we can perform the u integral term by
term. We are left with

I = λ2

MD

ˆ
ds
∞∑
n=1

(1 + s2)1/4(−z(s))n
8π3/2n!(i+ s)2

Γ
(

3n−1
4

)
Γ
(

3n+1
4

) . (3.28)

This can be resummed into a sum of generalized hypergeometric functions,
but this is not useful at this stage. Instead we once again integrate term
by term. Collecting the prefactors and introducing the constant a = τ/r,
the n-th term can be written as

I =
∞∑
n=1

cn

ˆ
ds (s− i)2|s+ a|n(1 + s2)−(7+3n)/4. (3.29)
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This can be written as

I =
∞∑
n=1

cn

ˆ
dsdw (s− i)2|s+ a|n e−w(s2+1)w3(1+n)/4

(3(1 + n)/4)! , (3.30)

where w is integrated on (0,∞). After splitting the integral at s = −a
to get rid of the absolute value we can calculate the s integrals in terms
of confluent hypergeometric functions 1F1(a, b; z). Adding the two halves
s < −a and s > −a of the integral we have

I =
∞∑
n=1

cn

ˆ
dw

Γ
(

1+n
2

)
e−(1+a2)w

2(3(1 + n)/4)!

(
2w(i+ a)2

1F1
(2 + n

2 ,
1
2; a2w

)
+ (2 + n) 1F1

(4 + n

2 ,
1
2; a2w

)
− 4aw(2 + n)(i+ a) 1F1

(4 + n

2 ,
3
2; a2w

)
.

)
(3.31)

It may look like we have just exchanged the s-integral for the w-integral,
but by writing the hypergeometric functions in series form,

I =
∞∑
n=1

cn

ˆ
dw

∞∑
m=0

22m−1a2me−(1+a2)ww
n−3

4 +mΓ
(

1+n
2 +m

)
Γ
(

7+3n
4

)
Γ
(
2 + 2m

) ×

× (n(1 + 2m− 4a(i+ a)w) + (1 + 2m)(1 + 2m− 2(1 + a2)w)) ,
(3.32)

the w integral can now be performed. The result is

I =
∞∑

n=1,m=0
cn

(a+ i)4m−1a2m (a2 + 1
)− 1

4 (4m+n+5)

Γ(2m+ 2)Γ
(

7+3n
4

) ×

× Γ
(
m+ n+ 1

4

)
Γ
(
m+ n+ 1

2

)
×

×
(
a
(
2m− 6mn− 2n2 − n+ 1

)
− i(2m+ 1)(n+ 1)

)
.

(3.33)
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The sum over m can be expressed in terms of the ordinary hypergeometric
function, 2F1(a1, a2; b; z):

I =
∞∑
n=1

cn
(n+ 1)

(
a2 + 1

)−n4− 1
4 Γ

(
n+1

4

)
Γ
(
n+1

2

)
24(a− i)2(a+ i)Γ

(
3n
4 + 7

4

) × (3.34)

×
(
a2(n+ 1)(−3an+ a− i(n+ 1)) 2F1

(
n+ 3

2 ,
n+ 5

4 ; 5
2; a2

a2 + 1

)
+

(3.35)

− 6
(
a2 + 1

)
(a(2n− 1) + i) 2F1

(
n+ 1

4 ,
n+ 1

2 ; 3
2; a2

a2 + 1

))
.

(3.36)

The space-time dependence in this expression is in a = τ/r and with addi-
tional r-dependence in the coefficients cn The result above is the value for
both τ and r positive. Using the known symmetries presented above, the
solution can be extended to all values of τ and r by appropriate absolute
value signs. Then changing variables to

τ = R cos(Φ)
r = R sin(Φ)

(3.37)

we have

I = λ2f (RMD,Φ)
MD

(3.38)
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with the function f(R̃,Φ) given by

f(R̃,Φ) =
∞∑
n=1

fnR̃
n (3.39)

fn =
eiΦ2−1−n(−1)nΓ

(
n+1

4

)
|sin(Φ)| 1+3n

2

9π(3n− 1)Γ
(
n
2 + 1

)
Γ
(

1+3n
4

) × (3.40)

×
(

2F1

(
n+ 3

2 ,
n+ 5

4 ; 5
2; cos2(Φ)

)
(n+ 1)× (3.41)

× cos2(Φ)((1− 3n) cos(Φ)− i(n+ 1) sin(Φ)) (3.42)

+ 2F1

(
n+ 1

4 ,
n+ 1

2 ; 3
2; cos2(Φ)

)
×

× 6((1− 2n) cos(Φ)− i sin(Φ))
)
. (3.43)

This exact infinite series expression for the exponent I(R̃,Φ) gives us the
exact fermion two-point function in real (Euclidean) space (time). We
have not been able to find a closed form expression for this final series.
Note that fn ∼ 1/n! for large n, and the series therefore converges rapidly.
Moreover, numerically the hypergeometric functions are readily evaluated
to arbitrary precision (e.g. with Mathematica), and therefore the value of
f(R̃,Φ) can be robustly evaluated to any required precision.

As a check on this result, we can compare it to the exact result in
the quenched MD = 0 limit in [127], where the exact answer was found
in a different way. In the limit where MD → 0 we see that only the first
term of this series gives a contribution and the expression for the exponent
collapses to

lim
MD→0

I(R,Φ) = λ2f1R = λ2 e
2iΦ

12π R. (3.44)

In Cartesian coordinates this equals

lim
MD→0

I(τ, r) = λ2 (τ + ir)2

12π
√
τ2 + r2

. (3.45)

This is the exact same expression as found in [127] for v = 1.
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There is one value of the argument for which f(R̃,Φ) drastically sim-
plifies. For r = 0 (Φ = 0, π) we have

fn(Φ = 0) =− (−1)n
6πΓ(n+ 2) (3.46)

and thus

f(R̃,Φ = 0) = 1
6π + e−R̃ − 1

6πR̃
. (3.47)

Further numerical analysis shows that the real part of f(τ, r) is maximal
for r = 0.

The IR limit of the exact fermion two-point function compared
to the large-MD expansion

With this exact real space answer, we can now reconsider why the large
MD (large NfkF ) limit fails and which expression does reliably capture the
strongly coupled IR physics of interest. The expression obtained above,
Eq. (3.43), is not very useful for extracting the IR Green’s function or
the Green’s function at a large MD as the expression is organized in an
expansion around RMD = 0. To study the limit where RMD � 1 we can
go back to Eq. (3.27). With this expression we see that the exponential in
the integrand, e−uz(s) with z ∼MD|sr + τ | ∼ r̃, is generically suppressed
for large R̃ = RMD. The exceptions are when either sr + τ is small,
s is large, or u is small. The first two cases are also unimportant in
the R̃ � 1 limit. In the first case we restrict the s integral to a small
range of order 1/R̃ around −τ/r; this contribution therefore becomes
more and more negligible in the limit R̃ � 1. In the second case we will
have a remaining large denominator in s outside the exponent that also
suppresses the overall integral. Thus for large R̃, the only appreciable
contribution of the exponential term to the integral in I(τ, r) arises when
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u is small. To use this, we first write the integral as

IIR =IIR,exp + IIR,−1, (3.48)

IIR,exp(τ, r) =λ2
ˆ ∞
−∞

ds s− i
6π2(s+ i)(1 + s2)3/4MD

×

×
(ˆ 1

0
du e−4uz(s) − 1
u4/3

√
1− u4/3

−
ˆ ∞

1
du 1
u4/3

)

' λ2
ˆ ∞
−∞

ds s− i
6π2(s+ i)(1 + s2)3/4MD

×

×
(ˆ 1

0
due−4uz(s) − 1

u4/3 −
ˆ ∞

1
du 1
u4/3

)
,

IIR,−1(τ, r) =λ2
ˆ ∞
−∞

ds s− i
6π2(s+ i)(1 + s2)3/4MD

×

×
(ˆ ∞

1
du 1
u4/3 +

ˆ 1

0
du
(
−u−4/3√
1− u4/3

+ u−4/3
))

.

We have added and subtracted an extra term to each to ensure convergence
of each of the separate terms. Since the important contribution to IIR,exp
is from the small u region we can extend its range from (0,1) to (0,∞).
This way, the integrals can then be done

IIR,exp =
ˆ ∞
−∞

ds −λ2 |sr + τ |1/3

33/2πM
2/3
D (s+ i)2Γ

(
4
3

)
=−

Γ
(

2
3

)
λ2 |r|1/3

33/2πM
2/3
D

(
1 + iτ

r

)2/3 , (3.49)

IIR,−1 =
ˆ ∞
−∞

ds λ2(s− i)
6π2(s+ i)(1 + s2)3/4MD

×

×
(ˆ ∞

0
du
( 1
u4/3 −

θ(1− u)
u4/3

√
1− u4/3

))
= λ2

6πMD
. (3.50)

In total we have for large R̃:

I = −
Γ
(

2
3

)
λ2 |r|

33/2πM
2/3
D (|r|+ i sgn(r)τ)2/3 + λ2

6πMD
+O(λ2M

−4/3
D R−1/3).

(3.51)
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We see that the leading order term in R is the same as was obtained
from the large MD approximation of the exponent. The first subleading
term is just a constant. This is good news because we already have the
Fourier transform of this expression. This result is valid for length scales
larger than 1/MD with a bounded error of the order R−1/3. Defining this
approximation as GIR, i.e.

GIR = G0 exp

− Γ
(

2
3

)
λ2 |r|

33/2πM
2/3
D (|r|+ i sgn(r)τ)2/3 + λ

6πMD

 , (3.52)

the error of this approximation follows from:

∆GIR = G−GIR = GIR
(
exp

(
O(R̃−1/3)

)
− 1

)
. (3.53)

Since the exponential in GIR is bounded we have that ∆GIR = O(r−4/3).
After Fourier transforming this translates to an error of order O(k−2/3).

3.4.1 The exact fermion two-point function in momentum
space: Numerical method

Having understood the shortcomings of the naive large MD answer, the
way to derive the exact answer in real space, and the correct IR approx-
imation, we can now analyze the behavior of the quantum critical metal
at low energies. For this we need to transform to frequency-momentum
space. As our exact answer is in the form of an infinite sum, this is not
feasible analytically. We therefore resort to a straightforward numerical
Fourier analysis.

To do so we first numerically determine the real space value of the
exact Green’s functions. To do so accurately, several observations are
relevant

• The coefficients fn in the infinite sum for I(τ, r) decay factorially in
n so once n is of order R̃, convergence is very rapid.

• The hypergeometric functions for each n are costly to compute with
high precision, but with the above choice of polar coordinates the
arguments of the hypergeometric functions are independent of R and
MD. We therefore numerically evaluate the series over a grid in R̃
and Φ. We can then reuse the hypergeometric function evaluations
many times and greatly decrease computing time.
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• The real space polar grid will be limited to a finite size. The IR
expansion from Eq. (3.52) can be used instead of the exact series
for large enough R̃. To do so, we have to ensure an overlapping
regime of validity. It turns out that a rather large value of R̃ is nec-
essary to obtain numerical agreement between these two expansions,
i.e. one needs to evaluate a comparably large number of terms in
the expansion. For the results presented in this paper it has been
necessary to compute coefficients up to order 16 000 in R̃, for many
different angles Φ. The function is bounded for large τ and R̃ but
each term grows quickly. This means that there are large cancella-
tions between the terms that in the end give us a small value. We
therefore need to calculate these coefficients to very high precision
in evaluating the polynomial. For these high precision calculations,
we have used the Gnu Multiprecision Library [140].

• On this polar grid we computed the exact answer for R̃ < R̃0 ≈ 1000
and used cubic interpolation for intermediate values. For larger R̃
we use the asymptotic expansion in Eq. (3.52).

We then use a standard discrete numerical Fourier transform (DFT)
to obtain the momentum space two-point function from this numeric pre-
scription for G(R,Φ). Sampling G(R,Φ) at a finite number of discrete
points, the size of the sampling grid will introduce an IR cut-off at the
largest scales we sample and a UV-cut off set by the smallest spacing be-
tween points. These errors in the final result can be minimized by using the
known asymptotic values analytically. Rather than Fourier transforming
G(τ, r) as a whole, we Fourier transform Gdiff(τ, r) = G(τ, r) − GIR(τ, r)
instead. Since both these functions approach the free propagator in the
UV, the Fourier transform of its difference will decay faster for large ω
and k. This greatly reduces the UV artefacts inherent in a discrete Fourier
transform. These two functions also approach each other for large τ and
x. In fact, with the numerical method we use to approximate f(R̃,Φ) de-
scribed above, they will be identical for R̃0 < MD

√
τ2 + r2. This means

that we only need to sample the DFT within that area. With a DFT
we will always get some of the UV tails of the function that gives rise to
folding aliasing artefacts. Now our function decays rapidly so one could
do a DFT to very high frequencies and discard the high frequency part.
This unfortunately takes up a lot of memory so we have gone with a more
CPU intensive but memory friendly approach. To address this we perform
a convolution with a Gaussian kernel, perform the DFT, keep the lowest
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1/3 of the frequencies and then divide by the Fourier transform of the
kernel used. This gives us a good numeric value for Gdiff(ω, k). To this
we add our analytic expression for GIR(ω, k).

3.5 The physics of 2+1 quantum critical metals
in double scaling limit

With the exact real space expression and the numerical momentum space
solution for the full non-perturbative fermion Green’s function, we can
now discuss the physics of the elementary quantum critical metal in the
double scaling limit. Let us emphasize right away that all our results are in
Euclidean space. Although a Euclidean momentum space Green’s function
can be used to find a good Lorentzian continuation with a well-defined and
consistent spectral function, this function is not easily obtainable from our
numerical Euclidean result. We leave this for future work. The Euclidean
signature Green’s function does not visually encode the spectrum directly,
but for very low energies/frequencies the Euclidean and the Lorentzian
expressions are nearly identical, and we can extract much of the IR physics
already from the Euclidean correlation function.

In Fig. 3.4 we show density plots of the imaginary part of G(ω, kx)
for different values of MD and in Fig. 3.5 we show cross-sections at fixed
low ω. For the formal limit MD = 0 we detect three singularities near
ω = 0 corresponding with the three Fermi surfaces found in Lorentzian
signature in our earlier work [127]. However, for any appreciable value
of the dimensionless ratio MD/λ

2 one only sees a single singularity. As
the plots for G(ω, kx) at low frequency show, its shape approaches that
of the strongly Landau-damped MD → ∞ result, Eq. (3.19), as one
increases MD/λ

2, though for low MD it is still distinguishably different.
Recall that our results are derived in the limit of large kF and therefore a
realistic (Nf ∼ 1) value for MD is MD ∼ λ

√
NfkF � λ2.

This result is in contradistinction to what happens to the bosons.
When the bosons are not affected in the IR, i.e. the quenched limit,
the fermions are greatly affected by the boson: there is a topological
Fermi surface transition and the low-energy spectrum behaves as critical
excitations [127]. However, once we increase MD to realistic values, the
bosonic excitations are rapidly dominated in the IR by Landau damping
but we now see that this reduces the corrections to the fermions. As
MD is increased for fixed ω, kx, the deep IR fermion two-point function

108



�0.2 �0.1 0.0 0.1 0.2

kx/�2

�0.2

�0.1

0.0

0.1

0.2

!
/�

2

�2ImG(!, kx), MD = 0(2⇡)2�4

�24.8

�18.6

�12.4

�6.2

0.0

6.2

12.4

18.6

24.8

�0.2 �0.1 0.0 0.1 0.2

kx/�2

�0.2

�0.1

0.0

0.1

0.2

!
/�

2

�2ImG(!, kx), MD = 0.01(2⇡)2�4

�24.8

�18.6

�12.4

�6.2

0.0

6.2

12.4

18.6

24.8

�0.2 �0.1 0.0 0.1 0.2

kx/�2

�0.2

�0.1

0.0

0.1

0.2

!
/
�

2

�2ImG(!, kx), MD = 10(2⇡)2�4

�24.8

�18.6

�12.4

�6.2

0.0

6.2

12.4

18.6

24.8

Figure 3.4. Density plots of the imaginary part of the exact (Euclidean) fermion
Green’s function G(ω, kx) for three values of MD. In the quenched limit MD = 0
the three Fermi surface singularities are visible. For any appreciable finite MD the
Euclidean Green’s function behaves as a single Fermi surface non-Fermi liquid.
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Figure 3.5. Real and imaginary parts of G(ω, kx) for very small ω = 0.01λ2.
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approaches more and more that of the simple RPA result with self-energy
Σ ∼ iω2/3.

A more careful analysis of the IR reveals that there are several distinct
ω → 0 limits of the two-point function:

lim
ω→0,
kx fixed

GIR(ω, kx) ≈ e
λ2

6πMD
1

iω − kx − ΣRPA

lim
ω→0,

kx/ω fixed

GIR(ω, kx) ≈ e
λ2

6πMD
1

iω − kx − 4π
3
√

3ΣRPA

However in the case of ω2 ∼ l0k3
x, the full expression for GIR is necessary

to describe the low energy limit,

lim
ω→0,

l0k3
xω
−2 fixed

GIR(ω, kx) =

= e
λ2

6πMD

[
1

iω − kx
cos

(
ω

l
1/2
0 (ω + ikx)3/2

)

+
6
√

3iΓ
(

1
3

)
ω2/3

8πl1/30 (ω + ikx)2
1F2

(
1; 5

6 ,
4
3;− ω2

4l0(ω + ikx)3

)
+

+
3
√

3iΓ
(
−1

3

)
ω4/3

8πl2/30 (ω + ikx)3
1F2

(
1; 7

6 ,
5
3;− ω2

4l0(ω + ikx)3

)]
,

This existence of multiple limits shows in fact that the RPA result is
never a good low energy (less than MD) approximation for any value of
MD/λ

2. We can illustrate this more clearly by studying the self-energy
of the fermion Σ(ω, kx) = G(ω, kx)−1 − G0(ω, kx)−1. It is shown in Fig.
3.6 that the naive large MD RPA result (dotted lines) does agree for large
MD at ω = 0, kx = 0 and the leading ω dependence of the imaginary
part is captured. The leading kx dependence is not captured by RPA. On
the other hand, our improved approximation for the low energy regime
GIR (dashed lines) captures these higher order terms in the low energy
expansion of G(ω, kx) very well and also works for finite values of MD/λ

2.
In all cases it is clear that the Fermion excitation, though qualitatively

sharp, is not a Fermi liquid quasiparticle. We can calculate the occupation
number and check whether it is consistent with the non-Fermi liquid na-
ture of the Green’s function. With a Fermi liquid by definition is meant a
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Figure 3.6. Real and imaginary parts of the fermion self-energy for (a) ω =
0.01λ2 and for (b) kx = 0.01λ2. Dashed lines show the GIR-approximation;
dotted lines show the RPA result.
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spectrum with a discontinuity in the zero-temperature momentum distri-
bution function nk =

´ 0
−∞ dωRA(ωR, kx)/2π with A(ωR, kx) the spectral

function. As the spectral function is the imaginary part of the retarded
Green’s functions and the latter is analytic in the upper half plane of ωR
we can move this contour to Euclidean ω and use the fact that G(ω, kx)
approaches G0(ω, kx) in the UV to calculate the momentum distribution
function from our Euclidean results. In detail

nkx =−
ˆ 0

−∞
dωR Im GR(ωR, kx)

π

= Im
[ˆ Λ

0
dωiG(ω, kx)

π
+
ˆ
C

dziG(z, kx)
π

]
; (3.54)

the first integral can be done with the numerics developed in the preceding
section. The contour C goes from Λ to −∞ and for large enough Λ this
is in the UV and can well be approximated by the free propagator. The
resulting momentum distribution n(k) is shown in Fig. 3.7. Within our
numerical resolution, these curves are continuous as opposed to a Fermi
liquid. This is of course expected; the continuity reflects the absence of
a clear pole in the IR expansions in the preceding subsection. Note also
that as MD is lowered, the finite MD curves approach the quenched result
for |kx| > k∗x where k∗x is the point of the discontinuity of the derivative of
the quenched occupation number. At k∗ the (derivative) of the quenched
momentum distribution number does have a discontinuity (reflecting the
branch cut found in [127]).

3.6 Conclusion

We have presented a non-perturbative answer for the (Euclidean) fermion
and boson two-point functions of the elementary quantum critical metal
in the double limit of small Nf and large kF with NfkF fixed. This limit
was taken order by order in perturbation theory and additionally before
performing bosonic momentum integrals.

Our exact results clarify how approximations that have been made in
the past hang together. The Nf → 0, kF → ∞ theory is characterized
by two energy scales λ2 and MD. For very large ω/λ2 and ω/M2

D one
can use perturbation theory in λ to understand the theory. This is the
perturbation around the UV-fixed point of a free fermion plus a free boson.
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Figure 3.7. Momentum distribution function. The two plots show the same
function for different ranges. The error bars of the lower figure show an estimate
of the error due to using the free Green’s function close to the UV. The error-bars
are exaggerated by a factor 100.

In the deep IR region, ω � M2
D, we have an analytic expression for the

two-point function, GIR. This shows a ω2 ∼ l0k3
x scaling.

In the intermediate regime, the full numerical results that we have
presented are necessary.

The quenched result we obtained earlier [127] does not seem to have
a useful regime of validity. As the momentum occupation number n(k)
indicates, its precise regime of applicability depends discontinuously on the
momentum k/λ2. The discontinuity is surprising, but it can be explained
analytically as an order of limits ambiguity. Although it is hard to capture
the deep IR region for very small Nf in the full numerics we find from
GIR that in the ω-k plane there is a region where the limit Nf → 0 and
ω, kx → 0 do not commute. We show an indication of this in appendix 3.C.
Thus for scales below λ2, the quenched result is not useful. For scales
above λ2 with MD small, we can use perturbation theory so also in this
regime the quenched result is not useful. For small ω and kx, below
MD, the IR approximation we presented above gives a good description
of the physics. We have presented a pictorial overview of how the various
approximations are related in Fig. 3.8.

As argued before the spectrum of the elementary quantum critical
metal in the ordered double scaling limit obtained here is not the defini-
tive one. Taking this limit after the bosonic integrals and the perturba-
tive sum may give a different result. Another estimate for the true IR
spectrum of the elementary quantum critical metal has been postulated
before based on large Nf approximations [131, 141, 142], but our result
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in the double scaling limit. The GIR approximation is applicable both in the
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at small Nf gives a different IR. Our non-perturbative answer follows
from the insight that in the limit of large kF all fermion loops with more
than two external boson legs have cancellations upon symmetrization such
that their scaling in kF is reduced. This higher loop cancellation has been
previously put forward as a result of the strong forward scattering approx-
imation. This approximation is engineered such that the Schwinger-Dyson
equations combined with the fermion number Ward identity collapse to a
closed set of equations. The solution to this closed set is the same dressed
fermion correlator that we have presented. However the exact connection
between the strong forward scattering approximation and the double scal-
ing limit, is not clear. In the double scaling limit here, it is manifest that
only the boson propagator is corrected and this in turn implies that the
exact fermion Green’s function in real space is an exponentially dressed
version of the free Green’s function.

At the physics level, an obvious next step is therefore to explore the
spectrum of the elementary quantum critical metal including corrections in
Nf that are not proportional to kf . Since this necessarily involves higher-
point boson correlations, the role of self-interactions of the boson needs to
be considered. These are also relevant in the IR and may therefore give
rise to qualitatively very different physics than found here. We leave this

115



for future work.
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3.A Multiloop cancellation

The robustness of the one-loop result in case of linear fermionic dispersion
was recognized before under the name of multiloop cancellation [130]. The
technical result is that for a theory with a simple Yukawa coupling and
linear dispersion around a Fermi surface, a symmetrized fermion loop with
more than two fermion lines vanishes. In our context the linear dispersion
is a consequence of the large kF limit. In other words all higher loop
contributions to the polarization Π should be subleading in 1/kF . This
was explicitly demonstrated at two loops in [143].

We will give here a short derivation of this multiloop cancellation in
the limit kF → ∞. We may assume in this limit that the momentum
transfer at any fermion interaction is always much smaller than the size
of the initial (~k) and final momenta (~k′) which are of the order of the
Fermi momentum, i.e. |~k′ − ~k| � kF with |~k|, |~k′| ∼ kF . The free fermion
Green’s function then reflects a linear dispersion

G0(ω, k) = 1
iω − vk (3.55)

We now Fourier transform back to real space, as multiloop cancellation is
most easily shown in this basis. The real space transform of the “linear”
free fermion propagator above is

G0 (τ, r) = − i

2π
sgn(v)
r + ivτ

, (3.56)
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where as before r is the conjugate variable to k = |~k| − kF . The essential
step in the proof is that real space Green’s function manifestly obeys the
identity [127]

G0 (z1)G0 (z2) = G0 (z1 + z2) (G0 (z1) +G0 (z2)) (3.57)

with z ≡ r + ivτ . Consider then (the subpart of any correlation func-
tion/Feynman diagram containing) a fermion loop with n ≥ 2 vertices
along the loop connected to indistinguishable scalars (i.e. no derivative
interactions and all interactions are symmetrized). The corresponding
algebraic expression in a real space basis will then contain the expression

F (z1, ..., zn) =
∑

(i1,..,in)∈Sn

G0 (zi1 − zi2)G0 (zi2 − zi3) ...

...G0
(
zin−1 − zin

)
G0 (zin − zi1) , (3.58)

where Sn is the set of permutations of the numbers 1 through n. Using
the “linear dispersion” identity Eq. (3.57) and the shorthand notation
G0 (zi1 − zi2) = G12 we obtain

F (z1, ..., zn) =
∑

(i1,..,in)∈Sn

G12G23...Gn−1,1 (Gn−1,n +Gn,1) . (3.59)

Next we cyclically permute the indices from 1 to n− 1: 1→ 2, 2→ 3, ...,
n− 1→ 1 in the sum

∑
(i1,..,in)∈Sn

G12G23...Gn−1,1Gn−1,n =
∑

(i1,..,in)∈Sn

G23G34...G12G1,n. (3.60)

This gives us

F (z1, ..., zn) =
∑

(i1,..,in)∈Sn

G12G23...Gn−1,1 (G1,n +Gn,1) . (3.61)

Then since Gi,j corresponds to a (spinless) fermionic Green’s function, it
is antisymmetric Gi,j = −Gj,i, and we can conclude that F vanishes for
n ≥ 3. For n = 2 it is not possible to use the identity Eq. (3.57) since we
would need to evaluate G(0) which is infinite.
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3.B The Fourier transform of the fermion
Green’s function in the large MD

approximation

We will now show how to perform this Fourier transform. We need to
calculate the following integral:

Gf
MD→∞

(ω, k) =
ˆ

dτdx ei(ωτ−kx)

2π(ix− vτ) exp
(
− |x|
l
1/3
0 (|x|+ iv sgn(x)τ)2/3

)
(3.62)

First we note that integrand is τ -analytic in the region
{τ ∈ C : min(0, vx) < Im(τ) < max(0, vx)}. Since the integrand nec-
essarily goes to 0 at∞ we can thus shift the τ contour, τ → τ + ix/v. We
now have

Gf
MD→∞

(ω, k) = −
ˆ dτdx

2πvτ exp
(
iωτ+

− x
(
ik + ω/v + sgn(x)

l
1/3
0 (iv sgn(x)τ)2/3

))
(3.63)

We have allowed ourselves to choose the order of integration, shift the
contour, and then change the order. We see that the x integral now is
trivial but only converges for

− v1/3

2l1/30 |τ |2/3
< Re(ω) < v1/3

2l1/30 |τ |2/3
(3.64)

This is fine since we know that the final result is ω-analytic in both the
right and left open half-planes. As long as we can obtain an answer valid
within open subsets of both of these sets we can analytically continue the
found solution to the whole half planes. We thus proceed assuming Re(ω)
is in this range. One can further use symmetries of our expression to relate
the left and right ω-half-planes, so to simplify matters, from now on we
additionally assume ω to be positive. Let us now consider a negative x,
we then see that the τ integral can be closed in the upper half plane and
since it is holomorphic there the result will be 0. We can thus limit the x
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integrals to R+. We then have

Gf
‘NfkF→∞

(ω, k) =
ˆ

dτ eiωτ
2πvτ

−1
a+ 1

l
1/3
0 (ivτ)2/3

(3.65)

where a = ik + ω/v. The integrand has a pole at

(iτ)2/3 = −1/(al1/30 v2/3). (3.66)

Now break the integral in positive and negative τ and write it as

Gf
MD→∞

(ω, k) = h((−i)2/3u∗0)∗ − h((−i)2/3u0)
2πva (3.67)

where

h(u) =
ˆ ∞

0
dτ eiτ
τ + uτ1/3 ,

u0 = ω2/3

al
1/3
0 v2/3

.

(3.68)

Usng Morera’s theorem we can prove that h is holomorphic on C/R−.
Consider any closed curve C in C/R−. We need to show that

ˆ
C

duh(u) = 0 (3.69)

We do this by rotating the contour slightly counter clockwise. For any
curve C there is clearly a small ε > 0 such that we will still not hit the
pole τ + uτ1/3 = 0.

ˆ
C

du
ˆ (1+iε)∞

0
dτ eiτ
τ + uτ1/3 , (3.70)

The piece at ∞ converges without the denominator and thus goes to 0.
Since the integral now converges absolutely we can use Fubini’s theorem
to change the orders of integration

ˆ (1+iε)∞

0
dτ
ˆ
C

du eiτ
τ + uτ1/3 = 0 (3.71)
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Figure 3.9. The left image shows part of the Riemann surface of the function
h and the right image shows part of the Riemann surface of the G-function. The
part in red of the left image can be expressed as the G-function evaluated on its
first sheet, the red part of the right image. The green arrow shows how points
are mapped from one Riemann surface to the other by the mapping u 7→ −u3/4

And since also the integrand is holomorphic on a connected open set con-
taining C the proof is finished.

The function h can for 0 < arg(u) < 2π/3 be expressed as a Meijer
G-function:

h(u) = 3
8π5/2G

5,3
3,5

(
0, 1

3 ,
2
3

0, 0, 1
3 ,

1
2 ,

2
3

∣∣∣∣∣− u3

4

)
(3.72)

The G-function has a branch cut at R− and because of that we can not
easily write h(u) in terms of it since the argument u appears cubed in
the argument of the G-function and we know that h is holomorphic on
all of C/R−. We can however express h as an analytic continuation of
the G-function past this branch cut, onto the further sheets of its Rie-
mann surface. We will write the G-function as a function with two real
arguments, first the absolute value and second the phase of its otherwise
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complex argument. We will allow the phase to be any real number and
when outside the range [−π, π], we let the function be defined by its an-
alytical continuation to the corresponding sheet. We hereafter omit the
constant parameters of the G-function. We then have:

Gf
MD→∞

(ω, k) =3
G5,3

3,5
( |u0|3

4 ,−2π − 3 arg(u0)
)∗

16π7/2va
+

− 3
G5,3

3,5
( |u0|3

4 ,−2π + 3 arg(u0)
)

16π7/2va

=3
G5,3

3,5
( |u0|3

4 , 3 arg(u0) + 2π
)−G5,3

3,5
( |u0|3

4 , 3 arg(u0)− 2π
)

16π7/2va

In the last step we used the fact that the G-function commutes with
complex conjugation. We see that the Green’s function is given by a
certain monodromy of the G-function. It is given by the difference in its
value starting at a point u3

0/4 on the sheet above the standard one and
then analytically continuing clockwise around the origin twice to the sheet
below the standard one and there return to u3

0/4. Since we only need this
difference, we might expect this to be a, in some sense, simpler function
as would happen for e.g. monodromies of the logarithm. To see how to
simplify this we look at the definition of the G-function. It is defined as
an integral along L:

Gm,n
p,q

(
a1, . . . , ap
b1, . . . , bq

∣∣∣∣∣ z
)

=

= 1
2πi

ˆ
L

∏m
j=1 Γ(bj − s)

∏n
j=1 Γ(1− aj + s)∏q

j=m+1 Γ(1− bj + s)∏p
j=n+1 Γ(aj − s)

zs ds, (3.73)

There are a few different options for L and which one to use depends on
the arguments. In our case L starts and ends at +∞ and circles all the
poles of Γ(bi − s) in the negative direction. Using the residue theorem we
can recast the integral to a series. We have double poles at all negative
integers and some simple poles in between. The calculation to figure out
the residues of all these single and double poles is a bit too technical to
present here but in the end the series can be written as

G5,3
3,5 (z) =

∞∑
n=0

(
anz

n + bnz
n log(z) + cnz

n+1/3 + dnz
n+1/2 + enz

n+2/3
)

(3.74)
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Now we perform the monodromy term by term and a lot of these terms
cancel out.

G5,3
3,5
(|z|, arg(z) + 2π

)−G5,3
3,5
(|z|, arg(z)− 2π

)
=

∞∑
n=0

(
4πibnzn + i

√
3cnzn+1/3 − i

√
3enzn+2/3

) (3.75)

The coefficients ai contain both the harmonic numbers and the polygamma
function whereas the other coefficients are just simple products of gamma
functions. This simplification now lets us sum this series to a couple of
generalized hypergeometric functions. Inserting the expressions for a and
u0 we have

Gf
MD→∞

(ω, k) = 1
iω − kv cos

(
ω

vl
1/2
0 (ω/v + ik)3/2

)

+
6
√

3iΓ
(

1
3

)
ω2/3

8πl1/30 v5/3(ω/v + ik)2
1F2

(
1; 5

6 ,
4
3;− ω2

4l0v2(ω/v + ik)3

)

+
3
√

3iΓ
(
−1

3

)
ω4/3

8πl2/30 v7/3(ω/v + ik)3
1F2

(
1; 7

6 ,
5
3;− ω2

4l0v2(ω/v + ik)3

)
.

(3.76)

Note that this expression is ω-holomorphic for ω in the right half plane so
our previous assumptions on ω can be relaxed as long as ω is in the right
half plane. We note from expression (3.62) that if we change sign on both
ω and k and do the changes of variables τ → −τ and x→ −x we end up
with the same integral up to an overall minus sign. We can thus get the
left half plane result using the relation

Gf
MD→∞

(−ω, k) = − Gf
MD→∞

(ω,−k). (3.77)

As mentioned in the main text, this expression has been compared with
numerics to verify that we have not made any mistakes. See Fig. 3.2.
We have also done the two integrals for the Fourier transform in the op-
posite order, first obtaining a different Meijer G-function then using the
G-function convolution theorem to do the second integral. In the end one
obtains the same monodromy of the G-function as above. This expression
can also be found in Appendix A.2 of [131], however it was not entirely
clear from the phrasing of the last paragraph that this function is actually
the exact Fourier transform, Eq. (3.62).
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3.C The discontinuous transition from the
quenched to the Landau-damped regime

We show here why including Landau damping (finite MD) physics starting
from the quenched Nf → 0 result, is discontinuous in the IR. To do so
we calculate the Green’s function by imposing the Nf → 0 limit from the
begining. We need to evaluate the Fourier transform integral:

GL (ω, k) =
ˆ ∞
−∞

dx

ˆ L

−L
dτG0 exp (I0 + iω · τ − ik · x) , (3.78)

where as before the free propagator is

G0(τ, x) = − i

2π
1

x+ i · τ (3.79)

and the Nf → 0 limit of the exponent of the real space Green’s function:

I0 = (τ + i · x)2

12π
√
τ2 + x2

. (3.80)

Note however that the τ integral is divergent in this limit. Therefore
in (3.78) we have introduced a cutoff L in this direction. By looking at the
full expansion of I we can see that the natural value of L is of the order
1/MD. For larger values of τ the asymptotic expansion describes I better.
We expect that for large enough momenta and frequencies the asymptotic
region does not contribute to the Fourier transform and therefore the
cutoff can be removed. This naive epxectation however is only partly
true. We will shortly see that the region in the ω − k plane where the
cutoff can be removed is more complicated and asymmetric in terms of
the momenta and frequency.

Let us turn now to the evaluation of (3.78). After making the coordi-
nate change τ → τ , x → u · τ one of the integrals (τ) can be evaluated
analytically:

GL (ω, k) =
ˆ ∞
−∞

du (I1(u) + I2(u) + I3(u)) , (3.81)

where

I1(u) =
6 exp

(
ikLu

√
u2 + 1− iLω

√
u2 + 1− L(u−i)2

12π

)
12π(u+ i)(ku− ω) + i

√
u2 + 1u+

√
u2 + 1

, (3.82)
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Figure 3.10. The region of convergence. In the shaded area the L → ∞
(Nf → 0) limit is not convergent while outside this area limL→∞GL = Gquenched.

I2(u) =
6i exp

(
−ikLu

√
u2 + 1 + iLω

√
u2 + 1− L(u−i)2

12π

)
12iπk(u+ i)u+

√
u2 + 1u− i

√
u2 + 1 + 12π(1− iu)ω

, (3.83)

I3(u)−1 =− u
(−3 + u

(
144π2k2(u+ i) + u− 3i

))
144π(ku− ω)

+ 288π2ku(u+ i)ω − 144π2(u+ i)ω2 − i
144π(ku− ω) . (3.84)

By numerically performing the single integral u we can obtain GMD→0.
Since it is easier than evaluating the Fourier transform of the true real-
space version of the Green’s function it is worth understanding how the
L→∞ (which is equivalent to MD → 0) works. The result is depicted on
Fig. 3.10. In the shaded region (which corresponds to small k) the limit
is not well defined while outside of this region the limit is equal to the
quenched result. The numerics shows that for zero frequency, the edge of
this region is at k∗, where the Green’s function is singular.

We can qualitatively determine the line separating the convergent and
divergent region. For this we assume that when L is large one can expand
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the exponent in u

I1(u) ∼ exp
[
u2
(
− 1

12π −
1
2 iω

)
L+ iu(6πk + 1)

6π L− iL+ ω

+ L

12π +O
(
Lu̇3

) ]
. (3.85)

We see that because of the term −L · u2/(12π), the integrand is non-zero
only in a narrow region around u = 0. For the same reason we approx-
imate the denominator of (3.82) by replace u by zero there. With these
simplifications we arrive to a gaussian integral which can be evaluated
analytically:

ˆ ∞
−∞

I1(u)du ≈
12i
√

3π exp
(
iL(6πk2+2k+ω(−12πω+i))

12πω−2i

)
(12πω + i)

√
L(1 + 6iπω)

. (3.86)

The real part of (3.86) is

L
3
(
ω2 − k2)π − k
36π2ω2 + 1 . (3.87)

It is clear that if this value is positive (i.e. 3
(
ω2 − k2)π−k > 0) than the

L→∞ limit is divergent. Looking at the numerical result in Fig. 3.10 we
indeed see that the boundary of the shaded region is indeed a hyperbola.
Note, however, that the exact location of this hyperbola obtained from
expanding the exponent is slightly off.

It is interesting to note that if we are in the divergent region GL is
not convergent for large L but for some intermediate values it can still get
close to the quenched result Gquenched. To quantify this let us introduce
a relative “error” function

error(L) =
∣∣∣∣∣GL −GquenchedGquenched

∣∣∣∣∣ . (3.88)

In Fig. 3.11 we show the behavior of this function for various points in
the ω − k plane. For a point which is outside the shaded region the error
approaches zero when L is large. For ω = 1, k = 0 which is inside the
divergent region the error is oscillating but there is an interval of L where
the amplitude of this oscillation has a minimum. If the frequency is small
(ω = 0.1), the amplitude is larger.
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Figure 3.11. The relative difference between GL and the quenched result as
a function of L for different frequencies and momenta. Left: for a point in the
(ω, k) plane which is outside of the shaded region of Fig. 3.10 the “error” goes
to zero for large L. Middle: inside the shaded region the error is oscillating with
diverging amplitude as L goes to larger values. However, for larger values of ω
there is an intermediate range of L, where the relative error is smaller than 0.3.
Therefore the quenched approximation is qualitatively correct. Right: for small
ω the amplitude of the oscillation is large.
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Chapter 4

A framework for studying
quantum critical metals in
the limit Nf → 0

In Chapter 2 we studied a Fermi surface coupled to a quantum critical
boson:

S =
ˆ

d3x

[
ψ†j

(
∂τ −

∇2

2kF
− kF

2

)
ψj + 1

2 (∂τφ)2 + 1
2 (∇φ)2 − λφψ†jψj

]
.

(4.1)

This theory has a strongly coupled IR which makes the use of conventional
methods to study this intractable. We took the limit of vanishing fermion
flavor number and showed that after taking this limit it is possible to
calculate the all order in λ low-energy fermion two-point function of the
above action. We obtained analytical results for the two-point function
both in real and momentum space. The two-point function can be used to
calculate the fermion spectral function which is an important observable.
There are, however, further observables that characterize this theory, but
that can not be obtained from the two-point function. In this chapter we
expand upon the work of Chapter 2 by showing how to calculate general
fermion n-point functions in the same limit. We present here a closed
form expression that gives the low energy fermion n-point function in real
space. The low-energy limit means that the insertion points of the various
fields are well separated in both (Euclidean) time and space compared to
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1/kF . As in Chapter 2 it is important that the Nf → 0 limit is taken
before this low energy limit.

By having a closed form expression for the fermion n-point functions
we have in essence solved this theory completely. Since we are in the
Nf → 0 limit also mixed fermion and boson n-point functions are readily
obtained from this expression. With the general expression for n-point
functions we explicitly calculate the n = 2-point function, verifying our
previous result, and we calculate the fermion density-density correlator
and study its properties. Further investigations of this solution involv-
ing more observables are left for future work. Of immediate interest is
the current-current correlator from which the optical conductivity can be
computed.

Apart from the satisfaction of having a full solution of this theory and
being able to calculate observables at Nf → 0, we can use the result ob-
tained here to very efficiently calculate any diagrams of quantum critical
metal perturbation theory that survive the Nf → 0 limit. Several studies
of high order perturbation theory have been performed in these theories.
The large Nf limit was thought to be controlled [22] until S.S. Lee per-
formed a 2-loop calculation of the vertex correction [60]. In that work,
only considering one FS patch, it was however found that the large Nf

limit classify diagrams in a genus expansion similar to the genus expansion
of a matrix large N gauge theory. Later, M. Metlitski and S. Sachdev per-
formed several 3-loop calculations and showed that the genus expansion
breaks down when studying two opposite FS patches [24]. They note that
their three loop result is consistent with a dynamical critical exponent
z = 3. Most recently T. Holder and W. Metzner performed a four-loop
calculation that showed that z = 3 scaling doesn’t survive 4-loop cor-
rections [144]. Qualitatively different physics has thus been found at each
loop order up until 4 loops. We therefore think our result can be useful for
further perturbative studies also away from Nf = 0 since there is overlap
with the perturbative expansions with nonzero Nf .

In Chapter 2 we found that for the case of equal Fermi velocity vF and
boson velocity c (set to 1 in our above action) we get a considerably simpler
result. The limit of vF → c is found to be continuous and qualitatively
similar to the case of 0 < vF < c (c < vF has not been studied yet
for Nf → 0) for the two-point function. The cases of vF /c → 0 or ∞
are qualitatively different. However, we believe that vF /c = 1 captures
the physics of vF ∼ c also for general n-point functions (See Chapter
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3). We therefore exclusively consider this case since it makes analytical
calculations much simpler. The reason that these simplifications occur is
covered thoroughly in Chapter 5. The techniques that we present here
for calculating expectation values in the Nf → 0 limit do not crucially
depend on these velocities being the same and much of the calculation
can be done for a general vF ∼ c. It is only a final set of integrals that
for the general case vF ∼ c would likely only be numerically amenable
whereas for vF = c we can find closed-form expressions.

In the next section we present a framework for calculating general
n-point functions. We do this by writing down a background Green’s
function for the fermion in the presence of the background field φ. This is
similar to the work of Chapter 2. However, now we can no longer assume
that the fermion momentum is in a certain patch of the FS, but can be
anywhere close to the FS. Finally we integrate out the field φ and obtain
the fermion n-point function. This is only valid for long wavelengths and
times. Nevertheless we show that this expression can still be used to
calculate the leading small Nf contribution to density correlators where
two fermions operators coincide in time and space. In Section 4.2 we
apply this result to calculate the density-density correlator. We discuss
the different processes that contribute to this result and compare to some
earlier works on related models.

4.1 A framework for calculating fermion n-point
functions in the Nf → 0 limit

In this section we provide a framework for calculating fermion n-point
functions in real space. We take Nf → 0 right from the start and calculate
n-point functions in real space for time and length scales larger than 1/kF .

We start by adding sources for the fermion to the action in (4.1),´
d3z(J iψ†i + J†i ψ

i), and perform the fermionic path integral to get the
generating functional:

Z[J†, J ] =

=
ˆ
Dφ exp

(
− Sdet[φ]− Sb[φ]−

ˆ
d3zd3z′J†i (z)Gij [φ](z, z′)J j(z′)

)
(4.2)
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where

Sdet[φ] = − tr logGij [φ](z, z′) = −Nf tr logG[φ](z, z′) (4.3)

and Gij [φ](z, z′) is the fermion Green’s function with a background field
φ. We use a simple z to denote (τ, x, y). This determinant action vanishes
for Nf → 0. The determinant is responsible for all fermionic loops in a
perturbative expansion of this theory. By differentiating with respect to
the sources and setting them to vanish we find

lim
Nf→0

〈ψ†i1(z1)ψj1(w1)...ψ†in(zn)ψjn(wn)〉 =

Z[0]−1
ˆ
Dφ

∑
σ∈Sn

∏
k

sgn(σ)Gikjσk [φ](zk, wσk)e−Sb . (4.4)

Here the sum is over permutations of the integers 1, 2, ..., n and sgn(σ) is
the parity of the permutation σ.

4.1.1 Background-field fermion two-point function

We will here calculate the background field fermion Greens function for a
general background field φ. We do this while keeping in mind that we will
later perform the above integral over φ and that we are only interested in
energies small compared to kF . The background field Greens function is
defined through

(
− ∂τ1 + ∇

2
1

2kF
+ kF

2 + λφ(z1)
)
Gij [φ](z1, z2) = δ3(z1 − z2)δij (4.5)

In momentum space k = (ω, kx, ky),

G(z1, z2) =
ˆ d3k1d3k2

(2π)6 ei(−ω1τ1+kx1x+ky1y1)−i(−ω2τ2+kx2x2+ky2y2)G(k1, k2),

(4.6)

we have(
iω1 −

k2
1

2kF
+ kF

2
)
G[φ](k1, k2) + λ

ˆ d3k′

(2π)3φ(k′)G[φ](k1 − k′, k2) =

= (2π)3δ(k1 − k2).
(4.7)
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For momenta k2 in the vicinity of a point n̂kF on the Fermi surface we
can approximate this as

(iω1 − n̂ · k1 + kF )Gn̂[φ](k1, k2) + λ

ˆ d3k′

(2π)3φ(k′)Gn̂[φ](k1 − k′, k2) =

= (2π)3δ3(k1 − k2). (4.8)

Fourier transforming back to real space this now reads

(−∂τ1 + in̂ · ∇1 + kF + λφ(z1))Gn̂[φ](z1, z2) = δ3(z1 − z2) (4.9)

The solution to this first order PDE can be written

Gn̂[φ](z1, z2) = fn̂(z1 − z2)×

× exp
(
ikF n̂ · (z1 − z2) + λ

ˆ
d3zφ(z)(fn̂(z − z1)− fn̂(z − z2))

)
(4.10)

where fn̂(z) = δ(m̂ · z)(2π)−1/(in̂ · z − τ). m̂ is a spatial unit vector
perpendicular to n̂. This solution is now only valid for momenta close
to n̂kF but since it is written in real space this statement might seem
confusing. G[φ] should be viewed as an operator on fields that obeys the
operator equation (4.5). Gn̂[φ] is an approximation to this operator that
is valid when acting on fields with momentum components close to kF n̂.
The operator Gn̂[φ] can be represented in either real or momentum space.

So far this calculation has paralleled that of Chapter 2 albeit in the
true real space coordinates instead of the coordinates conjugate to patch
momentum coordinates used there. Gn̂[φ] is all we need to calculate the
fermion two-point function. However, to calculate general n-point func-
tions we cannot restrict ourselves to having all fermion momenta in a single
patch of the FS, i.e. in the vicinity of a single point. For low energies and
long wavelengths we can still restrict ourselves to momenta close to the
FS, but we must include all directions.

We now construct an operator GIR[φ] that approximates G[φ] well
everywhere close to the FS. See Fig. 4.1 for a comparison between the ap-
proximations Gn̂[φ] and GIR[φ]. We do this by projecting out momentum
components in different directions and applying the corresponding Gn̂[φ].
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We use the resolution of identity,

δ3(z, z′) =δ(τ, τ ′)
ˆ d2k

(2π)2 ei(kx(x−x′)+ky(y−y′))

=δ(τ, τ ′)
ˆ dkkdθ

(2π)2 eikn̂(θ)·(z−z′). (4.11)

Operating with GIR[φ] on identity we have

GIR[φ](z1, z2) =
ˆ

d3z′
ˆ dkkdθ

(2π)2 GIR(z1, z
′)[φ]δ(τ ′, τ2)eikn̂(θ)·(z′−z2)

=
ˆ

d3z′
ˆ dkkdθ

(2π)2 Gn̂(θ)[φ](z1, z
′)δ(τ ′, τ2)eikn̂(θ)·(z′−z2)

=
ˆ

d3z′
ˆ dkkdθ

(2π)2 fn̂(θ)(z1 − z′)δ(τ ′, τ2)×

× ein̂(θ)·(kF (z1−z′)+k(z′−z2))eλIn̂(θ)[φ](z1,z′) (4.12)

where we have used that the action of GIR[φ] and Gn̂[φ] are the same
when acting on a momentum mode close to kF n̂. Here we have defined

In̂(θ)[φ](z1, z2) =
ˆ

d3zφ(z)(fn̂(z − z1)− fn̂(z − z2)). (4.13)

In the large kF limit we can perform these integrals using a saddle point
approximation. Here we make use of the fact that φ will not contain
frequencies of order kF for configurations relevant in the large kF limit.
In principle we could first integrate out φ and then perform the saddle
point approximation. However, the result turns out to be the same and
the calculation is more instructive done in the other order. We make the
change of variable z′ = z1 + (ηn̂(θ) + νm̂(θ), σ)

GIR[φ](z1, z2) =
ˆ

dηdν
ˆ dkkdθ

(2π)3
δ(ν)

−iη + τ2 − τ1
ei((k−kF )η+kn̂(θ)·(z1−z2))×

× eλIn̂(θ)[φ](τ1,z1;τ2,z1+ηn̂(θ)) (4.14)

The exponential oscillates faster in η than any other factor of the integrand
unless k ≈ kF . The dominant contribution to the integral will therefore
be from k ≈ kF . In this k-region, the exponential oscillates faster in θ
than any other part of the integrand (since kF |z2 − z1| � 1), except for
the two points where n̂(θ) is parallel or anti-parallel to z12 = z2 − z1. We
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Figure 4.1. The green areas indicate the regions in momentum space where
the approximate background-field Green’s functions Gn̂[φ] (a) and GIR[φ] (b)
are accurate. The boundary of the gray area is the FS.

therefore perform saddle-point expansions around these two points and
perform the θ integral to obtain

GIR[φ](z1, z2) =
ˆ

dη
ˆ dk

(2π)5/2
1

−iη + τ2 − τ1
ei(k−kF )η

√
k/|z12|×

× (e−ik|z12|+iπ/4+λIẑ12 [φ](τ1,z1;τ2,z1+ηẑ12)+
+ eik|z12|−iπ/4+λI−ẑ12 [φ](τ1,z1;τ2,z1−ηẑ12)). (4.15)

Next we proceed with the k integral. It is of the form
´∞

0 dkeikz
√
k and

diverges. In principle these integrals should be performed last for conver-
gence but we can introduce a small imaginary component to η so that the
Fourier transform integral is regularized. In the end the result is indepen-
dent of the imaginary part so we can remove it. This amounts to using
the result

ˆ ∞
0

dkeikz
√
k →

√
π

2(−iz)3/2 (4.16)
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for these integrals. We then have

GIR[φ](z1, z2) =
ˆ dη

(2π)5/2
1

−iη + τ2 − τ1
e−ikF η

√
π

2
√
|z12|
×

×
(eiπ/4+λIẑ12 [φ](τ1,z1;τ2,z1+ηẑ12)

(−i(η − |z12|))3/2 +

+ e−iπ/4+λI−ẑ12 [φ](τ1,z1;τ2,z1−ηẑ12)

(−i(η + |z12|))3/2

)
. (4.17)

Next we integrate η and take the large kF limit. We see that this is the
high frequency limit of the Fourier transform in η. For |τ2 − τ1| � 1/kF ,
the high frequency part of this function is dominated by the singularities
at η = ±|z12|. We can expand around them to get the leading large kF
limit.

GIR[φ](z1, z2) =
√
kF

(2π)3/2
√
|z12|
×

×
(e−ikF |z12|+iπ/4+λIẑ12 [φ](τ1,z1;τ2,z2)

−i|z12|+ τ2 − τ1
+

+ eikF |z12|−iπ/4+λI−ẑ12 [φ](τ1,z1;τ2,z2)

i|z12|+ τ2 − τ1

)
= 2

√
kF

(2π)3/2
√
|z12|

Re
(

e−ikF |z12|+iπ/4+λIẑ12 [φ](τ1,z1;τ2,z2)

−i|z12|+ τ2 − τ1

)
(4.18)

These two terms can be understood as momentum modes of momenta
parallel and anti-parallel to z2 − z1 giving the dominant contributions to
GIR[φ](z1, z2). These two contributions couple in different ways to the
background field φ.

4.1.2 Integrating over φ(z)
We now have an expression for the background field fermion two-point
function that we can substitute into Eq. (4.4). The next step is to integrate
over the field φ. Eq. (4.4) gives a product of GIR[φ] so in performing the
φ integral we will need to evaluate expressions like

Hλ({n̂i}, {zi}, {wi}) = Z[0]−1
ˆ
Dφ exp

(
λ
∑
i

In̂i [φ](zi, wi)− SB[φ]
)

(4.19)
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where n̂i is either parallel or antiparallel to the spatial part of wi − zi.
The result of this Gaussian path-integral is

Hλ = exp
(
λ2

2

ˆ
d3Zd3W

(∑
i

fn̂i(zi − Z)− fn̂i(wi − Z)
)
×

×
(∑

j

fn̂j (zj −W )− fn̂j (wj −W )
)
GB(Z −W )

)

= exp
(
λ2∑

i<j

(
hn̂i,n̂j (zj − zi)− hn̂i,n̂j (zj − wi)+

− hn̂i,n̂j (wj − zi) + hn̂i,n̂j (wj − wi)
)
+

− λ2∑
i

hn̂i,n̂i(zi − wi)
)

(4.20)

where h is defined as

hn̂1,n̂2(z) =
ˆ

d3z′d3z′′fn̂1(z′)
(
fn̂2(z′′ − z)− fn̂2(z′′)

)
GB(z′ − z′′).

(4.21)

Transforming to momentum space and using that GB(k) is even, we have

hn̂1,n̂2(z) =
ˆ d3k

(2π)3 (cos(ωτ − kxx− kyy)− 1) fn̂1(k)fn̂2(−k)GB(k)

(4.22)

where fn̂(k) is given by

fn̂(k) =
ˆ

d3zei(ωτ−kxx−kyy)fn̂(z) = 1
iω − n̂ · k . (4.23)

The function hn̂1,n̂2(z) can be obtained in closed form for the boson kinetic
term of our action. The result is presented in Appendix 4.A. We now have
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a closed form expression for all fermion n-point functions of our theory:

lim
Nf→0

〈ψ†i1(z1)ψj1(w1)...ψ†in(zn)ψjn(wn)〉 = k
n/2
F

(2π)3n/2×

×
∑
σ∈Sn
s1=±1
···

sn=±1

 n∏
l=1

δ
jσ(l)
il

e−ikF sl|zl,σ(l)|+islπ/4√
|zl,σl|(−isl|zl,σ(l)|+ τσ(l) − τl)

×

×Hλ({siẑi,σ(i)}, {zi}, {wσ(i)}) + o(kn/2F ) (4.24)

where zij = wj − zi. Here o(kn/2F ) (little-o notation) signify terms sub-
leading to kn/2F when kF is large compared to the scale set be the zij . We
will use the notation 〈O〉

k
n/2
F

to signify expectation values calculated to
leading order using this expression.

4.1.3 Density n-point functions

The fermion density of species i is given by ρi(z) = ψ†i (z)ψi(z). To use
the framework of the previous section to calculate correlation functions of
this composite operator it will be necessary to contract ψ†i (z) and ψi(z) at
the same point using the the background field Green’s function. We only
have the approximate function GIR, which is not valid for length scales of
order 1/kF or shorter so it cannot be used for this. We will instead only
study correlations of the total fermion density operator that is invariant
under the global U(Nf ):

ρ(z) =
∑
i

ψ†i (z)ψi(z). (4.25)

In calculating a correlation function 〈ρ(z1)ρ(z2)...〉 using Eq. (4.4) we sum
over the different permutations of the contractions of ψ†i and ψi, and over
the flavor indices i. The background field Green’s function is diagonal in
indices so each contraction constrains the sums over flavor indices. One
sum over a flavor index will remain for each cycle of the permutation so
each permutation σ will come with a factorN cycles(σ)

f where cycles(σ) is the
number of cycles in permutation σ. In the small Nf limit that we consider
we have only kept the leading contribution and we should thus only sum
over the permutations with a single cycle since all other permutations are
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ρ(z1) ρ(z2)

(a) Small Nf leading part

ρ(z1) ρ(z2)

(b) Small Nf subleading part

Figure 4.2. Once the fermionic fields have been integrated out and the resulting
determinant set to 1 (by the small Nf limit) there are two classes of diagrams
contributing to the fermion density-density correlator. (a) Shows one of the
diagrams in the first class that contributes at order Nf (b) Shows a diagram in
the second class that contributes at order N2

f .

subleading in small Nf . For density n-point functions with n > 1 we will
then never contract ψ†i (z) and ψi(z) at the same point (since that would
contribute an extra cycle) unless two of the zi are equal. The GIR of the
previous section is thus sufficient for calculating correlation functions of
ρ(z) to leading order in small Nf . See Fig. 4.2 for an example of this in
the case of the density-density correlator. For a fermion density n-point
function we have:

〈ρ(z1)...ρ(zn)〉
k
n/2
F

=Nf
k
n/2
F

(2π)3n/2×

×
∑

σ∈Scyclic
n

s1=±1
···

sn=±1

 n∏
i=1

e−ikF si|zi,σi|+isiπ/4√
|zi,σi|(−isi|zi,σi|+ τσi − τi)

×

×H({siẑi,σi}, {zi}, {zσ(i)}) +O(N2
f ) (4.26)
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4.2 Results

In this section we apply the framework developed in the preceding section
to explicitly calculate some observables in the Nf → 0 limit. As a consis-
tency check we expand these results in the coupling constant and compare
with perturbation theory in Appendix 4.B.

4.2.1 Fermion two-point function

Since we have rotational symmetry we need only consider a positive sep-
aration r. We find the real-space fermion two point function:

〈ψ†(0)ψ(τ, r)〉
k

1/2
F

=−
√
kF
r

e

λ2(τ2−r2)
12π
√
τ2+r2

2π3/2 (τ2 + r2)
×

×
[
(τ − r) sin

(
kF r + λ2τr

6π
√
τ2 + r2

)
+

+ (τ + r) cos
(
kF r + λ2τr

6π
√
τ2 + r2

)]
(4.27)

This is equivalent to what is found in [65] and we refer to that work for
an in-depth analysis of this fermion two-point function.

4.2.2 Density-density correlator

We note the property of the function I

In̂(z1, z2) + In̂(z2, z3) = In̂(z1, z3) (4.28)

This, together with the fact that In̂(z, z) = 0 means that there are consid-
erable cancellations in the sum of Eq. 4.19 for density correlators where
some zi − zj are parallel to each other for different i, j. This is true for
the density 2-point function and therefore it is given by the rather simple
expression:

〈ρ(0)ρ(τ, r)〉k1
F

= NfkF
τ2 − r2 +

(
τ2 + r2) sin(2kF r)e

−
λ2(τ2+2r2)
3π
√
τ2+r2

4π3r (τ2 + r2)2 .

(4.29)
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〈ρ
(0

)ρ
(r

)〉
10

5
/k

4 F

λ2 = 0

λ2 = kF /4

λ2 = kF

λ2 =∞

Figure 4.3. Equal time density-density correlator. Note that for any finite λ
the correlator exponentially approaches the λ =∞ case for large separations r.

The equal time correlator is given by |τ | � r. We can not set τ = 0
directly since this expression is only valid for τ � k−1

F , though we see
that the limit |τ | � r has the same effect.

〈ρ(0)ρ(r)〉k1
F

= NfkF
sin(2kF r)e−

2λ2r
3π − 1

4π3r3 . (4.30)

For λ = 0 we see the familiar Friedel oscillations with wave-vector 2kF
and a power-law decay. For a finite coupling λ the oscillations decay
exponentially in the separation r with decay length set by 1/λ2. See
Fig. 4.3. For separations longer than 1/λ2 we have

〈ρ(0)ρ(τ, r)〉k1
F
≈ 〈ρ(0)ρ(τ, r)〉IR ≡ NfkF

τ2 − r2

4π3r (τ2 + r2)2 . (4.31)

In momentum space this is

〈ρ(−ω,−k)ρ(ω, k)〉IR = NfkF
|ω|

2π
√
ω2 + k2

. (4.32)

In this limit the scale λ2 drops out and the IR behavior of the density-
density correlator is independent of λ2. The value of λ2 only sets the scale
of a crossover to this IR behavior.
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All momenta close to ±kF ẑ12

All momenta close to ±kF ẑ12

ρ(z1) ρ(z2)

(a)

All momenta close to ±kF ẑ12

All momenta close to ∓kF ẑ12

ρ(z1) ρ(z2)

(b)

Figure 4.4. These two diagrams correspond to the two dominant classes of
momentum configurations for large separations z2 − z1. Here we imagine an
infinite series of boson exchanges attached in all possible combinations on the
upper and lower lines. Since the boson carries momentum much smaller than
kF , this will still keep the fermion momenta in the same patch along the upper
and lower lines. The two lines however need not belong to the same patch. Since
only two opposite patches dominate in the large separation limit the upper and
lower lines are either in the same (a) or opposite patches (b). In the former case
the dominant external momentum is small compared to kF , in the latter case the
dominant external momentum is close to ±2kF ẑ12.

The result in (4.29) can be understood by considering the infinite
sum of diagrams contributing to it. Each diagram will have two fermion
lines, one going from the insertion of ρ(0) to ρ(τ, r) and one in the oppo-
site direction. A general diagram will have many boson exchanges along
these lines. Each fermion propagator will have its momentum close to the
Fermi surface for low energy processes. The boson will carry a momentum
much smaller than kF for the dominant processes. Therefore each of these
two fermions lines will have their momenta confined to one patch each of
the Fermi surface. We know from section 4.1.1 that the two dominating
patches are in the directions parallel to z12 = z2− z1. There are thus four
dominant regions of the multidimensional momentum space associated to
each diagram. All momenta on the line from ρ(z1) to ρ(z2) can be either
in the patch close to −kF ẑ12 or kF ẑ12, and similarly for the momenta on
the line from ρ(z2) to ρ(z1). See Fig. 4.4. We separate the contributions
from processes where the two patches are the same, G+

ρρ, and where they
are opposite, G−ρρ:

〈ρ(0)ρ(τ, r)〉k1
F

= G+
ρρ,k1

F
(τ, r) +G−

ρρ,k1
F

(τ, r) (4.33)

Processes with opposite patches have external momenta k ≈ ±2kF ẑ12
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and are thus the oscillating part of Eq. (4.29) while processes where the
patches are the same have external momenta k � kF :

G+
ρρ,k1

F
(τ, r) = NfkF

τ2 − r2

4π3r (τ2 + r2)2 (4.34)

G−
ρρ,k1

F
(τ, r) = NfkF sin(2kF r)

e
−
λ2(τ2+2r2)
3π
√
τ2+r2

4π3r (τ2 + r2) (4.35)

The non-oscillating part, G+
ρρ,k1

F
(τ, r), receives no corrections from inter-

actions at all. This is expected since the diagrams contributing to this
are completely symmetrized fermionic loops. It was shown by Feldman
et. al that the leading contribution to this, as ωi, ki � kF , cancels out
completely in the symmetrized sum (this point of their calculation was
specifically pointed out in [145]). Only the non-interacting diagram is not
a symmetrized fermionic loop and it survives the cancellation.

The oscillating part, G−
ρρ,k1

F
(τ, r), does not have this cancellation since

now two of the vertices in the fermionic loop has momenta of order kF .
Here however it turns out that the sum of all these diagrams exponenti-
ates and for large separations they completely cancel. The density-density
large separation result above is therefore exactly what is obtained by a
simple one loop calculation, only taking into account the process where
both fermions are on the same patch. The fact that all processes with op-
posite patches cancel out is, however, non-trivial and requires the above
non-perturbative calculation to be seen. The exponentiation and subse-
quent cancellation for large separations is the main new result obtained
from applying the framework of the previous section to the density-density
correlator.

4.3 Conclusion

The limit of low energies compared to the Fermi energy constrains fermions
to live very close to the Fermi surface and only scatter in the forward di-
rection. This makes the fermions almost one-dimensional. This “hidden”
one-dimensionality and its consequences has been noted before, see [146]
for an overview. We write almost one-dimensional because for some pro-
cesses the fermions still see the curvature of the Fermi surface. There
are, however, sectors where the curvature is not seen and the fermions
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can be exactly described as one-dimensional albeit coupled to a two-
dimensional boson. The Nf → 0 limit singles out this sector precisely.
Only the fermionic loops see the curvature. Studying the effectively one-
dimensional fermions in the Nf → 0 limit in this work allowed us to
calculate all fermion n-point function of a quantum critical metal. In Sec-
tion 4.1.2 we presented a closed form expression for the fermion-fermion
n-point function. In Section 4.2.2 we used this expression to calculate the
fermion density two-point function. As a next step we would like to also
use this expression to calculate the current-current correlator to obtain
the optical conductivity.

The physics of the Nf → 0 limit quantum critical metal is not expected
to be similar to the, currently intractable, finite Nf case. We can however
use it to gain some insights into how the different diagrams of the full
perturbation theory behave as we saw for the density-density correlator.
It provides an alternative to the studies of the opposite limit of large Nf

[24, 60, 144, 147].

Another extension of this theory is the matrix large N limit. This has
been studied in the context of quantum critical metals both directly in
field theory [42, 148] and in many works through the use of the AdS/CFT
correspondence [149]. All fermionic loops are gone in this limit as well,
so we believe it can be solved similarly to how the Nf → 0 case was.
The matrix large N case is more limiting since additionally only planar
diagrams are kept so we have chosen not to study it here. In [150] the
authors study a Reissner-Nordström black hole in AdS4. This is dual
to a CFT in 2+1 dimensions at a finite temperature with a global U(1)
symmetry with the corresponding chemical potential turned on. The CFT
contains fermions charged under the U(1) so one might expect a FS to
form. They calculate the charge density two-point function numerically
and indeed see oscillations, below a critical temperature. Similarly to
what we found, and in contrast to Friedel oscillations, the authors of
[150] find that the density-density oscillations decay exponentially even
at T = 0. Whether this T = 0 exponential decay is a general feature
of strongly interacting fermions at finite density or a consequence of the
boson dominated limits Nf → 0 or matrix large N is too early to tell.
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4.A Calculating hn̂1,n̂2(z)

In this section we calculate the function hn̂1,n̂2(z) as defined in Eq. 4.22.
Up till now we have not had to consider the form of the boson propagator.
To continue we need to use the specific form of the free boson propagator
of our theory:

GB(k) = 1
ω2 + k2

x + k2
y

. (4.36)

We need to perform three integrals to find h. First we make the change
of variables k = rn̂1× n̂2 + rs2z× n̂1 + rs3z× n̂2. After integrating r over
all of R we have

hn̂1,n̂2(z) = −
ˆ ds2ds3

(2π)3
π|τ n̂1 × n̂2 · z|3

(ns × z − n̂1 × n̂2)2×
1

((1 + is2τ)n̂1 × n̂2 + τns × τ̂) · z×
1

((1− is3τ)n̂1 × n̂2 + τns × τ̂) · z (4.37)

where ns = s2n̂1 + s3n̂2 and τ̂ = (1, 0, 0). We can now do the s2 integral
using the residue theorem. The denominator is a fourth order polynomial
in s2. Two roots are polynomials in s3 whereas the the remaining second
order polynomial in s2 has roots in terms of radicals of s3. The contribu-
tion from the first two poles can thus easily be integrated once again, now
over s3, since it is a rational function. The range is no longer R since the
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pole in s2 will leave the upper half plane where we close the s2-contour
for certain values of s3. The contribution from the last two poles is more
involved because of the radicals. One of these poles is always in the UHP
and the other in the LHP so we only need to account for one of them. By
making the change of variables

s3 7→
√
τ2 + y2 sinh(w)− x
τ2 + x2 + y2 , (4.38)

we get rid of the radicals and can carry out the w integral. In the end the
total result can be written as

hn̂1,n̂2(z) = 1
4π(1− n̂1 · n̂2)

[
|n̂1 � z|+ |n̂2 � z| − 2r+

− 2τ n̂1 · n̂2 − i(n̂1 · z + n̂2 · z + iτ)
|n̂1 � n̂2|

×

×
(
πθ(−τ) + isgn(n̂l � z) log (A) +

+ i
[
θ(−n̂1 � z)− θ(n̂2 � z)

]×
× log

[
iτ n̂1 � n̂2 + n̂1 � z − n̂2 � z

n̂1 � n̂2(n̂k · z + iτ)

] )]
, (4.39)

where

z =(τ, x, y) (4.40)
ni =(xi, yi) (4.41)

r̃ =sgn(n̂l � z)
√
τ2 + x2 + y2 (4.42)

n̂1 · n̂2 =x1x2 + y1y2 (4.43)
n̂1 � n̂2 =x1y2 − y1x2 (4.44)
n̂1 � z =x1y − y1x (4.45)

k =
{

1, for n̂1 � n̂2 < 0
2, for 0 < n̂1 � n̂2

(4.46)

l =3− k (4.47)
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and

A =(n̂1 · n̂2 − 1)(τ(1 + n̂1 · n̂2)− i(n̂1 + n̂2) · z)
(n̂1 � n̂2)2(iτ + n̂1 · z)(iτ + n̂2 · z)

×

×
(
ir̃τ |n̂1 � n̂2|+ (n̂l � z − r̃)(n̂k � z + r̃)+

+ τ2n̂1 · n̂2 − iτ(n̂1 · z + n̂2 · z) + τ2
)1/2

. (4.48)

We see that the prefactor of this expression diverges for n̂1 = n̂2 and this
case has to be treated separately. The function is continuous at this point
however, and we can simply take the limit n̂1 = n̂2 to obtain

hn̂,n̂(z) = r3 − |n̂ � z| (3(n̂ · z)2 + 3iτ n̂ · z + (m̂ · z)2)
12π(n̂ · z + iτ)2 . (4.49)

This can be compared to the calculation for the two-point function. There
we have n̂ � z = 0, and using this we get

hn̂,n̂(z) = r3

12π(n̂ · z + iτ)2 = (n̂ · z − iτ)2

12π
√

(n̂ · z)2 + τ2 . (4.50)

This agrees with the previous result of [65]. For the density-density cor-
relator we additionally need h for n̂1 = −n̂2 and n1 � z = 0. Taking the
limits simultaneously we find

hn̂,−n̂(z) =−
√
τ2 + (n̂ · z)2

4π . (4.51)

We note that A diverges as ∼ 1/n̂1 � n̂2 for n̂1 = −n̂2. The prefactor of
the logarithm is proportional to n̂1 � z.

hn̂1,n̂2(z) = |n̂1 � z| log(|n̂1 � n̂2|)
4π + finite. (4.52)

We have an additional constraint in Eq. (4.20) however, the ni are parallel
or anti-parallel to wi− zi. Using this one can show that this divergence in
h as n̂1 and n̂2 become anti-parallel cancels out in the sum of Eq. (4.20)
and is not seen in observables.
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4.B Perturbative verification

To verify our non-perturbative results we can expand in the coupling con-
stant λ and compare with perturbation theory. We do so here for both
the fermion two-point function and the density-density correlator, both
up to order λ2. Since our non-perturbative results are only valid at long
wavelengths and low energies, we will expand around singularities in mo-
mentum space and verify that the leading singularities agree with pertur-
bation theory. We start off by verifying the two-point function (4.27) at
tree level:

〈ψ†(0)ψ(τ, r)〉
k

1/2
F ,λ0 = −

√
kF
r ((τ − r) sin(kF r) + (τ + r) cos(kF r))

2π3/2 (τ2 + r2)
.

(4.53)

In momentum space this is

〈ψ†(0)ψ(ω, k)〉
k

1/2
F ,λ0 =−

√
πkF (1 + i sgn(ω))×

×
ˆ ∞

0
dr
√
rJ0(kr)e−r|ω|+ikF r sgn(ω) (4.54)

where J0 is the zeroth Bessel function of the first kind. We look for singu-
larities and therefore want the integral to diverge. The only possibility for
this is when ω = 0, so there is no exponential decay, and when k = kF , so
the oscillations of the Bessel function cancels those of the exponential. To
expand around this point we can approximate the Bessel function with its
asymptotic oscillatory behaviour. In doing so we only modify the finite
part of the integral. We find

〈ψ†(0)ψ(ω, kF + kx)〉
k

1/2
F ,λ0 =

(
1− iω

2kF

) 1
iω − kx

+

+ 1
8kF

log
(

kF
iω − kx

)
+ finite. (4.55)

The full fermion two-point function of our toy model at tree level is given
by

〈ψ†(0)ψ(ω, k)〉λ0 = 1
iω − k2/(2kF ) + kF /2

≈ 1
iω − (k − kF ) ≡ G

patch
0 (ω, k − kF ) (4.56)
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ψ̄(z1) ψ(z2)

Figure 4.5. The single diagrams that contributes at order λ2 to the fermion
two-point function.

ρ(z1) ρ(z2)

(a)

ρ(z1) ρ(z2)

(b)

ρ(z1) ρ(z2)

(c)

Figure 4.6. The three diagrams that contribute at order λ2 to the density-
density correlation function.

We see that the results agree to leading order for ω � kF and k close to
kF . This same technique is used below to find the leading divergences of
the higher point correlators and also of the higher order in λ contributions
to the correlators. The two-point function, Eq. (4.27), expanded to second
order in λ is found to be

〈ψ†(0)ψ(ω, kF + kx)〉
k

1/2
F ,λ2 = −λ2

√
k2
x + ω2

4π(kx − iω)3 + subleading. (4.57)

This is to be compared to the diagram in Fig. 4.5. Evaluating this diagram
with all fermion propagators linearized at the patch of the Fermi surface
at k = (kF + kx)x̂ gives

D4.5 =λ2Gx̂0(ω, kx)2
ˆ dω1dqxdqy

(2π)3 Gx̂0(ω + ω1, kx + qx)GB(ω1, q)

=λ2
√
k2
x + ω2

4π(iω − kx)3 (4.58)

where Gx̂0 is defined in Eq. 4.56. The density-density correlator (4.29) at
order λ0 is easily verified in real space using (4.27) at the same order. To
verify the density-density correlator at order λ2 we need to calculate the
three diagrams in Fig. 4.6. Diagram 4.6ab can similarly be obtained by
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combining the fermion two-point function at order λ0 and λ2 in real space:

D4.6a(τ, r) = −NfGλ0(τ, r)Gλ2(−τ, r) (4.59)
D4.6b(τ, r) = −NfGλ2(τ, r)Gλ0(−τ, r) (4.60)

Subtracting these two diagrams in real space from Eq. (4.29) and Fourier
transforming we find for small ω and k ≈ 2kF :

〈ρ(−ω,−k)ρ(ω, k)〉kF ,λ2,N1
f
−D4.6ab(ω, k) =

=− Nfλ
2√kF

4π3
√
|ω| Re

[
(1 + i)K

(
i(|k| − 2kF ) + |ω|

2|ω|

)]
+

+ subleading. (4.61)

where K is the complete Elliptic integral of the first kind. Calculating
Diagram 4.6c requires a more involved calculation. Since we are interested
in the external momentum k = (2kF + kx)x̂, |kx| � kF , we can expand
the fermion propagators in momenta in the patches at ±kF x̂. After this
we can perform all the momentum integrals to obtain:

D4.6c =−Nfλ
2
ˆ d3k1

(2π)3
d3q

(2π)3G
x̂
0((2kF + kx)x̂+ k1)×

×Gx̂0((2kF + kx)x̂+ k1 + q)G−x̂0 (k1 + q)G−x̂0 (k1)GB(q)

=Nfλ
2√kF ˆ dωBd2q

(2π)3

√
kx + iω −

√
kx + qx − i(ωB − ω)

π
(
q2
x + ω2

B

) GB(ωB, q)

+ subleading

=− Nfλ
2√kF

4π3
√
|ω| Re

[
(1 + i)K

(
ikx + |ω|

2|ω|

)]
+ subleading. (4.62)

We have thus verified the density-density correlator at order λ2.
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Chapter 5

Boson-dominated quantum
critical metals at Lorentz
symmetric point

5.1 Introduction

In Sec. 1.4 we studied several, rather exotic, limits of a quantum critical
metal in which fermion loops are suppressed. This results in a theory
where fermions get non-perturbative corrections from the bosons but the
boson does not receive any corrections from the fermion.

In this chapter we consider a general extension of the theory of the
quantum critical metal such that all diagrams contributing to the fermion
self-energy may differ in their numerical weight but they retain their de-
pendence on the external parameters. The only constraint is that all dia-
grams containing fermionic loops are suppressed. We thus study a more
general class of theories within which the matrix large N or small Nf

limits are included. This class of theories contains more than these two
extreme limits. One example is a theory with a global SU(N) symmetry
such as the matrix large N , fermions in the fundamental and boson in the
adjoint and additionally a global U(Nf ) under which only the fermions
transform, in the fundamental. Taking Nf → 0 suppresses all fermion
loops, but each value of N gives a different theory. We refer to these
theories, with suppressed fermionic loops, as boson-dominated theories.

Only fermion momenta close to the Fermi surface are important when
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Figure 5.1. One-loop correction to fermion two-point function.

considering low energies. When calculating the fermion two-point function
without corrections from fermionic loops we only need to consider a single
patch of the Fermi surface. Let us consider a patch centered at k = kF x̂
and introduce patch coordinates k = (kF + kx)x̂ + kyŷ. We can then
approximate the free fermion two-point function by

G0(k) = 1
iω − vkx − k2

y/2m
(5.1)

The term quadratic in ky is important for convergence of the boson mo-
mentum integrals, but after performing them we can take m→∞ to find
the low energy behavior. This amounts to taking m→∞ from the start,
but keeping in mind that we should take the ky → ±∞ limits at the same
time, a type of principal value integral with the divergence at ∞.

The one-loop correction to the fermion two-point function is given by
the diagram in Fig. 5.1. The integral corresponding to this diagram is

Σλ2(ω, kx) ∼ λ2 −
ˆ d3p

(2π)3 lim
m→∞

G0(k + p)D0(p), (5.2)

possibly with some prefactor coming from the specific theory one is inter-
ested in. Calculating this we find

Σλ2(ω, kx) = λ2
log

(
ivω−kx+

√
(1−v2)(k2

x+ω2)
ivω−kx−

√
(1−v2)(k2

x+ω2)

)
8π
√

1− v2
(5.3)

This expression is valid for 0 < v < 1 and 1 < v. The square roots are
defined by analytical continuation in the upper half plane for negative
arguments. For v = 1 we have

Σλ2,v=1(ω, kx) = λ2
√
ω2 + k2

x

4π(iω − kx) . (5.4)

We see that the point v = 1 gives a considerably simpler result. Recall that
we set the boson velocity to c = 1 in Sec. 1.2.2 by a choice of coordinates.
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This means that for v = 1 the UV Fermi velocity and UV boson velocity
are equal. The extreme limits of v → 0,∞ represents different physics
but the point v = 1 is not considerably less interesting than the case of
a general v of order one. With this motivation we will study this special
case.

5.2 Consequences of v = 1 for a boson
dominated quantum critical metal

We will now study the extra symmetry gained at the point v = 1 and
what it entails for a general boson dominated theory as discussed in the
previous section.

As we saw in the calculation of the fermion self-energy, we do not need
to keep the curvature term in the free fermion two point function when
considering the low energy limit. This is true for higher loop diagrams as
well, as long as they do not contain any fermionic loops. For our purposes
the relevant propagators are then

G0(ω, kx) = 1
iω − kx

(5.5)

D(ω, kx, ky) = 1
ω2 + k2

x + k2
y

(5.6)

were we now implicitly consider the patch used earlier for the fermion mo-
menta. Writing w = iω+kx, we see that the boson propagator is invariant
under a rotation w 7→ eiθw, θ ∈ R, whereas the fermion propagator re-
ceives a phase eiθ under the same rotation. The measure in momentum
integrals is invariant under this rotation so any diagram containing only
these propagators will only receive a rotation by a phase einθ upon ro-
tating all external energies and momenta by an angle θ. Since we are in
Euclidean space this rotation corresponds to a Lorentz transformation,
where the speed of light is equal to unity, c = 1. The integer n is given by
the number of fermion propagators which equals to the number of vertices
plus one. On dimensional grounds one can then conclude that the fermion
two-point function is given by

G(ω, kx) =
∞∑
n=0

fnλ
2n(ω2 + k2

x)n/2
(iω − kx)2n+1 ≡ f

(
λ2
√
ω2 + k2

x

(iω − kx)2

)
1

iω − kx
(5.7)
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where f(z) is independent of z̄. The two-point function is thus greatly
constrained, a general two-point function would be described by a gen-
eral function of two real variables. In our case the two-point function is
described by a general function of a complex variable, but since it is holo-
morphic this is morally a function of a single real variable. We call f(z)
the characteristic function of a boson dominated v = 1 theory. The single
scale set by the coupling constant is redundant and we set to λ2 = 1 from
now on. We introduce the map z from Euclidean energy-momentum space
to C:

z : (ω, kx) 7→
√
ω2 + k2

x

(iω − kx)2 (5.8)

and we can then write G(ω, kx) = f(z(ω, kx))/(iω− kx). This is the main
result of this chapter. We will now proceed by studying properties of the
characteristic function.

5.2.1 Properties of the characteristic function

From the self-energy calculation we see that the 1-loop fermion Green’s
function is of the anticipated form and we have f0 = 1, f1 = n1/4π where
n1 is the multiplicity of the diagram in Fig. 5.1 in our particular boson-
dominated scheme. We see that negating the external frequency, ω → −ω,
and making the change of variable for all integrated frequencies ωi →
−ωi, we obtain the complex conjugate of the integrand. Assuming the
multiplicities of all diagrams are real, this means that all fn ∈ R and thus
f(z̄) = f(z). To calculate further coefficients we need to calculate higher
diagrams, but since they all come with different multiplicities that depend
on the particular scheme used to remove fermion loops we will refrain from
that and instead study general properties of the function f .

From causality we have that G(ω, kx) is ω-analytic when continued to
the open right half plane (RHP) (ω is Euclidean) for all values of kx. We
analytically continue the mapping z in ω and consider the image of the
ω-RHP. We find that for 0 < kx, z is onto C with the fourth quadrant and
the line 0 < −iz < 3−3/2kx cut out. See Fig. 5.2. Similarly for kx < 0, z
is onto C with the first quadrant and the line 3−3/2kx < −iz < 0 cut out.
Since the analyticity requirement is true for all kx we thus see that f has
to be analytic everywhere except the positive real axis.

Now we consider unitarity. The spectral function A(ωR, kx) can be
obtained from the retarded two-point function. This is obtained by eval-
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Figure 5.2. These figures show how the ω-region where G is analytic (left) is
mapped by z onto a subset of C (right). Here k = 1 but a different k would just
rescale the image, and flip it upside down for a negative k. We thus see that for
every point z0 ∈ C/R+, there is a k such that a neighbourhood of z0 is contained
in the image of the ω-RHP under the mapping z. The red line shows the real
frequency contour.
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uating the Euclidean two-point function on a contour slightly right of the
imaginary axis, we indicate this with a +0 below

A(ωR, kx) = −2 Im(G(−iωR + 0, kx)). (5.9)

The spectral density obeys the sum rule
ˆ dωR

2π A(ωR, kx) = 1 (5.10)

This relation depends on A at all scales but we only have an expression
for A in terms of f at scales below the Fermi energy. We push the Fermi
energy to infinity and so all spectral weight is contained below this scale
and the above sum rule should then be obeyed by our low-energy spectral
functions. Since G(ω, kx) is ω-analytic in the RHP we can shift the contour
to infinity and we have

−2 lim
r→∞

Im
ˆ π/2

−π/2

−idθireiθ
2π

f

( √
reiθ+k2

x

(ireiθ−kx)2

)
ireiθ − kx

=1 (5.11)

Taking the limit we find

lim
r→∞

Re
ˆ π/2

−π/2

dθ
π
f
(
−(reiθ)−3/2

)
=1 (5.12)

For f regular at 0 this simply means f(0) = 1.
Unless the dispersion of the interacting theory is identical to that of

the free theory, we have that G(−iω, ω) is finite. If we make this slightly
stronger by assuming the two-point function is ω-analytic here we have
that

lim
iω→kx

f (z(ω, kx))
iω − kx

= C. (5.13)

Here C is a constant independent of the direction the limit is taken. Now
consider taking this limit in a general direction with iω in the UHP. Writ-
ing iω = kx + ireiθ, θ ∈ [−π/2, π/2] we have that

lim
r→0+

f
(
−r−3/2√2 |kx|ei(−

3θ
2 −

1
4πsgn(k)))

reiθ = C (5.14)
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We thus have

f(z) = C

(−z)2/3 + subleading. (5.15)

For a non-zero C, f will necessarily have a branch-cut going to infinity
which from our previous considerations has to be along R+. By the reality
condition we have C ∈ R. If the two-point function is not analytic at
iω = kx and some remnant of the free theory dispersion remains in the
interacting case, then f can have different asymptotics. For a simple
discontinuity at this point f still has this asymptotic form in the directions
1 + 0, 1− 0, i,−i though the constants C are different in these directions.

5.2.2 Implications for the retarded two-point function

The retarded two-point function is given by analytically continuing the
Euclidean two-point function in the RHP.

GR(ωR, kx) = G(−iωR + 0, kx) (5.16)

When analytically continuing z we need to separate two cases, in analogy
with relativistic theories we call these time-like and space-like:

z(−iωR + 0, kx) =


√
k2
x−ω2

R

(ωR−kx)2 + 0 sgn(kx) ω2
R < k2

x, timelike

−i sgn(ωR)
√
ω2
R−k2

x

(ωR−kx)2 ω2
R > k2

x, spacelike
(5.17)

This mapping is shown in Fig. 5.3. It is useful to go to light-cone coordi-
nates, α = ωR − kx and β = ωR + kx, G̃R(α, β) = GR(ωR, kx). We then
have

z̃(α, β) =


√
−αβ
α2 + 0 sgn(β − α) αβ < 0, timelike

−i sgn(α+ β)
√
αβ

α2 0 < αβ, spacelike
(5.18)

We see that z is invariant under the “boost” α, β → sα, s3β. This is not an
actual Lorentz boost under which we would instead have α, β → sα, s−1β.
This invariance means that

G̃R(α, β) = sG̃R(sα, s3β) (5.19)

for any s ∈ R. Fourier transforming to real space we similarly have

FG̃R(x+, x−) = s−1FG̃R(sx+, s3x−) (5.20)
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Figure 5.3. These figures show how different regions of (ωR, kx) space (left) are
mapped onto the complex z plane (right). Considering a function f with branch
cut from z = 1 to z = +∞ (indicated with dashed line), it is important what
side of the branch-cut z is for 1 < z. The ε-prescription has been indicated by
separating the red and blue lines slightly. f is real for 0 < z < 1 and therefore
the spectral function is identically 0 in the green regions. The cyan and yellow
regions map to the imaginary axis where f is analytic and therefore the two-point
function is analytic in these regions. The dotted line indicates a turning point
where dz/dωR = 0.
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where

FG̃R(x+, x−) =
ˆ dαdβ

(2π)2 e−i(x+α+x−β)/2 (5.21)

and thus x+ = x + t and x− = t − x. Analogously with Lorentz-boosts,
these “boosts” do not take time-like separations to space-like separations
and vice versa. For spacelike arguments ω2

R < k2
x, z is always on the

imaginary axis. Since f is guaranteed to be analytic there, so is GR
and there are no excitations with velocity larger than 1. For timelike
arguments, z is on the positive real line. We have noted that f could have
singularities and branch cuts on R+. Let us denote the singular point
closest to 0 by r0. This is also the radius of convergence of the series
defining f in Eq. (5.7). For now this could be 0, ∞ or a finite value. In
the next section we will see that in the Nf → 0 limit we have a finite r0
and this is what we will focus on. Before doing so let us see what the
other cases entail:

• r0 = 0 : In this case the series in (5.7) is asymptotic and needs to be
regularized somehow to give a meaningful answer. This is more rule
than exception in quantum field theories, however—in addition to
the Nf → 0 limit—this is not the case for a class of two-dimensional
Fermi liquids [151]. From Eq. (5.17) we see that an f that is not
analytic at 0 means that G is not ω analytic at ωR = −kx, all the
way into the UV.

• r0 =∞ : If f were an entire function, G is non-analytic in ω at
the dispersion of the free theory. To show this assume the opposite
for contradiction. We then have that f is bounded by the above
argument and since it is entire it is necessarily constant and by
unitarity f = 1 and thus we have a contradiction.

• r0 = finite : This is the case we study in detail now.

We now assume a finite r0. f is necessarily not analytic at z = r0. The
preimage of this point is the curve β = −α3r0. This is shown for r0 = 1
as the interface between the green and the blue or red areas of Fig. 5.3. A
singularity in f at r0 corresponds to an excitation in the spectral function.
The dispersion, ωR(kx), of this is then not monotonic. It generally crosses
ωR = 0 for three momenta: kx = 0,±1/√r0. For small kx the dispersion
is ωR = −kx+O(k2

x), for large |kx| the dispersion is ωR = kx+subleading.
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Since all an ∈ R we have that f(z < r0) ∈ R. The spectral function
is thus identically zero in the timelike regions above (kx < 0) and below
(0 < kx) the dispersion. f may have a branch cut for r0 < z and complex
values on either side of it. The reality condition still gives us that f(z +
0i) = f̄(z−0i). In this case the spectral function would have a continuum
in the timelike regions below (kx < 0) and above (0 < kx) the dispersion.
f could also have additional singularities for r0 < z.

Finally we explore the “null” arguments ωR = ±kx. If GR is analytic
at ωR = kx then from (5.15) we have that

GR(kx, kx) = sgn(kx) C

(−2|kx|)1/3 (5.22)

By demanding that GR is analytic at ωR = −kx we find that all fn = 0
for n odd. This means that under quite general assumptions GR is not
analytic at ωR = −kx. For 0 < r0 we have that f(0) = 1 and thus

GR(−kx, kx) = 1
2kx

(5.23)

A finite r0 means that perturbation theory converges inside a disc of radius
r0 in complex z-plane, and diverges outside it. The region this corresponds
to in energy-momentum space is shown in Fig. 5.4. The properties derived
in this section are summarized in Table 5.1.

5.3 Nf → 0 limit

In [65] the authors find that the fermion two-point function for 0 < v < 1
is given by

GR(ωR, kx) = 1
ωR − kxv + λ2

4π
√

1−v2σ(ωR, kx)
, (5.24)

where σ(ωR, kx) is the root, within 0 < Im(σ) < iπ, of the equation

λ2

4π
√

1− v2
(sinh(σ)− σ cosh(σ)) + vωR − kx+

− cosh(σ)(ωR − kxv + 0i) = 0 (5.25)

Taking the v → 1 limit of this we find that the characteristic function
obeys the equation

3f3z2 − 16π2 (f + 2) (f − 1)2 = 0. (5.26)
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Assumption =⇒ Property of GR
none • G̃R(α, β) = sG̃R(sα, s3β)

• analytic for ω2
R > k2

x

r0 = 0 not analytic at ωR = −kx
r0 finite • not analytic at ωR + kx = r0(kx − ωR)3

• A(ωR, kx) = 0 for r0|α|3 < |β|

• perturbation theory converges for
|k2
x − ω2| < r2

0(ωR − kx)4

r0 =∞ • not analytic at ωR = kx

• A(ωR, kx) = 0 for ω2
R < k2

x

r0 > 0 GR(−kx, kx) = (2kx)−1

GR analytic at
ωR = −kx

• r0 > 0

• all fn = 0 for n odd
GR analytic at
ωR = kx

• r0 6=∞

• GR(kx, kx) = sgn(kx)C(−2|kx|)−1/3

Table 5.1. Summary of properties of the retarded Green’s function given dif-
ferent assumptions.
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Figure 5.4. The red area indicates where perturbation theory diverges for
r0 = 1. Perturbation theory converges outside of this area. The dashed line
indicates where the singularity at z = r0 shows up in ωR, kx-space, the solid line
indicates ωR = kx.

This third order polynomial in f generally has three solutions and f(z) has
a triply sheated Riemann surface. From (5.26) we see that the equation
is first order in f at the points z2 = 16π2/3. Two solutions necessarily go
to ∞ and only one sheet remains finite at these points. f is required to
be analytic on the negative real axis so the relevant sheet is the one where
f is finite at z = −4π/

√
3. Analytically continuing from this point and

directing the branch cut starting at z = 4π/
√

3 towards +∞ we find

f(z) = 2π2/3
3√−2

(
1− 3iz√

48π2−9z2

)2/3
− 2(−2π)2/3

3√16π2−3z2

3

√
16π2 − z

(
3z + i

√
48π2 − 9z2

) , (5.27)

where the branch-cuts of all fractional powers are taken to be along the
negative real axis. We have thus found the unique characteristic func-
tion f that both obeys Eq. 5.26 and has the correct analytic structure.
The radius of convergence is given by r0 = 4π/

√
3 and there are no fur-

ther singularities along R+. Directly from (5.26) we find the asymptotic
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behavior

f(z) =
(

32π2

3

)1/3 1
(−z)2/3 + subleading. (5.28)

with the branch-cut towards +∞.

5.4 Matrix large N limit

We believe the matrix large N limit can be found with a similar method as
the Nf → 0 limit. The determinant of the fermion background field two-
point function is a constant also in this case. Another approach would be
to apply the gap equation (see the introduction to this thesis, Eq. (1.67)),
to G expressed in terms of the coefficients {fn}. Performing the inte-
gral results in a recurrence relation for the coefficients {fn}. Although
relatively straightforward, we will not perform this analysis in this thesis.

We will, however, mention some expectations of the result. As noted
in the introduction to this thesis, the authors of [62] study the RG flow
of a matrix large N theory similar to ours in 3 − ε dimensions and find
that the Fermi velocity flows to 0 in the IR. Based on this they make an
ansatz for the fixed-point fermion two-point function and find a solution
to the gap equation

G(ω,k) = Aω2γ−1 (5.29)

where A is a constant and the anomalous dimension γ = ε/4. Their
calculation is based on a general UV Fermi velocity but their solution
does not obey the symmetry found here. Understanding this discrepancy
between our results would be interesting. The fixed point found in [62] is
found for a small ε so one explanation could simply be that it does not
survive to ε = 1.

5.5 Conclusions

We have studied a spherical Fermi surface coupled to massless bosons in
2+1 dimensions in a general limit where fermion loops are suppressed. At
the point where the UV Fermi velocity and boson velocities are the same
we found a symmetry for energies far below the Fermi energy that greatly
constrains the fermion two-point function. The constraints were found
by considering perturbation theory but since they hold to all orders the
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constraint on the two-point function holds into the IR. This allowed us to
find the dispersion relation. For interacting theories with perturbative se-
ries converging in the UV we found a continuous excitation spectrum with
dispersion that is universally non-monotonic and thus showing a splitting
of the FS. The exact behavior of the two-point function is parametrized
with a single holomorphic function f(z) that needs to be determined using
other methods. We showed what this function is for the Nf → 0 case.

In [65] the authors calculated the fermion two-point function in the
Nf → 0 limit of a quantum critical metal for 0 < v < 1. The expression
they find is consistent with most predictions we make in this paper for a
v = 1 quantum critical metal without fermion loops. We therefore believe
that our results are rather robust and gives a good intuition about strongly
coupled boson dominated quantum critical metals despite that we have
assumed v = 1 to obtain these predictions.

Within the theories we studied here we could extend the analysis to
higher point functions and compare with the results found in [67]. One
can also perform two immediate extensions beyond the theories we have
studied that still retain the employed symmetry. Going to higher or lower
dimension by adding more dimensions transverse to the FS will still keep
the ω, kx rotational symmetry. Changing the boson dynamical critical
exponent so we have a low energy boson two-point function

D(k) = 1
k2(1−γφ) (5.30)

will not ruin the symmetry, however it will change the mapping z:

z : (ω, kx) 7→
(
ω2 + k2

x

)1/2+γφ

(iω − kx)2 (5.31)

One could for example consider gφ4 interacting bosons. If the interaction
scale g is larger than λ2, then for energies of order λ the boson is described
by the Wilson-Fisher fixed point with γφ 6= 0 [63], since we are in a limit
where the boson does not receive fermion corrections.
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Samenvatting

In het algemeen worden de interacties tussen fermionen bij een eindige
dichtheid beschreven door de Fermi vloeistof theorie, waarbij men stor-
ingsrekening kan gebruiken om de interacties tussen de fermionen in be-
schouwing te nemen. Wanneer deze fermionen ook reageren met massaloze
bosonen, resulteert dit in een niet-Fermi vloeistof, dit systeem kan niet
langer op de conventionele manier bestudeerd worden door terug te vallen
op storingsrekening. Deze theorieën zijn belangrijk wanneer men kwantum
kritische metalen wil beschrijven; metaalachtige systemen in de nabijheid
van een kwantum kritisch punt (KKP). Het is bekend dat zulke kwantum
kritische punten voorkomen in fermionische systemen, er is daardoor een
algemene behoefte zulke systemen te begrijpen. Het bestaan van zulke
kwantum kritische punten wordt daarnaast gezien als een mogelijk mech-
anisme waarmee zogenaamde “vreemde metalen” en hoge-temperatuur su-
pergeleiders begrepen zouden kunnen worden.

In dit proefschrift bestuderen we een twee dimensionaal sferisch Fermi
oppervlak, gekoppeld aan massaloze bosonen, overeenkomend met een
KKP orde parameter bij nul momentum. We breiden deze theorie uit
naar een theorie waarin de fermionen Nf smaken hebben en een glob-
ale U(Nf ) smaak symmetrie groep. De essentie van deze scriptie is dat
in de Nf → 0 limiet met daaropvolgend een lage energie limiet we de
twee-punt correlatie functie van de fermionen en de dichtheid-dichtheid
correlatie functie kunnen berekenen zonder terug te hoeven vallen op de
eerder genoemde storingsrekening technieken.

Beide functies vertonen inderdaad gedrag dat typerend is voor een niet-
Fermi vloeistof. De pool in de twee-punt correlatiefunctie verbreedt zich
als (ω− ..)−1/2, met een vertakkingslijn die resulteert in een continuüm in
de dispersierelatie. Hierdoor verdwijnt de discontinüıteit in de momentum
verdeling die normaal typerend is voor een Fermi vloeistof. De dispersiere-
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latie wordt hierdoor een niet-monotone functie, waarbij het singuliere punt
van de twee-punt correlatie functie ω = 0 snijdt bij drie verschillende mo-
menta. Dit resulteert in drie verschillende lage energie excitaties en een
splitsing van het Fermi oppervlak. Het centrale Fermi oppervlak heeft
een negatieve Fermi snelheid gelijk aan minus de ongerenormaliseerde bo-
son snelheid, onafhankelijk van de Fermi snelheid in het UV (bij korte
lengteschalen).

De dichtheid-dichtheid correlatiefunctie laat oscillaties zien met een
momentum 2kF en neemt exponentieel af als functie van de afstand, in
tegenstelling tot de correlatiefunctie van een Fermi vloeistof die normaal
afneemt met een machtsfunctie.

Een nadeel van de Nf → 0 limiet is dat we belangrijke effecten in het
infrarood (op lange lengteschalen) hier niet kunnen bestuderen. We kijken
daarom ook naar de dubbele limiet waarin we ook NF → 0 nemen en we
NfkF constant houden. De fermion lus diagrammen die overblijven in deze
limiet kunnen behandeld worden met niet-perturbatieve technieken. De
niet-monotoniciteit van de twee-punt correlatie functies verdwijnt en het
infrarood wordt gekarakteriseerd door een ω2 ∼ k3

x schaling, de twee-punt
correlatie functie verschilt echter van de RPA vorm. Hoewel dit resultaat
hetzelfde is voor eindige Nf , laat het zien dat de resultaten die we vinden
in de limiet waar we eerst Nf → 0 nemen specifiek zijn voor deze limiet.

Een interessante vondst is dat de storingsrekening expansie van de
Nf = 0 fermion n-punt correlatie functies een eindige convergentiestraal
heeft. Hoewel dit niet gebruikelijk is voor quantum velden theorieën komt
dit in ons geval niet geheel onverwacht, gezien hetzelfde zich ook voordoet
in tweedimensionale Fermi vloeistoffen [3]. De straal wordt hier in principe
bepaald door de energieschaal waardoor storingsrekening niet langer ge-
bruikt kan worden om het infrarood te bereiken. Het is onbekend of dit
convergente gedrag specifiek is voor Nf = 0 of dat het ook blijft bestaan
bij een eindige Nf . We presenteren een heuristisch argument in sectie
1.4.6 waarin we beargumenteren dat de convergentiestraal voor NF niet
groter zal zijn dan 1.

Tenslotte nemen we een stap terug en beschouwen we de theorie waarin
een Fermi oppervlak reageert met een massaloos boson in een meer al-
gemene benadering dan de Nf → 0 limiet, maar nog steeds op zo’n
manier dat het boson geen correcties van het fermion ondervindt. Naast
de Nf → 0 limiet bevat dit andere theorieën in de (matrix) grote N limiet
en generalisaties van deze theorieën. We bestuderen de symmetrie eigen-
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schappen van deze klasse van theorieën wanneer de UV Fermi snelheid
gelijk is aan de ongerenormaliserde boson snelheid. We vinden dat het
non-Fermi vloeistof gedrag, dat we eerder vonden in de limiet waar we
eerst NF → 0 nemen, algemeen is voor deze klasse van theorieën en we
bewijzen dat dit in het algemeen het geval is wanneer storingsrekening in
de koppelingsconstante een eindige convergentiestraal heeft.
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Summary

Generic interacting fermions at finite density in two dimensions are de-
scribed by Fermi liquid theory (FLT) and can be studied using pertur-
bation theory in the interaction strengths. Coupling such a theory to
a massless boson however results in a non-Fermi liquid that can not be
studied using conventional methods. These theories show up in particular
when studying quantum critical metals, metallic systems in the vicinity
to a quantum critical point (QCP). Quantum critical points are known to
exist in fermionic systems so there is general need for understanding of
such systems. Most interestingly—though not conclusively—existence of
a QCP has been suggested as a mechanisms for strange-metallicity and
high-Tc superconductivity.

In this thesis we study a two-dimensional spherical Fermi surface (FS)
coupled to a massless boson corresponding to a QCP order parameter at
zero momentum. We extend the theory to have Nf flavors of fermions
and a global U(Nf ) flavor symmetry group. The core of this thesis is
that in the Nf → 0 limit followed by a low-energy limit we need not
rely on perturbation theory, but can non-perturbatively calculate the zero
temperature fermion two-point function and the fermion density-density
correlation function.

Both quantities indeed show non-Fermi liquid behavior. The pole in
the two-point function gets broadened into a fractional power, (ω−..)−1/2,
with a branch cut resulting in a continuum in the spectral function.
This completely removes the discontinuity of the momentum distribu-
tion function that is found in Fermi liquids. The dispersion becomes
non-monotonic, with the singular point of the two-point function crossing
ω = 0 at three momenta. This results in three species of low-energy ex-
citations and a splitting of the FS. The central FS has a negative Fermi
velocity equal to minus the unrenormalized boson velocity, independent
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of the UV Fermi velocity.
The density-density correlator shows oscillations at momentum 2kF ,

however they die off exponentially in the separation as opposed to the
power-law decay of a Fermi liquid.

A drawback of performing the Nf → 0 limit first is that we are still
unable to study important effects in the IR. We therefore also study the
double limit Nf → 0 with NfkF constant. Some of the fermion loop
diagrams survive this limit but are still amenable to a non-perturbative
treatment. The non-monotonicity of the two-point function disappears
and the IR is characterized by a ω2 ∼ k3

x scaling, however, the two-point
function is distinct from the RPA form. While this result is not necessarily
similar to the finite Nf case, it shows that the results obtained in the
Nf → 0-first case are specific to that limit.

An interesting finding is that the perturbative expansions of Nf = 0
fermion n-point functions have finite radii of convergence. This is not
common for quantum field theories. However, it is not completely unex-
pected in our case since the same thing has been found for two-dimensional
Fermi-liquids [3]. The radius is set by the energy scale so perturbation
theory can nevertheless not be used to access the IR directly. We do not
know whether this convergence is specific to Nf = 0 or if it survives to
finite Nf . We do present a heuristic argument in Section 1.4.6 why the
radius of convergence in Nf is not larger than 1.

Lastly we take a step back and consider the theory of a FS interacting
with a massless boson, in a more arbitrary approximation than theNf → 0
limit, but such that the boson still receives no corrections from the fermion.
In addition to the Nf → 0 limit this contains theories in the matrix large
N limit and generalizations of these theories. The symmetry properties of
this class of theories is studied at the point where the UV Fermi velocity
and the unrenormalized boson velocities are equal. It is found that the
non-Fermi liquid behavior found in the Nf → 0-first limit is rather general
in such theories and is proven to exist whenever perturbation theory in
the coupling constant has a finite radius of convergence.
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[67] Petter Säterskog. “A Framework for Studying a Quantum Critical
Metal in the Limit Nf → 0”. In: To be submitted (2017).
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[83] Hilbert v. Löhneysen et al. “Fermi-liquid instabilities at magnetic
quantum phase transitions”. In: Rev. Mod. Phys. 79 (3 Aug. 2007),
pp. 1015–1075. url: https://link.aps.org/doi/10.1103/
RevModPhys.79.1015.

[84] Max A. Metlitski and Subir Sachdev. “Quantum phase transitions
of metals in two spatial dimensions. I. Ising-nematic order”. In:
Physical Review B 82.7 (Aug. 2010). url: https://doi.org/10.
1103%2Fphysrevb.82.075127.

[85] Sung-Sik Lee. “Low-energy effective theory of Fermi surface cou-
pled with U(1) gauge field in 2 + 1 dimensions”. In: Phys. Rev. B
80 (16 Oct. 2009), p. 165102. url: https://link.aps.org/doi/
10.1103/PhysRevB.80.165102.

[86] Max A. Metlitski and Subir Sachdev. “Quantum phase transitions
of metals in two spatial dimensions. II. Spin density wave order”.
In: Physical Review B 82.7 (Aug. 2010). url: https://doi.org/
10.1103%2Fphysrevb.82.075128.

185

https://doi.org/10.1103%2Fphysrevb.48.7183
https://doi.org/10.1103%2Fphysrevb.48.7183
https://books.google.nl/books?id=Ih%5C_E05N5TZQC
https://books.google.nl/books?id=Ih%5C_E05N5TZQC
http://arxiv.org/abs/cond-mat/0605306
https://doi.org/10.1103%2Fphysrevb.39.2344
https://doi.org/10.1142%2Fs0217979299002435
https://doi.org/10.1142%2Fs0217979299002435
https://link.aps.org/doi/10.1103/RevModPhys.79.1015
https://link.aps.org/doi/10.1103/RevModPhys.79.1015
https://doi.org/10.1103%2Fphysrevb.82.075127
https://doi.org/10.1103%2Fphysrevb.82.075127
https://link.aps.org/doi/10.1103/PhysRevB.80.165102
https://link.aps.org/doi/10.1103/PhysRevB.80.165102
https://doi.org/10.1103%2Fphysrevb.82.075128
https://doi.org/10.1103%2Fphysrevb.82.075128


[87] Tobias Holder and Walter Metzner. “Anomalous dynamical scaling
from nematic and U(1) gauge field fluctuations in two-dimensional
metals”. In: Phys. Rev. B 92 (4 July 2015), p. 041112. url: https:
//link.aps.org/doi/10.1103/PhysRevB.92.041112.

[88] Tobias Holder and Walter Metzner. “Fermion loops and improved
power-counting in two-dimensional critical metals with singular for-
ward scattering”. In: Phys. Rev. B 92 (24 Dec. 2015), p. 245128.
url: https : / / link . aps . org / doi / 10 . 1103 / PhysRevB . 92 .
245128.

[89] David F. Mross et al. “Controlled expansion for certain non-Fermi-
liquid metals”. In: Phys. Rev. B 82 (4 July 2010), p. 045121. url:
https://link.aps.org/doi/10.1103/PhysRevB.82.045121.

[90] A. Liam Fitzpatrick et al. “Non-Fermi-liquid fixed point in a Wilso-
nian theory of quantum critical metals”. In: Phys. Rev. B 88 (12
Sept. 2013), p. 125116. url: https://link.aps.org/doi/10.
1103/PhysRevB.88.125116.

[91] A. Liam Fitzpatrick et al. “Non-Fermi-liquid behavior of large-
NB quantum critical metals”. In: Phys. Rev. B 89 (16 Apr. 2014),
p. 165114. url: https://link.aps.org/doi/10.1103/PhysRevB.
89.165114.

[92] R. Mahajan et al. “Quantum critical metals in d = 3 + 1 dimen-
sions”. In: Phys. Rev. B 88 (11 Sept. 2013), p. 115116. url: https:
//link.aps.org/doi/10.1103/PhysRevB.88.115116.

[93] Gonzalo Torroba and Huajia Wang. “Quantum critical metals in
4 − ε dimensions”. In: Phys. Rev. B 90 (16 Oct. 2014), p. 165144.
url: https : / / link . aps . org / doi / 10 . 1103 / PhysRevB . 90 .
165144.

[94] Jean-Paul Blaizot and Edmond Iancu. “Bloch-Nordsieck propaga-
tor at finite temperature”. In: Phys. Rev. D 56 (12 Dec. 1997),
pp. 7877–7892. url: https://link.aps.org/doi/10.1103/
PhysRevD.56.7877.

[95] Maarten F. L. Golterman. “Chiral perturbation theory and the
quenched approximation of QCD”. In: Acta Phys. Polon. B25
(1994), pp. 1731–1756. arXiv: hep-lat/9411005 [hep-lat].

186

https://link.aps.org/doi/10.1103/PhysRevB.92.041112
https://link.aps.org/doi/10.1103/PhysRevB.92.041112
https://link.aps.org/doi/10.1103/PhysRevB.92.245128
https://link.aps.org/doi/10.1103/PhysRevB.92.245128
https://link.aps.org/doi/10.1103/PhysRevB.82.045121
https://link.aps.org/doi/10.1103/PhysRevB.88.125116
https://link.aps.org/doi/10.1103/PhysRevB.88.125116
https://link.aps.org/doi/10.1103/PhysRevB.89.165114
https://link.aps.org/doi/10.1103/PhysRevB.89.165114
https://link.aps.org/doi/10.1103/PhysRevB.88.115116
https://link.aps.org/doi/10.1103/PhysRevB.88.115116
https://link.aps.org/doi/10.1103/PhysRevB.90.165144
https://link.aps.org/doi/10.1103/PhysRevB.90.165144
https://link.aps.org/doi/10.1103/PhysRevD.56.7877
https://link.aps.org/doi/10.1103/PhysRevD.56.7877
http://arxiv.org/abs/hep-lat/9411005


[96] A. Jakovác and P. Mati. “Resummations in the Bloch-Nordsieck
model”. In: Phys. Rev. D 85 (8 Apr. 2012), p. 085006. url: https:
//link.aps.org/doi/10.1103/PhysRevD.85.085006.

[97] Andrea Kernemann and N. G. Stefanis. “Exact solutions for
fermionic Green’s functions in the Bloch-Nordsieck approximation
of QED”. In: Phys. Rev. D 40 (6 Sept. 1989), pp. 2103–2111. url:
https://link.aps.org/doi/10.1103/PhysRevD.40.2103.

[98] A. Jakovác and P. Mati. “Spectral function of the Bloch-Nordsieck
model at finite temperature”. In: Phys. Rev. D 87 (12 June 2013),
p. 125007. url: https://link.aps.org/doi/10.1103/PhysRevD.
87.125007.

[99] A. Jakovác and P. Mati. “Validating the 2PI resummation: The
Bloch-Nordsieck example”. In: Phys. Rev. D 90 (4 Aug. 2014),
p. 045038. url: https://link.aps.org/doi/10.1103/PhysRevD.
90.045038.

[100] A.I. Karanikas, C.N. Ktorides, and N.G. Stefanis. “On the in-
frared structure of the one-fermion Green function in QED”. In:
Physics Letters B 289.1 (1992), pp. 176–183. url: http://www.
sciencedirect.com/science/article/pii/037026939291381I.

[101] D. V. Khveshchenko and P. C. E. Stamp. “Low-energy properties of
two-dimensional fermions with long-range current-current interac-
tions”. In: Phys. Rev. Lett. 71 (13 Sept. 1993), pp. 2118–2121. url:
https://link.aps.org/doi/10.1103/PhysRevLett.71.2118.

[102] L. B. Ioffe, D. Lidsky, and B. L. Altshuler. “Effective lowering
of dimensionality in the strongly correlated two dimensional elec-
tron gas”. In: Phys. Rev. Lett. 73 (3 July 1994), pp. 472–475. url:
https://link.aps.org/doi/10.1103/PhysRevLett.73.472.

[103] B. L. Altshuler, L. B. Ioffe, and A. J. Millis. “Low-energy properties
of fermions with singular interactions”. In: Phys. Rev. B 50 (19
Nov. 1994), pp. 14048–14064. url: https://link.aps.org/doi/
10.1103/PhysRevB.50.14048.

[104] Arne Neumayr and Walter Metzner. “Fermion loops, loop cancella-
tion, and density correlations in two-dimensional Fermi systems”.
In: Phys. Rev. B 58 (23 Dec. 1998), pp. 15449–15459. url: https:
//link.aps.org/doi/10.1103/PhysRevB.58.15449.

187

https://link.aps.org/doi/10.1103/PhysRevD.85.085006
https://link.aps.org/doi/10.1103/PhysRevD.85.085006
https://link.aps.org/doi/10.1103/PhysRevD.40.2103
https://link.aps.org/doi/10.1103/PhysRevD.87.125007
https://link.aps.org/doi/10.1103/PhysRevD.87.125007
https://link.aps.org/doi/10.1103/PhysRevD.90.045038
https://link.aps.org/doi/10.1103/PhysRevD.90.045038
http://www.sciencedirect.com/science/article/pii/037026939291381I
http://www.sciencedirect.com/science/article/pii/037026939291381I
https://link.aps.org/doi/10.1103/PhysRevLett.71.2118
https://link.aps.org/doi/10.1103/PhysRevLett.73.472
https://link.aps.org/doi/10.1103/PhysRevB.50.14048
https://link.aps.org/doi/10.1103/PhysRevB.50.14048
https://link.aps.org/doi/10.1103/PhysRevB.58.15449
https://link.aps.org/doi/10.1103/PhysRevB.58.15449


[105] Andrea Allais and Subir Sachdev. “Spectral function of a localized
fermion coupled to the Wilson-Fisher conformal field theory”. In:
Phys. Rev. B 90 (3 July 2014), p. 035131. url: https://link.
aps.org/doi/10.1103/PhysRevB.90.035131.

[106] J. Quintanilla and A. J. Schofield. “Pomeranchuk and topological
Fermi surface instabilities from central interactions”. In: Phys. Rev.
B 74 (11 Sept. 2006), p. 115126. url: https://link.aps.org/
doi/10.1103/PhysRevB.74.115126.

[107] Joseph Polchinski. “Effective field theory and the Fermi surface”.
In: Theoretical Advanced Study Institute (TASI 92): From Black
Holes and Strings to Particles Boulder, Colorado, June 3-28, 1992.
1992, pp. 0235–276. arXiv: hep-th/9210046 [hep-th].

[108] R. Shankar. “Renormalization-group approach to interacting
fermions”. In: Rev. Mod. Phys. 66 (1 Jan. 1994), pp. 129–192. url:
https://link.aps.org/doi/10.1103/RevModPhys.66.129.

[109] John A. Hertz. “Quantum critical phenomena”. In: Phys. Rev. B
14 (3 Aug. 1976), pp. 1165–1184. url: https://link.aps.org/
doi/10.1103/PhysRevB.14.1165.

[110] A. J. Millis. “Effect of a nonzero temperature on quantum critical
points in itinerant fermion systems”. In: Physical Review B 48.10
(Sept. 1993), pp. 7183–7196. url: https://doi.org/10.1103%
2Fphysrevb.48.7183.
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