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INTRODUCTION

In the six decades since researchers first started to unlock the mysteries of
DNA, a great deal has been learned about what could arguably be called
the most important molecule to life on earth. Much also undoubtedly still
remains to be discovered, and another sixty years will not likely be enough
to exhaust DNA’s secrets. DNA has inspired scientific inquiry in a wide
range of disciplines due to its cornerstone role in the development, func-
tion, reproduction and evolution of all life as we know it. Its properties
and behavior, in their myriad facets, are studied by biologists, chemists
and physicists around the world.

The inquiries of any single individual, in collaboration with but a hand-
ful of others, can only hope to contribute to a small part of this panoply
of scientific research. The studies presented in this thesis all probe ques-
tions on only one topic: the mechanical properties of DNA, and how they
depend on the information stored in it.

The first thought likely to come to anyone’s mind in association with
DNA is the genetic information that it stores. It contains the blueprints
for the development and functioning of all our cells, and we are the re-
sulting product. The DNA is able to store all this information by encoding
sequences of (pairs of') nucleotides, four in all, usually represented by the
letters A, T, C and G. A sequence of these letters encodes information by
the order in which they are linked together, much like our digital systems
employ sequences of ones and zeroes.

It is easy to forget that, on the physical level, a DNA sequence represents
a real molecule, a physical object, with chemical and physical properties
beyond the genetic information it encodes. Indeed, it must use physical
entities to encode that information: DNA molecules are long and chain-
like, made up of small segments (the nucleotides), which come in the four

DNA is a double-stranded molecule, with each strand containing essentially the same
information because there is a fixed correspondence between the type of nucleotide on
one strand and on the other. The pair of nucleotides is also commonly referred to as a base
pair. The terminology does tend to be abused, and the word nucleotide may sometimes
be encountered when actually a pair of them is meant. When the context is purely double-
stranded DNA, as it is in this thesis, this is usually obvious, but it bears stressing.



varieties just mentioned. These segments differ not only in name but they
are also distinct in their physical and chemical make-up.

Therefore, to say that DNA is a molecule is not entirely true. The word
DNA in fact represents a class of molecules, which all differ in the nu-
cleotide sequences they represent. A DNA molecule composed entirely of
A nucleotides is not the same physical entity as one made up entirely of
Cs.

Not surprisingly, then, the physical properties of a DNA molecule de-
pend on the sequence it encodes for. One sequence may be easily bent,
while another is very stiff. It may be intrinsically curved, or prefer to be
very straight. These are the kinds of mechanical preferences that will be
investigated in this thesis.

The elastic properties of DNA become important whenever the DNA
needs to be deformed. Some sequences will resist a given deformation,
while others may yield to it more easily. Examples of DNA deformation
are not hard to find in nature, and occur abundantly in the interactions
between DNA and various proteins. The best known and perhaps most
important such interaction is that between DNA and histone octamers. In
eukaryotic life, histone octamers provide little cylinders around which an
organism’s DNA is wrapped in order to compactify it. DNA and histones
together form little spools called nucleosomes, which have been the object
of much research. We shall look at them in more detail later in this intro-
duction.

For the benefit of the reader, the remainder of this chapter will treat
previous work? upon which the research in this thesis was built, in some
more detail than will be provided in the chapters containing the original
research. A reader familiar with the relevant literature may wish to skip
this introduction.

1.1 MODELING DNA

In order to better understand DNA, we must model it; that at least is the
approach of a theoretical physicist trying to contribute to biology. DNA is
a complicated system that can be, and has been, modeled at various scales,
ranging from all-atom models (see e.g. [4] for a review) to models that are
coarse-grained and simplified at various levels (see e.g. [5]). Full atomistic
models are computationally extremely costly and can only be applied to
systems of limited size and simulations over limited time scales. For this

2 To some of which the author of this thesis has contributed: see [1-3].



1.1 MODELING DNA |

Figure 1.1: In the WLC model, DNA is represented by a smooth curve whose
energy depends on the local curvature.

reason they are not suitable for the topics that the chapters of this thesis
will attempt to illuminate.

On the other end of the spectrum of models we find the worm-like
chain (WLC) model. This is a continuum description that models a DNA
molecule as a flexible beam (see Fig. 1.1). The only degrees of freedom are
bending in the x- and y-directions (if we call the direction along the DNA
molecule z). Because the WLC model assumes the bending characteristics
of the molecule to be isotropic, the Hamiltonian of the system depends on
just one continuous parameter, the local curvature:

. 2
Ewrc = 1;/ (dt;:)) ds, (1.1)

where s parameterizes the curve followed by the DNA, f(s) is the local
unit tangent vector to this curve and A is the bending modulus.

The WLC model is one of the simplest descriptions of DNA that is able
to make useful predictions. Despite its simplicity, it approximates the be-
havior of DNA on large scales quite well. The simplifying assumptions it
makes are justified if the length of DNA is long enough that local devia-
tions average out (although we will come across a situation where this is
not the case in Chapter 2).

However, such a model is really too simple for the purposes of the re-
search presented here. Because we are interested in the effects of DNA
sequence on the mechanical properties of DNA, and that sequence is en-
coded on the nucleotide, or base pair, level, we do not wish to coarse-
grain too far beyond base pairs. In fact, we employ a model throughout

3
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Figure 1.2: In the Rigid Base Pair model, the relation between one base pair and
its neighbour is determined by six degrees of freedom.

that coarse-grains exactly at the base pair level: the Rigid Base Pair (RBP)
model.

As the name implies, this model treats the base pairs of the DNA as
rigid bodies [6]. Between a base pair and its nearest neighbours it assumes
harmonic potentials in all degrees of freedom.

The relative position and orientation between any two rigid bodies can
be described using six degrees of freedom: three translational ones and
three rotational ones. In the context of DNA these degrees of freedom
have been standardized relative to the base pair and given names; the
translational degrees of freedom have been dubbed shift, slide and rise
and the rotational ones tilt, roll and twist. Fig. 1.2 shows the meanings
attached to these names.

The energetics of the RBP model are defined as a quadratic form in
the differences between the six degrees of freedom just defined and their
intrinsic values,

1w, - -
Ergp = > Z(Qn - éﬂ) <Ky - (Qn - 172)/ (1.2)

n



where the vectors 7, represent the degrees of freedom, 7' the correspond-
ing intrinsic values and K, are 6-by-6 stiffness matrices. The sum runs
over all pairs of nearest neighbours in the DNA chain.

The RBP model lends itself well to sequence-encoded mechanics: one
simply makes 79 and K, dependent upon which base pairs are present.
That way we have not one, but sixteen different sets of harmonic springs,
one for each possible combination of two of the four base pairs.> Thus
we obtain a fully sequence-dependent model for the mechanics of a given
DNA molecule.

Various other DNA models, coarse-grained at similar levels to the RBP
model, exist in the literature. The one most closely related to the RBP
model, and one which may supersede it in the future, is the Rigid Base
model. As one might expect, this model treats the individual bases, rather
than base pairs, as rigid bodies, and puts connections between a base
and its nearest neighbours along its strand, as well as the paired base [7-
9]. Such a model is likely to prove more realistic than the RBP model,
although its parameterization is ongoing work. Unfortunately, it is also
computationally far more expensive, because the degrees of freedom in
the model are not independent.

Various other approaches to coarse-grained DNA models have been pro-
posed over the past decades, mostly at sub-basepair resolution. The inter-
ested reader may find a starting point in e.g. [10]. However, the RBP model
strikes the right balance between realism - it is just able to account for se-
quence effects — and computational tractability, as far as the applications
we have in mind here are concerned.

The RBP model therefore forms the basis of all the modeling done in
this thesis. However, before we can put it into action, it needs to be pa-
rameterized. The intrinsic values and the stiffnesses needed can be found
in the literature. There are two approaches: the parameters have been de-
termined experimentally using crystallographic methods [11, 12] and they
have been calculated from all-atom molecular dynamics simulations [13].

For various reasons, these two methods did not produce the same pa-
rameters; there are some significant differences in the predicted values.
Previous research has concluded that the best paramaterization is actually
one where the experimental values are taken for the 7', and the stiffnesses
K, are those found in the all-atom simulations [14]. We will have reason
to reconsider this conclusion in subsequent chapters. (Our remarks on the
topic can be found in Appendix A.)

Due to symmetry considerations (the two strands of the DNA double helix run antiparal-
lel), there are in fact only ten independent types of spring.



We will consider only these nearest-neighbour parameterizations, in
which there are 16 different springs to account for. In reality, however,
the mechanical properties of a base pair step depend on their larger se-
quence context [15—20]. It is generally thought that one should parameter-
ize the mechanical properties of DNA at the tetranucleotide level, but no
parameterization is available that has been studied as extensively as the
basic dinucleotide parameterizations of [11] and [13] (and their hybrid).
We will therefore only make use of these established parameterizations.
However, as we learn more about the system, it seems inevitable that the
models will be updated to include longer-range effects in the future.

1.2 MODELING NUCLEOSOMES

Having settled upon the Rigid Base Pair model for our DNA, we can
apply it to any system we like. There are various systems of interest in
which we find deformed DNA molecules, such as overtwisted DNA that
forms supercoils, DNA rings and loops, and DNA that is put under a
stretching force. The system that has received the majority of scientific
interest, however, has been the nucleosome.

Cells need a substantial amount of genetic information to function,
which means a large quantity of DNA. The human genome, for instance,
contains about 3 x 10° base pairs. A base pair being roughly 0.34 nanome-
ters in length, and since human chromosomes come in pairs, that comes
down to about two meters of DNA per human cell. All of that needs to fit
inside the cell nucleus, the radius of which is only around 10~ meters.

The only reason it is even possible to compress the DNA so much is that
it is much thinner than it is long; the width of a double-stranded DNA
molecule is only about 2 nanometers. Still, one would be hard pressed to
naively try to squeeze a two-meter tangle of DNA into a cell.

Nature has found various methods to compactify DNA enough to fit
inside cells. Bacteria and other prokaryotic organisms can twist up their
DNA molecules so that they form compact superhelical structures [21].
Eukaryotic life has found a solution in wrapping its DNA around small
protein cylinders. A complex of eight histone proteins — the histone oc-
tamer — is wrapped by 147 base pairs of DNA, in about a loop and a half.4
Fig. 1.3 shows a representation of the resulting configuration of the DNA
molecule (the histone core is not shown).

4 For a review on what is known about the structure of the nucleosome, see e.g. [22].
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Figure 1.3: Model of a nucleosome, as described in [1]. The DNA is accounted
for by the Rigid Base Pair model: the green ellipsoids represent the
individual base pairs. It is wrapped around the (virtual) histone core
using 28 binding sites, depicted by red circles.

With the properties of the DNA provided by the Rigid Base Pair model,
a nucleosome can be modeled by forcing the DNA into the right shape.
The DNA is attached to the histone core at 28 points [23], indicated in
Fig. 1.3 by red spheres. As shown in that figure, these binding sites do not
occur at the edges of the base pairs, but rather always halfway between
one base pair and its neighbour. This is because the DNA is bound at the
phosphate groups of the DNA backbones.

The backbone, and hence the phosphates, are not actually part of the
Rigid Base Pair model, so it is not immediately obvious how to enforce
the constraints put upon the DNA by the nucleosome. Several approaches
have been put forward, such as considering the nucleosome as an ideal
superhelix [24], constraining the base pairs to remain close to the places
where they are found in crystallography data [25] or identifying and mod-
eling the sites where the DNA is bound to the histone core [26].

Careful examination of the crystal structure of the nucleosome reveals a
way forward in the latter case. It turns out that the phosphates of the DNA
backbone lie approximately in the mid-plane between two neighbouring

7



Figure 1.4: In the Eslami-Mossallam nucleosome model [1], the base pairs adja-
cent to a binding site are free to move as they like, as long as they
do so symmetrically, in such a way that the midplane (depicted as a
grey plane with a grid) and the attached phosphate (red sphere) do
not move. Twenty-eight such constraints force the DNA into a nucle-
osomal configuration.

base pairs. The mid-plane is an imaginary plane that is exactly halfway
between two base pairs, both positionally and rotationally.

The model in [26] held these mid-planes in place with harmonic po-
tentials, with spring constants based on the thermal fluctuations of the
mid-planes. However, this model contained many parameters to be fitted,
and the model of [26] evolved into that of [1]. The latter model contains no
free parameters, as it instead assumes rigid constraints on the mid-planes
at the binding sites. The mid-plane, and the phosphate, can be kept im-
mobile by ensuring that when one of the base pairs next to the phosphate
moves or rotates, the other one moves or rotates in the opposite direc-
tion. The base pairs adjacent to a binding site are free to move, but are
constrained to do so concertedly, as pictured in Fig. 1.4.

1.3 ACCESSING A SEQUENCE'S AFFINITY FOR NUCLEO-
SOMES

When bound to the histone core, a DNA molecule is significantly de-
formed. The nucleosome is therefore an archetypical example of a system
in which the sequence of the DNA molecule affects the energetics [27]. As
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a result, the sequence affects the positioning of nucleosomes> along a DNA
molecule,® and hence it likely also influences DNA folding on the genomic
scale [32]. Furthermore, since DNA wrapped into a nucleosome cannot be
read out, nucleosome positioning directly influences gene expression [33,
34] (for reviews, see [35, 36]) and DNA replication [37]. Much evidence
exists that evolution makes use of this sequence-dependent nucleosome
affinity to organize chromatin to suit the needs of an organism [38-50].

Due to the importance to eukaryotic life of this system, one of the pri-
mary goals of the field of sequence-dependent DNA mechanics is to mea-
sure’ and predict the affinity of a given sequence for the nucleosome. Not
surprisingly, many different theoretical and computational approaches
have been devised to get a grasp on sequence-dependent nucleosome affin-
ity.

Early work looked for specific sequences and patterns that attracted or
depleted nucleosomes [52-55], followed later by models that attempt to
predict the nucleosome affinity for any given sequence. Some are physical
models [1, 24, 26, 56—61]; many are bioinformatical, based on measured
sequence preferences [62—70] and educated guesses about those prefer-
ences [71-74]. An overview of some of these models and their perfor-
mance can be found in [73] and [75].

It is good to note that accurately predicting nucleosome affinity has
proven difficult. As shown in [73], many models do not perform any better
than a very simply predictor of nucleosome affinity: the percentage of C
and G dinucleotides versus A and T (commonly referred to as the GC
content). In choosing a model for the research presented in this thesis, we
have therefore not looked to find or create the model that performs most
accurately, but one that will allow us a deeper physical understanding of
the underlying properties that determine nucleosome affinity.

Part of the literature in this field has used “positioning’ to specifically mean the placement
of nucleosomes at exact locations, as opposed to more statistical measures like ‘nucleo-
some occupancy’, which has led to some confused discussion in the past [28]. We use the
term ‘positioning” here and in the rest of this thesis in the general sense of ‘effects that bias
the positions of nucleosomes’, be it in a narrowly defined location or in a broad statistical
sense.

Although it is not the only actor in vivo, with important roles also being played by ATP-
driven chromatin remodelers. The latter are known both to override intrinsic nucleosome
preferences encoded into the sequence (e.g. [29]), as well as to cooperate with them
(e.g. [30]). See also [31] for a review on nucleosome positioning.

The history, methodology and the zoo of data on the experimental side is beyond the
scope of this theoretical introduction. However, the interested reader may find a valuable
starting point in [51], which reviews the results found for yeast and the methods used to
obtain them. A number of key references treating other organisms can be found in the
introduction to Chapter 6.

9
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As the many references above show, there is a large zoo of models
out there for predicting nucleosome affinity. The bioinformatical and phe-
nomenological models, while they provide interesting insights into what
the sequence preferences of the nucleosome are, do not teach us much
about the physical origins of those preferences. Many of the physics-based
approaches that have been put forward are not satisfactorily realistic, for
example because they neglect degrees of freedom, or because they do not
account for thermal effects. We will work with the model and methods of
Eslami-Mossallam et al. [1], as it remedies some of these omissions. Let us
therefore briefly describe how that model is used to predict nucleosome
affinity.

The RBP model, when put under constraints like those of the nucleo-
some model described in the previous section, quickly becomes impossi-
ble to treat in closed form, and statistical methods become necessary if
anything is to be learned about the system. The starting point for probing
the behavior of DNA molecules under constraints has been the Markov
Chain Monte Carlo (MCMC) method. This is a standard computational
technique for sampling from a probability distribution that is analyti-
cally intractable. (The ideas behind MCMC methods go back to the 1930s
and 194o0s; the first time it was applied in its basic modern form was in
1953 [76] and this form could be considered mature in 1970 [77]. A treat-
ment of the methods can be found in any modern textbook on computa-
tional methods for statistical physics or for statistics more generally.)

In physics, the distribution of interest is usually the Boltzmann distri-
bution of the state space of a system. Sampling states weighted by their
Boltzmann factor e~£/T) allows one to calculate thermal averages of any
of the system’s parameters. Naturally, MCMC methods are applied widely
in biophysics, where many systems are too complex and heterogeneous
for an analytic treatment.

The state space of a physical system generally consists of all the po-
sitions of its constituents — i.e. its particles or components. An MCMC
simulation moves these constituents around, calculates the system’s en-
ergy after the move based on the potentials in the system, compares the
new energy with that of the system before the move, and decides whether
or not to accept the move based on the change in energy. A basic MCMC
simulation of the RBP model involves randomly moving and rotating base
pairs (making sure not to violate any constraints in the model) and moni-
toring the elastic energies between them.

Using a standard MCMC simulation of a nucleosome with a given se-
quence allows us to estimate the average (meaning thermally averaged)



energy corresponding to that sequence. This is the approach used to ob-
tain a measure of the nucleosome affinity by Eslami-Mossallam et al. [1].
This method is unfortunately not ideal, as it provides the average energy,
while what one would like to know is the free energy. The two differ by an
entropic contribution, which, however, is thought to be only a logarithmic
correction. We will see how to get a measure of the actual free energy in
Chapter 4.

1.4 MUTATION MONTE CARLO

We have described how to use the Eslami-Mossallam nucleosome model [1]
to study a given sequence. But what if one is interested not in the proper-
ties of some specific DNA molecule, but rather of a whole class of them?
As mentioned before, the term DNA does not describe a single molecule.
Rather, there are many different DNA molecules, distinguishable by their
sequence. So what if one wants to know something about the affinity of
a DNA molecule to e.g. a nucleosome, as a function of the sequence en-
coded in it?

One might run an MCMC simulation for different sequences of inter-
est and compare the average energies associated with each. However, the
space of possible sequences can be large. A nucleosome wraps 147 base
pairs of DNA, meaning there are 4147, or roughly 10 different nucleo-
somes. Mapping such a large sequence space becomes as untractable as
integrating over all of the system’s state space.

The solution is to treat the DNA sequence as just another degree of
freedom, and sample it along with the spatial configuration of the DNA.
This way, one can sample not just DNA configurations according to their
Boltzmann weight, but also the sequences. This method has been dubbed
Mutation Monte Carlo (MMC) [1].

A standard Monte Carlo simulation samples the Boltzmann distribution
of a system across its state space,

1
P(0) = ——e PEO), (1.3)
Zg
where Zj is the partition function, 6 encodes the degrees of freedom of
the system, B is the inverse temperature 1/ (kgT) and E is the energy of a
given state.
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The MMC method is a straightforward extension that includes the nu-
cleotide sequence S of the DNA as additional degrees of freedom:

P(8,8) = L o-pres), (1.4)
Zo,s
In the case of our nucleosome model, 6 represents all the inter-base-pair
degrees of freedom (the g in Eq. 1.2, for all 146 pairs of successive base
pairs) and S is a 147-nucleotide sequence.

Such a simulation allows us, for example, to marginalize the spatial
degrees of freedom in order to calculate the probability distribution of the
system in sequence space (as in [1, 78, 79]),

P(S) = L d6P(S,0) = L s, (1.5)
Zo,s Zs

where F(S) is the free energy of the sequence S wrapped into a nucleo-

some.

In such a scheme, the simulation will converge upon the high-affinity
sequences for the constrained system, and one can study their statistical
properties. This was the idea exploited in [1] to study the sequence pref-
erences of the nucleosome as predicted by the RBP model. It allows one
to sample the probabilities of dinucleotide steps, i.e. the combinations of
pairs of neighbouring base pairs, at every point along the nucleosomal
sequence. Such a sampling leads to results like those in Fig. 1.5.

The center of the x-axis denotes the dyad, or the center, of the nucleo-
somal sequence. We see that at this point, the nucleosome heavily favours
the dinucleotides CC, CG, GC and GG. Conversely, the nucleotides AA,
AT, TA and TT are strongly suppressed. Since we sampled the sequences
using Boltzmann weights, this means that it costs, on average, more en-
ergy to place A/T-rich dinucleotides at the dyad than it does to place
C/G-rich ones.

As we move along the nucleosome, we see oscillatory behavior in the
probabilities, with the A/T and C/G dinucleotides trading places many
times. The periodicity of the signals corresponds to the helical repeat
length of the DNA. The preferences of the nucleosome for certain se-
quences stems from the fact that the DNA needs to be bent significantly
to wrap around the histone core. Some dinucleotides accommodate this
curvature more easily than others. Even though the shape of the DNA
wrapped around the histones is close to being circular, i.e. the curvature
is always in the same direction, the direction of curvature is actually con-
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Figure 1.5: Probabilities of finding nucleotides consisting of only A and T, and
nucleotides consisting only of C and G, along the nucleosone. Each
curve represents the total probability of the four dinucleotides listed
in the legend. The probabilities show a clear oscillatory behavior, cor-
responding to the helical repeat of the DNA. The distributions for
this plot were produced using MMC at an artificially low tempera-
ture of 50 K to exaggerate the oscillations and speed up convergence
of the simulation. More information on the temperature-dependence
of the distributions can be found in [1] and Chapter 5.

tinually changing relative to the base pairs themselves. This is because the
DNA is helical in nature, twisting around its own axis about once every 10
base pairs. If at one point the DNA is bent in the direction of positive roll
(see Fig. 1.2), then five base pairs further the DNA is bent in the direction
of negative roll, because the DNA has twisted 180° around its own axis.

This explains the most striking feature of the dinucleotide distributions
found using the RBP model, as well as in experiments [64]. Much more
could be said about these distributions that goes beyond the scope of this
introduction; the reader can find many additional details in [1]. These
kinds of distributions will play a starring role in the later chapters of this
thesis.

The MMC method is the key to accessing such distributions in silico.

The dinucleotide distributions for the nucleosome as discussed here are
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Figure 1.6: The geometry of a nucleosome unwrapping under force, with the
DNA represented as a WLC.

the archetypical example considered in the literature, but the method can
in principle be applied to find distributions (for dinucleotides or oligonu-
cleotides of any other length) for DNA under arbitrary constraints. In
Chapter 5 we will also look into the distributions pertaining to DNA con-
strained to form a ring.

1.5 MODELING NUCLEOSOME UNWRAPPING

A second application of the nucleosome model defined in Section 1.2 has
been to study the unwrapping behavior of the nucleosome. When one
takes the ends of the DNA wrapped into a nucleosome and pulls on them
with sufficient force, the bonds between the DNA and the histone core will
be broken and the DNA will unwrap from its spool.® Due to the geometry
of the system, this is less trivial than it sounds. The DNA is looped around
the histones, and when pulling on the DNA ends, rather than, say, holding
the histone cylinder and pulling the DNA away from it, initially the DNA
is simply tightened around the cylinder. The histone spool will need to
rotate in order to let the DNA unspool.

In reality, the histone core is not a single, solid entity, and its constituent histones also
tend to dissocciate when the DNA is unwrapped [8o, 81]. However, this does not seem to
greatly influence the DNA geometry, as models ignoring this subtlety describe the process
well [2, 82].



During this rotation, the nucleosome under tension must pass through
a state with a relatively high energetic cost, which throws up a barrier to
nucleosome unwrapping. This barrier was first observed experimentally
by Brower-Toland et al. [83], although its origin was not yet understood
at that time. The barrier can be understood purely from the geometry of
the process [82]; in Fig. 1.6 the states the nucleosome goes through when
unwrapping are depicted and in the central picture, the nucleosome is
shown in the state that exemplifies the cause of the barrier. This is the state
where the histone core has made half a turn. We see that the DNA is very
strongly bent where it comes away from the histones, with a curvature
much stronger than in the nucleosome itself.

These ninety-degree kinks in the DNA are of course caused by the ap-
plied tension, and as such they increase in severity when the force applied
is increased. This leads to the nucleosome being kinetically protected against
unwrapping. The harder one pulls on the nucleosome, the higher the en-
ergy barrier becomes and the more it resists unwrapping.

These geometric properties of the system can be understood with a
simple model like the WLC. From such a description one can obtain the
average ballpark of the height of these kinetic barriers, which can serve
as a basic scalar quantity to characterize the unwrapping behavior of a
nucleosome. However, a much deeper look has recently proved possible.
Ngo et al. [84] showed experimentally that a nucleosome wrapped with
the Widom 601 sequence [85] unwrapped asymmetrically, i.e. it tended to
open binding sites first on one side of the nucleosome. Such behavior can-
not be captured with a WLC model, which is homogeneous and cannot
capture differences between the two ends of the nucleosome. The behavior
of course has everything to do with the sequence preferences of the nucle-
osome, and we may turn to the RBP nucleosome model from Section 1.2
to describe this new situation.

This nucleosome model consists of 147 base pairs of RBP DNA under 28
constraints. The only requirement, to allow for unwrapping, is to let some
of these constraints be broken, at the cost of the binding site’s adsorption
energy.? This was done in [2] in order to understand from a theoretical
perspective the results of Ngo. et al.

If we assume that a binding site will only open up if all of the binding
sites either to its left or to its right are open (or at least that we are not
interested in the situations where this does not hold), then we can char-
acterize the unwrapping state of a nucleosome by two numbers, (L, R)

A description of how to arrive at the right adsorption energies can be found in [2], and
the values are presented in Table 3.1.

15



16

| INTRODUCTION

Unwrapping state R|L (Barrier)
0|8 1|7 2|6 3|5 4|4 5|3 6|2 7|1 8|0

0 ] 7O0F T T T T T T T T T
]
2 1 60}

~
N

64
« 56 .
o 4|
= e
] 48 E E S0
% £ L ® o
2 °f 13 3
g 158 §%f
g s £ &
E 124
S 10 30|
4116
12 48 20}
L L L L L L L Lo L L L L L L
0 2 4 6 8 10 12 0|5 1|4 2|3 3|3 4|2 5|0
Unwrapping state L Unwrapping state R|L (Valley)

Figure 1.7: Left: Unwrapping energy landscape of the Widom 601 sequence, as a
function of the number of binding sites opened from the left and from
the right. The grey solid and dashed lines indicate slices through the
landscape at the energy barrier and at the metastable valley, which
are correspondingly plotted in the figure on the right. Right: The
metastable valley and the unwrapping barrier both show the same
asymmetry that biases the 601 nucleosome towards unwrapping from
the right. (Results adapted from [2].)

denoting the number of binding sites open from the left end and from the
right end. The nucleosome has 14 binding sites (each consisting of two
bonds) so that we must have L + R < 14. With these two parameters, we
can then map the energy landscape of the unwrapping nucleosome. This
landscape is presented in Fig. 1.7 for the Widom 601 sequence, and shows
that our nucleosome model also enables us to understand this asymmetric
unwrapping behavior: it is encoded into the nucleosomal sequence. Specif-
ically, this asymmetry is due to a difference in affinity between the left and
right halves of the DNA sequence. A deeper explanation of these effects
can be found in [2].

This incorporation of sequence preferences into the behavior of nucle-
osomes necessitates a new way of viewing them. Just like taking into ac-
count the sequence in the RBP model means that DNA is not one molecule,
but rather a whole class with varying properties, likewise nucleosomes are
not all made equal. Depending on the 147 base pairs chosen to be incorpo-
rated into the nucleosome, it prefers to unwrap from the left or from the
right under tension, as we see here.

Similarly, nucleosomes may be distinguished by any number of proper-
ties, given the number of possible sequences. Beyond asymmetric unwrap-



ping, we could imagine that the sequence affects the height of the barrier,
making the nucleosome more or less stably protected against forced un-
wrapping, as well as other processes like nucleosome breathing (sponta-
neous unwrapping without force) and the storage of twist defects in the
DNA molecule [27]. We will take a further look into such possibilities in
Chapter 3.

1.6 OUTLINE OF THIS THESIS

The introductory sections above should assist the unfamiliar reader to put
the chapters that follow into their past and ongoing context. The chap-
ters have been ordered to facilitate reading, rather than being absolutely
chronological, and could be separated into two parts. Chapters 2 and 3 ap-
ply the methodologies described above to new systems. Chapter 2 applies
the RBP model to a study of intrinsically curved DNA molecules. The
MMC method is used in a simplified form to find DNA sequences that
encode for strong intrinsic curvature, or conversely that make for a very
straight DNA molecule, without any constraints yet placed upon the DNA.
The chapter assesses the behavior of these molecules under a stretching
force, finding that it is possible to create superhelical DNA molecules that
act like small springs.

In Chapter 3 constraints are added to the RBP model. We further the
study of forced nucleosome unwrapping, using the model described in
Section 1.5. Using the MMC methodology we will show that we can de-
sign nucleosomal sequences with particular properties. Specifically, we
will destabilize nucleosomes so that they are not strongly kinetically pro-
tected, and see that we can induce them to unwrap via specific paths.

In Chapter 4 a new model is introduced to predict the affinity of a given
sequence to a nucleosome, based on the dinucleotide distributions derived
from MMC simulations, as described above. This model gives an approx-
imation scheme to the full Eslami-Mossallam nucleosome model [1] de-
scribed in Section 1.2. The resulting calculations for nucleosome affinity
are computationally much less expensive. After setting out the details of
this model, the rest of the chapter is dedicated to determining the accuracy
of the approximation.

This new model opens up many avenues of inquiry that would not
be feasible to go down using the computationally expensive nucleosome
model used in Chapter 3. Chapter 5 will show how the ideas behind this
model can be used to go beyond the basic MMC simulation to extend to
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situations where the selection pressure on DNA sequences is not linked
to the physical temperature of the nucleosome system. The latter is the
case in a certain class of sequence selection experiments, and presumably
in real evolution.

In Chapter 6 the work firmly enters the biological realm, and genome-
wide studies of nucleosome affinities are conducted. These studies would
have been impossible to perform with the full RBP nucleosome model due
to the amount of computing time required. The chapter presents analyses
of nucleosome positioning signals in the promoter regions™ of a wide
range of organisms, and shows that the shapes of these signals are distinct
signatures that separate simple, unicellular lifeforms from more complex,
multicellular ones. The existence of such signals in real genomes points
to the exciting possibility that mechanical evolution, the adaptation of
genomic sequences to favor or disfavor certain physical structures like
nucleosomes, has indeed occurred in nature.

Each of these chapters will draw its conclusions, but we will follow
up with some overarching conclusions and an outlook on the future in
Chapter 6.6.

As a supplement to the chapters described above, several appendices
are also included. Appendix A contains some notes on the differences
between the various ways of parameterizing the RBP model, as well as
on how simulation temperature influences the predictions we make us-
ing MMC. Appendix B provides a numbered list of the DNA sequences
that are mentioned in the chapters of this thesis. This list is referenced
throughout the thesis using the format Sequence [n], so that the reader
may consult the actual nucleotide sequences under discussion.

10 The part of the DNA before the start of a gene sequence, where the machinery that reads

the DNA binds to it, and which is therefore in a position to ‘promote’ the reading of the
gene.



FORCE RESPONSES OF DNA
HELICES

THIS CHAPTER IS BASED ON:
Tompitak, Schiessel and Barkema 2016 EPL 116 68005 [86]

In the Introduction, we started by introducing the basic model we use to
describe DNA and its sequence-dependent properties. We then went on to
show how we could use this model to build representations of interesting
structures such as nucleosomes. Most of the chapters in this thesis indeed
take an interest in such structures, but in this first chapter we will use
the RBP model (see Section 1.1 in the Introduction) without yet placing it
under any rigid constraints.

The sequence effects that we will study in subsequent chapters derive
from a combination of two factors: the intrinsic shape of a DNA molecule
with a given sequence, and the resistence of that molecule to deformation
away from that intrinsic shape. For instance, a sequence will be more ac-
commodating to form a nucleosome if its intrinsic curvature is as close
as possible to the curvature required by the nucleosome, because less de-
formation is needed, and if its stiffness with respect to bending into the
required curvature is small.

Here we specifically take a look at the properties of DNA molecules
that have non-trivial intrinsic curvature. The stiffness of the molecules
will still play a role, but we will choose our DNA sequences of interest by
their intrinsic shape only.

2.1 INTRODUCTION

DNA with intrinsic curvature plays an important role in biological sys-
tems, influencing e.g. the positions of nucleosomes [1, 62, 87] and plec-
tonemes [88—90] and the propensity for stretches of DNA for loop for-
mation [91—93]. DNA molecules can intrinsically encode their preferential
spatial organisation through their underlying base pair sequence. This is
the first step of many layers of spatial DNA organisation on larger and
larger scales, the latter steps only now beginning to be accessible to a
qualitative and quantitative understanding [94].
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The standard description of DNA as a worm-like chain (WLC) assumes
the mechanical properties of DNA to be isotropic (see Section 1.1), and
hence does not account for intrinsic curvature. Previous work has shown
that, in general, this assumption is reasonable as long as the intrinsic
curvature does not build up [95]. Here, we turn our attention to DNA
molecules in which this assumption does not hold. Since strongly bent se-
quences occur in real organisms [96], it is not out of the question that long
stretches of DNA with coherent curvature naturally occur, and we wish
to know how this may cause predictions based on the WLC model to go
wrong.

Artificial sequences with specific patterns of intrinsic curvature are also
of interest. Tandem repeats of the Widom 601 sequence [85] (Sequence [1]
in Appendix B) have been used as templates for reconstituting chromatin
fibers [97—99]. This sequence is intrinsically curved in one specific direc-
tion, and tandem repeats of this sequence have the potential to form su-
perhelical structures, see Fig. 2.1a.

Here, we design sequences with such superhelical intrinsic curvature in
silico and characterize them by simulating their force response. Such struc-
tures have been studied theoretically (e.g. [100-102]) and it is known that
the superhelical geometry influences their force response, if the curvature
of the helix is strong enough that the persistence length of the polymer is
at least comparable to the contour length of a superhelical turn [102].

The question is then whether there exist DNA sequences with an in-
trinsic curvature strong enough to influence their force response. It is not
a priori clear whether we should expect this to be the case. The tandem
repeats of curved sequences like 601, are not generally assumed to feature
such effects, but the 601 sequence is unlikely to be the most strongly bent
sequence, because it is experimentally difficult to access the entirety of
the space of sequences of substantial length. To do the latter, and find the
limits of how strongly curved a DNA sequence can be, we need compu-
tational methods like MMC (see [1] and Section 1.4), as described in the
next section.

It turns out that strong, coherent intrinsic curvature can indeed be
achieved for DNA molecules. Molecules that feature such curvature act
like nanoscale helical springs, which intrinsically resist stretching. The
force response predicted by the WLC model provides a poor fit in the
low-force regime for these sequences. We suggest an alternative descrip-
tion, in which we take the superhelical structure into account.

Some study has been made of the finite-temperature force response of
intrinsically curved polymers, but the problem has only been fully solved
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Figure 2.1: The ground state structures of tandem repeats of A) the Widom 601
sequence (Sequence [1] in Appendix B), B-D) our artificial, highly-
bent DNA sequence, as predicted by the RBP model (Sequence [3])
and E) the natural (in its singular form) kinetoplast sequence (Se-
quence [2]). Helices with various shapes can be produced by varying
the number of additional nucleotides between copies of the sequence.
The numbers of additional base pairs in these figures are A): o; B-D):
o, 1 and 2, E): 2. For the geometric parameters corresponding to these
structures, see Table 2.1.

in two dimensions [103]. Here we employ a discrete description [104] of a
flexible helix, course-graining the DNA to the same level as does the Rigid
Base Pair (RBP) model [11] (see Section 1.1), which we use to numerically
assess the force response. For low forces, the force response of this discrete
superhelix can be described by an extensible WLC model [105, 106] with
effective values for the bending and stretching moduli. This model leads
to a significantly improved prediction for the low-force regime of the force
response over the naive WLC model.

2.2 DESIGNING SEQUENCES WITH INTERESTING CURVA-
TURE

To design sequences with specific properties, we modeled the DNA us-
ing the (RBP) model (see Section 1.1) parameterized by crystallography
data [11], and we employed the Mutation Monte Carlo (MMC, see Sec-
tion 1.4) method to search the space of all possible sequences. The original
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method [1] introduces mutation moves to a standard Monte Carlo simu-
lation of a DNA molecule. We employed a simplified version, which per-
formed only mutation moves and searched (through simulated annealing)
for the most strongly bent sequence. The strength of instrinsic curvature
of the sequence was measured by calculating the ground state configura-
tion of the sequence and taking the inner product between the first and
last tangent vectors to the DNA backbone.

We ran this algorithm on a DNA molecule consisting of 84 base pairs,
and created a tandem repeat of the most strongly bent sequence thus
found (Sequence [3] in Appendix B). In order to create sequences with
different superhelical properties, we created repeats with additional ho-
mogeneous (sequence-averaged) DNA between the repeats, to interfere
with the alignment of the direction of curvature between successive copies
of the sequence. This led to DNA sequences with various values for the
superhelical radius and pitch angle, see Fig. 2.1b-d and Table 2.1.

We also designed a sequence with low intrinsic curvature by taking
our tandem repeat sequence and applying an MMC algorithm similar to
that described above, but which maximizes the sum of the inner products
between the first tangent vector, and a number of tangent vectors along
the rest of the DNA molecule, at intervals of 50 base pairs (roughly 1/3 of
the persistence length of DNA.) This algorithm ensures that the resulting
sequence has low intrinsic curvature both locally and globally.

A major difference between this MMC simulation and the previously
described one, however, is a constraint on the allowed mutations. Starting
with the strongly curved sequence, we mutated it such that the distribu-
tion of dinucleotides in the sequence remained the same, and only their
order was allowed to change. We achieved this by performing mutation
moves that swap pieces of the sequence that both start and end with the
same nucleotides. For example, ATA might be swapped with ATTA, but
not with ATT. By imposing this constraint, both the nucleotide and dinu-
cleotide contents are kept identical. This means for example that the GC
content of the sequence, which is generally thought to be a good indi-
cator of the mechanical properties of a sequence, is invariant. Even more
strongly, keeping the dinucleotide content constant means that (in the RBP
model) the resulting DNA molecules contain the exact same elastic com-
ponents, only in a different order. Even under this constraint, we find that
we can design sequences that seem similar, but in fact have vastly differ-
ent intrinsic curvature properties, and therefore different force responses.
Part of the resulting 4700-base-pair sequence is shown as Sequence [4] in
Appendix B.
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2.3 FORCE RESPONSES

In order to measure the force response, we ran a Monte Carlo simula-
tion of a DNA molecule with the given sequence under a number of
fixed forces and in each case sampled the extension. This led to the force-
extension curves presented in Fig. 2.2. In the case of the intrinsically
straight sequence, the data can be fitted with the prediction from a simple
WLC model [105] to good agreement, see Fig. 2.2c.

For an example of sequences with superhelicial intrinsic curvature, we
first looked to the Widom 601 sequence. A repeat of this sequence in-
deed forms superhelices, as can be seen in Fig. 2.1a. Pulling on the helix
displayed there as well as three other variants with various numbers of ad-
ditional base pairs added between repeats, we obtain the force responses
depicted in Fig. 2.2a. The different responses strongly overlap and do not
deviate appreciably from the WLC fit. The intrinsic curvature of the 601
sequence is not strong enough to have a significant effect on the force re-
sponse. This has also been observed experimentally, see Supp. Fig. 2 in
Ref. [98], and can be understood from the geometry of the superhelix: the
contour length of a superhelical turn is larger than the persistence length
of the DNA at room temperature (see Table 2.1) meaning that the intrin-
sic curvature is lost to thermal fluctuations over distances at which its
magnitude becomes significant [100, 102]. The result is that at this tem-
perature, the relatively weak superhelical nature of the 601 repeat is not
distinguishable from a straight molecule.

In order to get at the effects of the intrinsic curvature, we need a far
more strongly bent sequence. Nature in fact provides such a sequence. A
strongly curved section of DNA has been discovered in kinetoplast DNA
(kDNA) [96, 107]. Taking the sequence depicted in Fig. 2 in [96] and re-
peating it with 2 additional base pairs in between, this DNA sequence
forms a much tighter superhelix than the 601 sequence, see Fig. 2.1e. For
this structure, with a single-turn contour length only 3.5 times the persis-
tence length (see Table 2.1), the force response turns out not to fit the WLC
prediction well. In Fig. 2.2b, we see a clear discrepancy for low forces. At
high extension, the force response is similar, but at low extension, the ten-
dency of the DNA to intrinsically curl up means that it acts like a spring.
Hence more force is needed to stretch it, and the slope of the force-versus-
extension curve is correspondingly higher.

To get a better grasp on the importance of the DNA sequence to the
force response, we turn to the artificial sequences described in the previ-
ous section and compare the force responses of the helical sequences with



that of the straightened one. Since the average elastic properties of the
straight and the curved versions of this sequence are identical, any dif-
ference must be due to the build-up of intrinsic curvature. In Fig. 2.1b-d
and Table 2.1 we see that the artificial curved sequence forms even tighter
helices, with single-helix contour lengths not much larger than the persis-
tence length, so we expect an even larger effect.

In each of the figures 2.2d-f, the red dotted line is identical to that in
Fig. 2.2¢, plotted for reference. In each case there is indeed significant de-
viation from the WLC prediction; the more compact the helix, the stronger
the deviation.

2.4 MODELING SUPERHELICAL DNA MOLECULES

The failure of the WLC model shown above is due to the assumption of
no significant intrinsic curvature. The WLC force-extension curve assumes
that the force response is dominated by the ironing out of thermal fluctu-
ations around an intrinsically straight ground state. To correctly describe
the situation under consideration, we must include the response due to
the intrinsic resistance to stretching by the DNA molecule.

Some studies of flexible rods with intrinsic curvature exist [100-103,
108] but no analytical description at finite temperature in three dimensions
is known. Since the discrepancy for DNA lies mostly in the low-force
regime, we propose a partial solution that describes this regime well.

In order to account for the intrinsic curvature of the superhelical DNA
molecules, we turn to a discrete model for such structures, consisting of a
series of flexible, straight rods, each of which is connected to the next at
fixed angles [104, 109, 110]. Two such angles are necessary to describe the
orientation of one segment with respect to the next, so that this model is
generally known as the two-angle model. These two angles, together with
the length of the connecting rods, fix the shape of the entire superhelix.

For low forces, the backbone of the superhelix in this description be-
haves as an extensible worm-like chain [105, 106], with effective values
for the stretching (¥), bending (A) and twisting (€) moduli, as well as a
coupling between stretching and twisting () [104, 109]. With these param-
eters, the linear response of the superhelix is given by

F kBT’7 kBTg 0 X
My | =| kgTg C 0O 0 (2.1)
M, 0 0 A R
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where F, M; and M, are the force, torsional torque and flexural torque ap-
plied to the system, and x, () and R~ the extension, twist and curvature.
We are interested in the dependence of F on x. If we assume no torques
on the system, Eq. 2.1 reduces to

F = (kBT'i - (kBT)ngz> X. (2.2)

The effective values of the mechanical properties of the superhelical
backbone depend on the elastic properties of the flexible rods that make
up the superhelix, as well as the geometry of the structure, i.e. the two
angles mentioned above, as described by Egs. (96) and further in Ref. [109].
In applying this model to our DNA structures, the flexible rods represent
the connections between consecutive base pairs, so their elastic properties
are those of the DNA dinucleotide steps in the RBP model.

We will characterize a superhelix not by the two local angles between
successive rods, but by the superhelical radius R and the superhelical rise
(i.e. distance travelled along the backbone) per base pair, sg, as these are
simpler to determine numerically. The expressions for the elastic param-
eters in Eq. 2.1 simplify considerably if we assume that R > b (for our
helices, R is generally larger by at least a factor of 30), in which case we
find

r C+(A-C)r?

V= T R? 23
. P (A=C)(b?* —5p)

&7 kT R (2:4)
C=r(A-(A-0O)?) (2.5)
~ 2rAC

A= AT c-a—or (26)
r==> (2.7)

where A and C are the bending and twisting moduli of our DNA model,
R and sy are as defined above, and b is the length of the flexible rods,
i.e. the distance between successive base pairs, taken to be 0.34 nm. In
this continuum limit, the effective spring constant of the system, i.e. the
constant coefficient in Eq. 2.2, reduces to the standard classical form [102,
108].

The bending modulus can be estimated by sampling the tangent-tangent
correlations in a standard Monte Carlo simulation of a homogeneous DNA



Table 2.1: Geometrical parameters (superhelical radius R and distance along the
backbone between successive base pairs sp) and number of times the
persistence length of DNA fits into a single helical turn (I being the
contour length of a single helical turn and [, the persistence length) for
the superhelices depicted in Fig. 2.1. The actual nucleotide sequences
can be found in Appendix B.

Sequence R (nm) | so (nm) | l/l,

Artificial + o bp | 14.60 0.00537 | 1.96
Artificial + 1 bp | 13.37 0.0826 | 1.86
Artificial + 2 bp | 11.09 0.164 1.72
kDNA 26.02 0.0309 | 3.52

601 113.34 | 0.152 17.1

molecule with sequence-average properties at zero force. The twist modu-
lus can be estimated (neglecting the cross terms in the RBP Hamiltonian)
from the twist stiffnesses of the RBP model [111]. The geometrical parame-
ters of the helices were estimated directly from the ground state structure
of the sequences as follows.

We created ground-state structures for long sequences consisting of 500-
1000 concatenated copies of the sequences of interest. This gave us DNA
states like those depicted in Fig. 2.1 but where the superhelical backbone
was much larger than the radius, reducing edge effects. We approximated
the backbones of these structures by calculating the three-dimensional
straight line that best fit (in the least-squares sense) the positions of all
base pairs in the superhelix.

We estimated the radius of each superhelix by taking the average dis-
tance of the base pairs to their closest point on this backbone. We also
used the backbone to calculate for each base pair the (signed) angle be-
tween the connecting line between the base pair and the backbone, and
the same for a reference base pair. These angles ran cyclically from —rm
to 71, and allowed us to determine the base pairs which were an integer
number of helical turns away from the first base pair. This allowed us to
calculate the average distance along the backbone between two successive
such base pairs, and the average number of base pairs per superhelical
turn. Hence we calculated sg, the superhelical rise (i.e. distance travelled
along the backbone) per base pair. The resulting parameters are shown in
Table 2.1.
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Using these values to inform Egs. 2.2—2.7, the force-extension curves for
these structures are given by that of the extensible worm-like chain with
our effective parameters, which can be approximated by [106]:

_ ((kgT)? 1 1 x F
F_< A )[4(1—x/L+F/K)2_4+L_K (28)

where L is the contour length of the DNA and K the effective spring con-
stant of the backbone, written out explicitly in Eq. 2.2.

This equation gives us the force-extension curves represented by the
dashed green lines in Fig. 2.2b,d-f. The agreement with the data at low
forces is significantly better than that of the naive WLC prediction.

The force-extension curves of these superhelical DNA molecules have
three regimes. At low forces, entropy dominates and the force response
follows from the random walk statistics of the effective superhelical axis.
Increasing the force, the superhelical backbone is straightened out. When
the extension is approximately equal to the intrinsic contour length of
the superhelical backbone, we reach a regime where the superhelix acts
as a spring (the energetic regime of our effective extensible WLC) [112].
The slope of the force-extension curve becomes higher because of this
additional restoring force and approaches the classical result for the linear
regime of a flexible helix [102, 108]. Finally, the superhelix becomes so
distorted that the effective model breaks down, and the normal high-force
regime of DNA takes over.

2.5 CONCLUSIONS

We find that, while in most cases intrinsic curvature may not be an impor-
tant factor to the force response of a DNA molecule, it is easy to design
sequences for which the effects of intrinsic curvature are visible. Short se-
quences with such strong curvature also occur in nature, e.g. in kinetoplast
DNA. In such cases, fitting the naive WLC force-extension curve does not
give satisfactory results in the low-force regime. The intrinsic curvature
needs to be taken into account, and we have provided a model to do so,
at finite temperature in three dimensions, and valid for low forces.

The commonly used tandem repeats of the 601 sequence do not show
appreciable effects in their force response and experimental setups using
such sequences should not be affected. However, should more strongly
bent sequences become desirable for such experiments in the future, care
should be taken to ensure that the effects we note here are accounted for.
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Figure 2.3: Simulated force-extension curves, WLC fits and predictions of the
two-angle model combined with the extensible WLC high-force
regime using an ad hoc crossover function, for a) a repeat of the
kDNA sequence (compare Fig. 2.2b); b-d) repeats of the artificial
curved sequence with various numbers of additional base pairs (com-
pare Fig. 2.2d-f).

We also note that the effects to the force response of a DNA molecule
can be tuned through strongly constrained mutations of the sequence.
Surprisingly, both very straight and strongly bent DNA molecules, with
markedly different force responses, can be obtained without altering the
overall GC content, or even the overall numbers of different dinucleotides.

Finally, a practical note. The description presented here improves predic-
tions for the low-force regime of the force responses of superhelical DNA
molecules, but breaks down for high forces. One could stitch together our
description for low forces with the standard high-force limit with an ap-
propriate cross-over function. In Fig. 2.3 are shown Figs. 2.2b,d-f, but with
the low-force prediction replaced by such a combined prediction for the
force response. The cross-over function was chosen, rather arbitrarily, to
be a multiplicative factor to the low-force function that gradually kills it
off, given by 1 — Larctan[(z — z)/b]. In all plots we used z. = 1300 nm
and b = 300 nm.

This approach gives a reasonable approximation to the simulated curves,
and may be of practical use when using our low-force description in real
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applications. However, the crossover function used here is arbitrary and
may not work for all superhelices: there is no reason to assume that the
crossover function should be independent of the superhelical parameters.
Further research may lead to a more physically motivated crossover, simi-
lar to the approach of [106] for the extensible WLC.



DESIGNING NUCLEOSOMAL
FORCE SENSORS

THIS CHAPTER IS BASED ON:
Tompitak et al. 2017 Phys. Rev. E 95 052402 [113]

In the previous chapter we saw how the base pair sequence of a DNA
molecule can significantly affect its mechanical behavior. These effects be-
come especially important when the DNA is deformed by external con-
straints. The archetypical constrained DNA system is the nucleosome, as
described in Section 1.2. We can learn something about the sequence pref-
erences of the nucleosome by considering the Boltzmann probability distri-
bution that the nucleosome imposes on the space of all possible sequences.
A standard way to get a handle on this distribution is to look at dinu-
cleotide distributions along the nucleosome, as in Section 1.4.

Section 1.5 explained how the nucleosome becomes an even richer sys-
tem when we allow the bonds between the DNA and the histone core
to be broken. This system was modeled in [2], based on the nucleosome
model from [1], which also introduced the MMC method. In this chapter
we bring these two studies together by using MMC to analyze the se-
quence preferences of the nucleosome unwrapping under tension, and to
design nucleosomes that display the unwrapping behaviour of our choos-
ing. Specifically, the nucleosomes can be destabilized, reducing their ki-
netic protection from forced unwrapping, and be made to unwrap via a
specific path, much like the asymmetric unwrapping of the 601 sequence
described in Section 1.5. At the same time, we keep the nucleosome stably
bound when not under tension.

The fact that this is possible is in itself surprising, but also has meaning
beyond the matter-of-fact conclusion that we have found a nucleosome
that behaves a certain way. More importantly, it solidifies the idea we put
forth at the end of Section 1.5: that the word nucleosome denotes a class
of systems that may have very different properties based on the DNA
sequences they contain. This chapter provides a concrete example of the
differentiation that is possible among nucleosomes.
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3.1 INTRODUCTION

DNA in eukaryotic cells is folded in a hierarchical series of steps into the
chromatin complex. Whereas details of the higher levels are still debated,
the first level of complexation is well understood: the basic repeated struc-
ture, the nucleosome, involves a short stretch of DNA, 147 base pairs (bp)
in length, wrapped in 1 3/4 turns around a cylindrical aggregate of eight
histone proteins. This results in a disk-shaped particle with a diameter of
11 nm and a height of 6 nm [23]. A short stretch of DNA, called the linker,
connects to the next such protein spool. See also Section 1.2.

DNA is a rather stiff molecule with a persistence length of about 150 bp,
or 50 nm. Therefore, wrapping the DNA into nucleosomes costs energy,
which is compensated by the binding of the DNA backbones to the histone
octamer at 14 binding sites [23], see Fig. 1.3. Because the deformation
energy of the DNA depends on its nucleotide sequence, the affinity of a
given DNA stretch to the nucleosome is dominated by the elasticity and
geometry of that underlying sequence. This allows for mechanical cues to
be written along DNA molecules, telling nucleosomes where to sit and
where not to sit, sometimes called the “nucleosome positioning code” [62]
(for earlier versions of this idea see e.g. [114] and [115]).

Remarkably, these cues can even be written on top of genes, because
the degeneracy of the genetic code allows for multiplexing [1, 116-119].
Beautiful examples are nucleosome depleted regions before transcription
start sites in yeast facilitating transcription initiation [64, 79] (more on this
topic in Chapter 6), mechanically encoded retention of a small fraction of
nucleosomes in human sperm cells allowing transmission of paternal epi-
genetic information [29] (also discussed in Chapter 6) or the positioning of
six million nucleosomes around nucleosome inhibiting barriers in human
somatic cells [50].

So far the role of the DNA sequence has mainly been seen in the po-
sitioning (or antipositioning) of nucleosomes. In other words, one scalar
quantity is attributed to a 147-nucleotide stretch of DNA: its affinity to the
nucleosome.” This, however, oversimplifies the possible roles that DNA
mechanics can play for nucleosomes. Here we advocate the idea that nu-
cleosomes form a highly diverse class of DNA-protein complexes whose
diversity results from the mechanical properties of the DNA sequences
involved. There are some first hints in the experimental literature that

Histone proteins are evolutionary well conserved, but variants exist, and they can contain
posttranslational modifications. Here we neglect these effects and focus exclusively on the
role of DNA elasticity.



nucleosomes can have individual properties [27], especially in the case
of a nucleosome wrapped with the 601 sequence (Sequence [1] in Ap-
pendix B). Recent micromanipulation experiments on this particular nu-
cleosome have revealed its highly asymmetric response to force [84, 120],
reflecting an asymmetry in the bending energy of the wrapped DNA [2].
Such a nucleosome would act as a “polar barrier” for elongating RNA
polymerases [121]. For this reason, asymmetric nucleosomes may have
evolved on real genomes as well, see also [122].

The goal of this chapter is to demonstrate the possibility of designing
DNA sequences that lead to special nucleosomes with non-trivial phys-
ical properties. The asymmetry of the 601 nucleosome mentioned above
is still a somewhat trivial example that simply splits the affinity of the
sequence in two parts (and, since it is not particularly difficult to alter the
affinities of the two halves, asymmetric nucleosomes may well be the rule
rather than the exception). Here we aim to construct nucleosomes that
show a set of physical properties that are unlikely to emerge randomly,
because they require more careful tuning of the mechanical properties of
the nucleotide sequence. We decided to construct nucleosomes that show
unusual responses to external tensions.

There is a wide range of experiments on nucleosomes under tension [83,
84, 123]. Most remarkably, nucleosomes can generally withstand rather
high tensions without unwrapping completely. This has been explained
by the combination of spool geometry and DNA stiffness [2, 82, 110, 124-
126]. In order to completely unwrap, the nucleosome has to flip by 180
degrees around its symmetry axis. This leads to a high-energy transition
state, the half-flipped nucleosome, between the single-wrapped and fully
unwrapped nucleosome. The energy barrier arises due to two strongly
bent DNA stretches in the transition state (see Fig. 1.6), which lead to
a barrier with a height that increases like the square-root of the applied
tension [82, 110]. Nucleosomes, through this force-induced strengthening,
are kinetically protected against transient tension.

In nature, nucleosomes will be subjected to tension through the actions
of various molecular motors that interact with a cell’s DNA [31]. Gener-
ally, this kinetic protection is valuable in maintaining the integrity of the
chromatin. There are also cases, however, where it may be beneficial to
undermine this protection. One such scenario is during the anaphase of
cell division, when the mother cell’s DNA and its newly produced copy
need to separate. This separation can partially fail, because ultrafine DNA
bridges between the two copies tend to form at certain fragile sites along
the genome [127, 128]. This causes tension on the DNA where the two
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copies remain connected. This tension pulls apart the chromatin structure,
which is thought to be a signal for repair mechanisms to target the prob-
lematic section of DNA. The main mechanism is thought to be the expo-
sure, due to the induced force, of bare DNA, which the repair mechanism
has high affinity for [129]. During this repair process, all nucleosomes are
expelled from the DNA; therefore, nucleosomes that easily unwrap under
tension may be helpful in promoting this repair.

Using the MMC method [1] described in Section 1.4, we will demon-
strate that it is possible to construct, in silico, nucleosomes that behave
perfectly “normal” with respect to their affinity to and their positioning
along the DNA molecule, but that display a highly unusual feature in
their response to force. When put under tension these nucleosomes fall
apart rapidly (several orders of magnitude faster than “standard” nucle-
osomes) along a predefined unwrapping path. This nucleosome species
serves as an example of our general idea: that nucleosomes constitute a
class of DNA-protein complexes with a wide range of physical properties.

The use of the MMC method for this purpose is fundamentally no dif-
ferent from its application to the basic, fully wrapped nucleosome as in [1],
but it does demonstrate the broad applicability of the method beyond its
original purpose. One could imagine applying the same methodology to
look for sequences with a range of properties: various other hypothetical
nucleosome ‘species’ that store twist defects or are easily invaded from
one side (the “polar barriers” mentioned above); sequences that easily form
DNA loops; and any other DNA system of interest.

3.2 MODELING NUCLEOSOME UNWRAPPING

We employ the same nucleosome model as in previous work [1, 2, 79]
(introduced in more detail in Sections 1.2 and 1.5), in which DNA is rep-
resented by the rigid base pair model [11] (Section 1.1). This model treats
the base pairs that make up a DNA molecule as rigid plates, the spatial
position and orientation of which are described by six (three translational
and three rotational) degrees of freedom. It assumes only nearest-neighbor
interactions, placing a quadratic deformation energy between successive
base pairs:

1
E=5(9—40)-K-(9—490), (3-1)
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Figure 3.1: Top: two unwrapping states of the model nucleosome under tension,
state (0|5) (left) and state (4[4) (right). Bottom left: energy landscape
(in units of kpT) of the nucleosome at position 826 of the YALoo2W
gene of S. cerevisine under an external force of 14pN. Note that single
wrapped states like (0|5) are located in a metastable valley. Nucleo-
somes with just half a turn of wrapped DNA (e.g. (4/4)) form a ridge
in the landscape. Bottom right: designing a special nucleosome: result
of a free MMC simulation on state (44).

where the g and g are six-component vectors that encode the relative
degrees of freedom between two base pairs and their equilibrium values,
respectively, and K is a six-by-six stiffness matrix.

The sequence-dependence of the model comes into play because every
base pair step, depending on which two nucleotides compose it, has its
own stiffness and intrinsic shape. These parameters can be found in the
literature [11, 13], and we use the same hybrid parameterization [14] as
in [1, 2].

The DNA, modeled with the rigid base pair (RBP) model, is forced into
a superhelix through a set of 28 constraints that represent the 14 binding
sites to the histone octamer and which were extracted from the nucleo-
some crystal structure without introducing free parameters [1] (see also
Section 1.2). In addition, we allow the binding sites of the nucleosome to
be opened at the expense of some adsorption energy in the same way as

35



36

Table 3.1: Adsorption energies of the different binding sites along the nucleo-
some. Sites 1 and 14 denote the outermost binding sites, 7 and 8 the
innermost. The values are taken from [26], and have been modified as
described in [2].

Binding sites | Adsorption energy (kT)
1, 14 11.1
2,13 13.1
3,12 14.7
4, 11 11.1
5, 10 12.0
6,9 16.3
7,8 18.1

detailed in [2]; the adsorption energies for the different binding sites in
the model are provided in Table 3.1. We added 100-base-pair tails with
sequence-averaged elastic properties as handles to apply a tension. Exam-
ple configurations of our model nucleosome under a tension of 14 pN are
provided in Fig. 3.1.

In order to analyze the unwrapping of a nucleosome with a given se-
quence, we put the nucleosome in all possible unwrapping states (L|R)
that can be characterized by the number of binding sites opened from the
left end, L, and from the right end, R. For each state (L|R) we estimate the
average energy from an ensemble of configurations produced by a Monte
Carlo simulation. This leads to an energy landscape as a function of (L|R).

3.3 DESIGNING SPECIAL NUCLEOSOMES

In Fig. 3.1 (bottom left) we depict the energy landscape for the unspooling
of a particular nucleosome under an external force of 14 pN. We chose
14 pN as the force to which to attune our designer nucleotide sequences,
because we wished to work at significant tension, but not such that we
leave the regime of stable nucleosomes, and nucleosomes have been found
to be stable under tensions of up to about this magnitude [84]. We chose
a nucleotide sequence that is associated with a “normal” well-positioned
nucleosome, specifically the one at position 826 of the YALoo2W gene
of S. cerevisine (Sequence [5] in Appendix B), which has been mapped
with single-nucleotide resolution in vivo [130] and which we have used



before to demonstrate multiplexing of mechanical cues and genetic infor-
mation [1].

The unwrapping landscape shows the well-known overall features as al-
ready predicted with sequence-independent models [82, 124]: (i) The most
expensive state is the fully wrapped state (L, R) = (0|0); (ii) a metastable
valley for nucleosomes with a single wrap, L 4+ R = 5; (iii) a ridge for half-
flipped nucleosomes with L + R = 8; and (iv) the cheapest states, nearly
unwrapped nucleosomes, L + R = 12. Nucleosomes that are put under
an external tension for a short enough time will be stuck in states with
L 4+ R = 5, kinetically protected by the ridge, as has been observed re-
cently for three other sequences [84]. We expect that this feature is typical
for the vast majority of nucleosomes.

However, the number of sequences into which a nucleosome can be
wrapped is huge, 4'%7, and each corresponding DNA double helix has dif-
ferent mechanical and geometrical properties. Could it be that among this
huge sea of sequences there is a subset that leads to a very different un-
wrapping landscape? For example, suppose nature required a nucleosome
that acted as a “force sensor”, a nucleosome that is stably wrapped and
positioned under normal conditions but that quickly falls off as soon as it
is put under moderate tension. This might be beneficial in the detection of
the ultrafine DNA bridges mentioned in Section 3.1. We are not claiming
here that such nucleosome exist on real genomes but we want to check
whether they could evolve in principle.

To design a nucleosome that does not get stuck in a set of metastable
states we need to cut a trench through the ridge of metastable states. The
ridge is caused to the largest extent by the strongly bent DNA portions of
half-flipped nucleosomes, see e.g. the (4|4) state shown in Fig. 3.1. What
we need are nucleotide sequences that are soft or intrinsically bent in the
right direction to substantially lower the cost of these bends.

Our strategy to create such sequences is to perform MMC simulations
(see Section 1.4) on nucleosomes that are in an unwrapping state on top
of the ridge, for example in state (4|4). In order to arrive at a DNA se-
quence that provides a low energy cost when wrapped into this state, we
use simulated annealing, i.e. gradually lowering the simulation temper-
ature while the algorithm searches the state and sequence space of the
nucleosome.

We applied this methodology to all the transition states that sit atop the
energy barrier in the unwrapping landscape. Doing so gives us sequences
that are favorable to these particular states, and that cut trenches through
the barrier at the corresponding locations in the landscape. We performed
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Figure 3.2: Energy along the ridge for sequences found using MMC on position
826 of the YALoo2W gene of S. cerevisiae, held in unwrapping states
(4/4) (left) and (1]7) (right). The solid line represents the original
ridge. The dashed line is the ridge after free MMC and the dotted
line after SynMMC.

both free MMC, where any mutation is allowed, and synonymous MMC
(SynMMC), where only mutations are allowed that do not alter the protein
that the DNA sequence encodes for. All the resulting sequences can be
found in Appendix B, Sequences [6]-[23].

3.4 PROPERTIES OF OUR DESIGNER NUCLEOSOMES

In Fig. 3.1 (bottom right) is shown the landscape obtained from a sequence
that we produced through an MMC simulation performed at state (4/4).
The ridge now contains a trench at this position; see also the energy profile
along the ridge, depicted in Fig. 3.2 (left). We also performed a SynMMC
simulation of the same system, the result of which can also be seen in
Fig. 3.2 (left), and shows that we can still dig such a trench on top of genes,
albeit not as deep as in the freely mutated case. It is also possible to put a
trench at an asymmetric position, see Fig. 3.2 (right), which resulted from
free MMC and SynMMC on state (1|7). Taking the nucleosome on the
YALoo2W gene as reference, we find substantial decreases of the energy
at the location of the trench, e.g. reductions of 18.4 for (4]4) and of 12.1 for
(1]7) for free MMC, and of 7.1 for (4|4) and of 2.3 for (1|7) for SynMMC
(here and below all energies are given in units of kpT).

In general, changing the sequence of course affects the entire energy
landscape and not just the favored state. To learn about how much the rate
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Figure 3.3: Distributions along the nucleosome of AT-rich dinucleotides (AA, AT,
TA and TT, frequencies summed) from an ensemble of low-energy se-
quences of the fully wrapped nucleosome and of one in the (4]4)
unwrapping state. The central part, which is wrapped in both cases,
is identical. A phase shift occurs in the perpendicularly bent un-
wrapped tails.

of unwrapping at the given force of 14 pN is affected, we need to calculate
the total barrier height, the difference between the lowest energy state on
the ridge and that in the metastable valley. Defined as such, the reference
nucleosome on gene YALoo2W has a barrier height of 18.5 kT. For free
MMC, in all cases except (0|8) and (8]0), this difference was substantially
reduced, e.g. to 7.4 for case (4|4) and to 13.1 for case (1|7). This suggests
that the lifetime of the metastable state would be reduced by 2-4 orders
of magnitude. For SynMMC, in five of the nine cases the lifetime is raised
(e.g. twofold for case (1|7) as the barrier is now 19.2), in the other cases it
is lowered, specifically to 14.5 for (4]4), shortening its lifetime by a factor
of about 50.

What do sequences look like that feature such trenches in the landscape?
To understand the typical changes in such sequences it is convenient to
consider the properties of an ensemble of sequences produced by MMC
(i.e. a thermal ensemble of sequences, with the probability distribution
given in Eq. 1.5, as opposed to the annealing simulations we have been
doing so far). Shown in Fig. 3.3 is the distribution of AA/AT/TA/TT
dinucleotides found in an ensemble of 10 0coo sequences for the barrier
state (4/4) and for the fully wrapped nucleosome. The characteristic 10-
base-pair periodic signal for the fully wrapped nucleosomes are due to
the well-known nucleotide preferences of high affinity sequences [1, 62,
64, 115]. For state (4|4) we see that in the center of the sequence, which
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Figure 3.4: A: Nucleosome energy landscapes in a small neighborhood of po-
sition 826 of the YALoo2W gene, with the 826-sequence replaced by
the sequences found through SynMMC at states (1|7) and (4/4). In
each case, the replacement sequence still provides a local minimum.
B: Cyclical energy landscapes of sequences found through free MMC
for states (1|7) and (4|4) compared to the sequence at position 826 of
the YALoo2W gene. There remains always a strong local minimum at
position o.



is still wrapped, the preferences are unchanged, but in the bent tails, we
have a phase shift by a quarter of a period. This reflects precisely the fact
that the bending direction in the DNA arms is perpendicular to the one
in the wrapped portion; see the (4|4) example configuration in Fig. 3.1.

We need to check that the sequences we designed actually have good
affinities for nucleosomes. In the case of SynMMC, we are modifying a
genomic sequence, and we indeed find that there is still a local minimum
in the energy landscape along the DNA, see Fig. 3.4A. For the sequences
found using free MMC, there is no genomic context to compare to. There-
fore, we shift the sequence through the nucleosome cyclically and check
that the unshifted sequence is the most favourable one. In Fig. 3.4B we see
that we still have strong local minima for the unshifted sequences.

Also note that in both plots in Fig. 3.4, the overall energy at the min-
ima is similar to or reduced with respect to the original minimum. The
lower energy is possible because the MMC method is not only adapting
the sequence in the unwrapped part (this optimization is at odds with nu-
cleosome affinity, as we have seen). It is also optimizing the still-wrapped
part of the sequence to conform to the nucleosome, even better than the
original sequence did. The result is that the sequences we designed, when
fully wrapped, still give us nucleosomes which have equal or better over-
all affinity for the nucleosome as compared to the original sequence.

Finally we want to check that the results are not force-specific. The
shape of the highly bent sections in the transition state will depend on
the force: a higher force will lead to stronger, more localized curvature.
Because the main feature of the sequences that facilitate crossing the bar-
rier is likely to be the correct curvature direction, we expect our sequence
optimized for 14 pN to also reduce the barrier at other forces. In Fig. 3.5
the effect is shown of the sequence modification on the barrier felt by the
nucleosome at a range of forces. We see that, as expected, the barrier is
significantly reduced across this entire range, and not only at the specific
force at which we designed the sequence.

3.5 CONCLUSIONS

We have shown that the physical properties of nucleosomes, illustrated
here through their response to an external force, depend strongly on the
physical properties of the underlying nucleotide sequence. Not only can
sequences position nucleosomes, but they can also equip them with spe-
cial individual characteristics. Here we demonstrated this by engineering,
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Figure 3.5: The height of the unwrapping barrier as a function of the tension
applied, for the original genomic sequence, and the sequences we
found through optimization for state (4|4) at 14 pN, using both free
and synonymous MMC. Though the sequences were optimized at

a given force, they lower the barrier for the entire range of forces
considered.

via our Mutation Monte Carlo algorithm, special nucleosomes that are
easily unwrapped by an external force, while still being stably wrapped
when no force is applied. Surprisingly, these two characteristics can be
encoded into a single 147-base-pair nucleotide sequence.

One can imagine that a mechanical evolution of nucleosomes may also
occur on real genomes, “speciating” nucleosomes to act as force sensors,
polar barriers, twist storers and so on. What makes such an evolution
special compared to ordinary evolution is that we have here a very direct
mechanical connection between the 147-base-pair sequence wrapped into
a nucleosome — its “genome” — and the phenotype, i.e. the set of physical
properties of the nucleosome. It will be interesting to scan whole genomes
for special nucleosomes and to learn in which genomic context they occur.
We are currently developing the methods necessary for this endeavour.



A MARKOV-CHAIN MODEL FOR
NUCLEOSOME AFFINITY

THIS CHAPTER IS BASED ON:
Tompitak, Barkema and Schiessel 2017 BMC Bioinformatics 18 157 [78]

As we saw in Section 1.3, there are many models to be found in the lit-
erature that attempt to predict, for a given sequence, its affinity to nucleo-
somes. One approach is the biophysical one: sequence-dependent models
that directly address the mechanics of DNA, such as the Rigid Base Pair
Model [11] can be combined with a suitable model for the nucleosome to
access the energetics of nucleosome-bound DNA [1, 2, 24-26, 56, 131]. The
Eslami-Mossallam nucleosome model [1] described in Section 1.2, which
forms the basis for much of the work presented in this thesis, falls into
this category.

Another option is to use a bioinformatics model that defines a (Boltz-
mann) probability distribution on the space of all possible nucleotide se-
quences. The logarithm of such a probability distribution relates linearly
to the free energy of a sequence when wrapped into a nucleosome. One
such probability-based model has been put forward by Segal et al. [62],
and used successfully in follow-ups to that reference [63, 64]. In this chap-
ter we will see that this bioinformatical model can be appropriated be-
yond its original purpose, in that it can also be used in silico to provide
a computationally efficient approximation to biophysical models that are
themselves computationally too intensive, such as the Eslami-Mossallam
nucleosome model.

For the Eslami-Mossallam nucleosome model, the resulting approxima-
tion speeds up the calculation of the affinity of a sequence for the nucle-
osome by a factor of around 10° (in an unoptimized implementation). In
doing so, this approximative scheme makes it possible to use the biophys-
ical nucleosome model of Eslami-Mossallam et al. [1] to analyze far larger
sets of sequences. In Chapter 6 we will use it for genome-wide analyses
of nucleosome positioning signals, which would not be possible with the
pure biophysical model.

In this chapter we will describe the new model and perform a bench-
marking analysis of the approximation to the Eslami-Mossallam nucleo-
some model. We will examine to what accuracy the computationally ef-
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ficient model approximates the predictions of the underlying model for
the first chromosome of S. cerevisiae, and how this accuracy depends on
several factors, such as the stringency of the assumptions that go into the
approximation, the size of the sequence ensemble from which the model
parameters are derived and the application of smoothing filters on those
parameters. In doing so, we may also indirectly draw some conclusions
as to the accuracy that may be expected of models such as that of Segal et
al. [62], which are trained on experimental sequence ensembles.

4.1 REPURPOSING THE MODEL OF SEGAL et al.

Since a nucleosome wraps 147 base pairs worth of DNA, the space of
possible sequences contains 4'47 or about 108 possibilities. It is impossible
to enumerate all of these, so a simple function is needed for the probability
distribution.

Segal et al. do this by treating a DNA sequence as a Markov chain of or-
der 1, where the probability of a nucleotide at a certain position depends
only upon the preceding nucleotide. The probability of the sequence as a
whole is the product of the probabilities of all the nucleotides it is com-
posed of. More precisely, defining S as a sequence of length 147, consisting
of nucleotides S; with i from 1 to 147,

147 146 146
P(S) = P((") Si) = P(Swz| () S))P([) Si) (4.1)
i=1 i=1 i=1
147

n—1
= I_IP(SVI| ﬂ Si)/ (4.2)
n=1 i=1

where we have applied the chain rule of probabilities. If we now introduce
the assumption we mentioned earlier, that the probability of a nucleotide
depends only on the preceding nucleotide, we find the expression given
by Segal et al., i.e.

147

P(S) = P(S1) [T P(SulSu-1). (43)
n=2

We should stress that the value of quantities like P(S,) depends not just
on the value of S, (i.e. which nucleotide is represented) but also on the po-
sition along the nucleosome, n. These probability distributions for, in the
case of Segal et al., dinucleotides, can be obtained by analyzing a suitable



ensemble of sequences that have high affinities for the nucleosome. Segal
et al. generate such an ensemble from the genome they are interested in
making predictions for, by mapping actual (in vitro) nucleosome positions
along the DNA. Although the original model did not perform very well
[75], this model has been applied with success — after a refinement of the
model and employing a better training data set — to predicting nucleosome
positions, by Field et al. [63] and Kaplan et al. [64].

These experimental probability distributions do not capture only the
intrinsic mechanical preferences of the DNA. They also capture inher-
ent biases in the sample (a genomic sequence necessarily contains only
a small subset of all 10 possible sequences) and biases of the experimen-
tal method. This makes it difficult to evaluate the accuracy of the model,
since both the training of the model and its testing generally rely on the
same experimental methods, and there is the risk that agreement between
the model and reality is overestimated because the model correctly fits
experimental artifacts. Therefore it becomes of interest to study the model
in a theoretical framework, where we can isolate the purely mechanical
effects.

Ensembles to inform this type of bioinformatics model can also be gen-
erated from a theoretical nucleosome model using the Mutation Monte
Carlo (MMC) method (see Section 1.4, Fig. 1.5). This method adds muta-
tion moves to a standard Monte Carlo simulation of a nucleosome, thereby
sampling the Boltzmann probability distribution of pairs of sequences and
spatial configurations (S, 0),

P(S,0) = e FESH), (4-4)

By sampling the sequences during the MMC simulation, the spatial de-
grees of freedom of the nucleosome model are marginalized and one ob-
tains the probability distribution of the sequences

P(S) = / dfe—PESH) (4.5)
and their free energy
F(S) = —kTlog(P(S)). (4.6)

Note that in Eqs. 4.4—4.6 we have neglected the overall normalization of
the probability distributions by the partition function Z, and hence a con-
stant offset —kTlog(Z) to the free energy. Because the probabilities we
derive are simply relative frequencies with respect to our sequence ensem-
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ble, they are inherently normalized (i.e. summing them over all possible
sequences gives unity) and we have no information on the partition func-
tion. This is not usually an impediment as we are mostly interested in
relative energy differences.

Also note that Eq. 4.6 gives us the free energy in units of kT, with T
the simulation temperature. The physical model is defined in units of kT,
with T, being room temperature, so what we will want to calculate is

) Liog(P(s). 47
Sampling the entire sequence space is not feasible, but making the same
assumption about long-range correlations in the sequence preferences as
Segal et al., we can assume that we may write our P(S) as in Eq. 4.3. It
turns out it is feasible to produce a sequence ensemble large enough that
the distributions P(S;|S;_1) may be determined.

4.2 GENERALIZATION OF THE DINUCLEOTIDE MODEL

We used an MMC simulation of our nucleosome model at 1/6 of room
temperature to generate an ensemble of 107 sequences, from which the
oligonucleotide distributions were derived. At each position, we counted
the number of instances of every mono-, di- and trinucleotide and divided
these by the total number of sequences in order to obtain the probability
distributions.

This gives us the joint probability distribution P(S, N S,—1) and not the
conditional probability P(S,|S,_1) that we need for Eq. 4.3. This is easily
remedied. We can rewrite Eq. 4.3 as

W P(S, NS, 147, P(S, NS,

(4.8)

We see that we can write this equation in terms of the probability dis-
tributions of mono- and dinucleotides that we can find from a sequence
ensemble. Analogously, if we want to expand the model to trinucleotides,
we insert the assumption that the probability of a nucleotide depends only
on the previous two (creating a Markov chain of order two) and we find

— H}lng’ P(Sn N Sn—l N Snfz)

) =" % (s, 50 )

(4-9)
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This model can thus be applied using probability distributions for di-
and trinucleotides, both to be obtained from a suitable sequence ensemble.
The result easily generalizes to tetranucleotides and beyond. For mononu-
cleotides, the model simplifies to

P(S) =TP(S)). (4.10)

4.3 BENCHMARKING METHODOLOGY

Segal et al. test their model by predicting nucleosome positions along the
genome they are studying and comparing with reality and they find that
their model has some predictive power, even on genomes on which the
method was not trained. However, their study is inevitably hampered by
small statistics and their use of natural materials. The latter makes it diffi-
cult to judge the quality of their model.

The in silico methods allow us to test the model, as an approximation to
the full underlying model, much more rigorously. Because we can explic-
itly calculate the energy of a given sequence, we can directly measure the
correlation between the energy given by the theoretical nucleosome model
and the probability calculated by the bioinformatics model. Using a stan-
dard Monte Carlo simulation of the nucleosome with a given sequence,
we can measure the average energy

(E)g = / dOE(S,0)ePE(SH) (4.11)

of the sequence. Unfortunately, calculating the free energy using the Eslami-
Mossallam nucleosome model is not straightforward, and we will be com-
paring (E)g as predicted by the biophysical model with F(S) as predicted
by the approximative model. At finite temperature, these quantities are
not the same, differing by an entropic contribution. However, at low enough
temperatures they converge, and for nucleosomes the entropic contribu-
tion is not strongly sequence-dependent, as we will see in Chapter 5. We
will compare the predictions at 1/6th of room temperature, as some fi-
nite temperature is needed for the statistical simulations to function. In
performing this comparison, we thus provide an upper limit for the dis-
crepancy between the approximation and the real (E).

In order to generate an energy landscape with which to compare the
results of the probability-based models, we take the first chromosome of
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S. cerevisiae (~ 2 x 10° base pairs) and perform a Monte Carlo simulation
of the nucleosome wrapped with each 147-base-pair subsequence of the
chromosome, using the Eslami-Mossallam nucleosome model. After let-
ting the simulation equilibrate, we sample the energy of the system and
take the average. In order to be able to compare this energy landscape with
a probability landscape, we calculate the (Boltzmann) probability distribu-
tion and normalize this over the set of sequences for which we calculated
the energy, and then take the logarithm to regain our (shifted) energy
landscape.

Analogously, we use the probability-based model to generate a proba-
bility landscape of the same sequence. This we normalize over the set of
sequences analyzed and convert to an energy using Eq. 4.6. We find that
this procedure is about five orders of magnitude faster than using the full
biophysical model.

We only know the free energy up to some constant offset, but by making
sure both the real energy landscape given by the energetic model and the
approximate energy landscape provided by our probability-based model
have the same normalization, we can readily compare the two.

In doing so, we may draw some conclusions about this kind of Markov-
chain model not only as it relates to the nucleosome model we consider
here, but about the assumptions that go into it in general, i.e. the ex-
plicit assumption of short-range correlations and the implicit assumption
that the sequence ensemble on which the model is being trained is large
enough. To test the first assumption, we extend the dinucleotide model
used by Segal et al. to mononucleotides (which assumes no correlations
at all) and trinucleotides (which relaxes the assumption of short-range
correlations) and compare their accuracy. For the second, we examine the
accuracy of these three models as a function of the ensemble size on which
they are trained.

4.4 COMPARISON OF THE MONO-, DI- AND TRINUCLEO-
TIDE MODELS

We tested and compared three different probability-based models, namely
the Segal et al. dinucleotide model, its simplification to mononucleotides
and its extension to trinucleotides. Following the methodology outlined in
the previous section, we arrive at correlation plots for the energy as given
by the energetic model and as predicted by the probability-based models.
The results are presented in Fig. 4.1A-C.
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Figure 4.1: Accuracy analyses of the various models, benchmarked on the first

chromosome of S. cerevisige. A: Histogram of the energy prediction
pairs of the full model and mononucleotide approximative model for
the same sequences. The black diagonal indicates perfect agreement.
B, C: As A for the dinucleotide and trinucleotides approximations,
respectively. D: Comparison of the root mean square deviations of the
approximative predictions from those of the full model. The grey bars
indicate the RMSDs of ‘bad” models, defined for the Full and Average
signals as a uniform landscape, and for the periodic signal as the
real landscape shifted out of phase. The other values, for the mono-,
di- and trinucleotide approximations are compared with these bad
models. Indicated above each bar is a percentage indicating the value
relative to the corresponding bad model.
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As we might expect, the longer the oligonucleotides we use, the better
the agreement becomes. An important cause of the deviation from per-
fect agreement, apart from the spread, is a clearly visible deviation in the
slope. The mononucleotide model significantly underestimates the spread
in energies. This means that the mononucleotide model is not capturing
effects that set sequences apart from each other. This effect is expected
and should be remedied by going to longer oligonucleotides. Indeed we
see this deviation greatly decreased for the dinucleotide model, and even
more so for the trinucleotide model.

For a more detailed grasp on the quality of the predictions, we separate
out two components of the energy landscape that are important on their
own. The first is the periodicity of the energy landscape. Due to the helical
nature of DNA, energy landscapes for the nucleosome show a roughly 10-
base-pair periodic signal. It is important that any model for nucleosome
affinity gets the frequency and phase of this periodicity right. The second
property, complementary to the periodicity, is the overall energy level of
the sequence. This aspect will show us how well the model captures long-
range effects.

For the purposes of benchmarking, we define the local average as the 11-
base-pair running average of the energy landscape, i.e. over about one pe-
riod. The pure periodicity of the signal we analyze by subtracting from the
signal its local average as just defined, making the signal oscillate around
zero. Our benchmarking results then consist of the root-mean-square de-
viation (RMSD) for the full signal (already presented in Fig. 4.1A-C), for
the locally averaged signal and for the pure periodicity signal.

To get a sense of what the RMSD values we find actually mean, we com-
pare them to the RMSD value we find when we use a bad model. For the
overall signal and the locally averaged signal, we define this bad model to
be one that contains no sequence information at all, i.e. a perfectly uniform
landscape. For the periodicity, this is not such an interesting comparison
because for a periodic signal, a uniform landscape is still right twice per
period. Instead we utilize as a bad model the same signal, but shifted by
half a period, to push it out of phase.

RMSD values gathered from such bad models tell us about the typical
size of the structures in the energy landscape that our models need to pre-
dict. We can then measure the RMSD from our benchmarked models rela-
tive to this scale. Fig. 4.1D displays the results. We see a decrease in RMSD
when going to longer oligonucleotides in each of the three cases. The dinu-
cleotide model, as used by Segal et al., already performs well, with an over-
all RMSD of 7%. Noteworthy, it is much more accurate than the mononu-



cleotide model. However, we see that we could improve our results still
by going to trinucleotides. Especially the local average is predicted much
more accurately by the trinucleotide model, cutting the RMSD by about a
third.

4.5 THE IMPORTANCE OF SAMPLE SIZE

Because we can produce large ensembles of sequences in silico with the
Mutation Monte Carlo method, we are now also in a position to get a
measure of how large an ensemble we need for our models to make accu-
rate predictions.

In their 2006 study, Segal et al. manage to build an ensemble of ~10?
sequences. Apart from the inherent biases that may be present in their
ensemble due to their use of nonrandom yeast DNA, this is not a very
large ensemble, and we should check what the effects of such limitations
are.

In a later study, Kaplan et al. perform a similar study, where they obtain
35,000,000 sequence reads. [64] The ensemble is again trained on the yeast
genome, which is some 12,000,000 base pairs long. The number 35,000,000
should therefore not be mistaken for the ensemble size. There must nec-
essarily be many duplicate and strongly overlapping sequences in their
ensemble, which arise artificially because only a small subset of sequence
space is available for sampling. Giving a meaningful number for the effec-
tive sample size of such an ensemble is difficult. However, a sequence of
~107 base pairs can yield 10* — 10° completely non-overlapping nucleo-
some sequences, which we may employ as a conservative estimate.

Later similar work using the mouse [132] and human [133] genomes
has yielded larger ensembles. These genomes are two orders of magni-
tude larger than that of yeast, and so also provide that many more non-
overlapping sequences.

In our in silico simulations, we built an ensemble of 107 independent
sequences from which we derived our probability distributions. We took
subsets of these sequences to see what the effects of smaller sample sizes
are. The problem when statistics are small is not just that the probabil-
ity distributions are less accurate. We additionally run into the issue that
some rare dinucleotides simply do not appear in the ensemble at all. The
estimate of their probability then becomes zero. The problem is that if any
of the factors in Eq. 4.2 is zero, the entire product becomes zero, rendering
the model useless.
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Figure 4.2: Variation of the RMSDs of the various models with the size of the
sequence ensemble from which their parameters are calculated. Solid
lines: zero-probability issues are dealt with by assuming zero infor-
mation. Dashed lines: probability distributions are smoothed with a
3-bp running average. The performance when smoothing is strictly
worse.

For Segal et al. and Kaplan et al. this problem does not arise, because
they do not need to work at low temperatures, but also because they apply
a smoothing to their probability distributions. They estimate the probabil-
ity P,(S, NSy — 1) of a dinucleotide by averaging over not just position 7,
but also n — 1 and n + 1. This is justified by the observation that their ex-
perimental method does not provide them with a sharp resolution down
to the base-pair to begin with. The effect of such smoothing is not a pri-
ori clear, however. In a landscape with 10-bp periodicity, taking a 3-bp
running average could have averse effects. Such smoothing may not be
necessary or beneficial when applied to higher-resolution data.

We therefore propose an alternative method, where instead we consider
a probability of zero, for any position, a failure of the ensemble. In such
a case we conclude that we simply do not have any information, i.e. we
artificially insert a flat conditional probability of 0.25.

In Fig. 4.2 are presented the RMSDs of the full landscape, as predicted
by our probability-based models, with probability distributions derived
from various ensemble sizes. We find that smoothing the distributions



gives results that are strictly worse than simply assuming no information
when an issue arises.

We can conclude from this plot that the model of Kaplan et al., even with
a conservative estimate for their effective ensemble size, should perform
well. The dinucleotide model converges to its maximum accuracy at only
10* sequences. Of course, caveats surrounding the non-randomness of the
DNA being sampled remain.

For larger experimental ensembles (e.g. [132] and [133]) it is advisable
to move to a trinucleotide description. It requires a larger ensemble to be
accurately parameterized, but starting from 5 x 10° sequences, this model
becomes more accurate than the dinucleotide model.

4.6 CONCLUSIONS

With the methods available for the first time to produce sequence ensem-
bles for nucleosome affinity based on an energetic model of the nucleo-
some, we investigated the capacity of a class of probability-based models
to approximate real energetics. As an approximative scheme to the nucle-
osome model of Eslami-Mossallam et al. [1], we find errors on the order
of 1 kT. This is not an insignificant disagreement, but depending on the
application, this price may well be worth paying for the vast reduction in
computational complexity by a factor of 10° (using an unoptimized imple-
mentation). Vast increases in speed can also be expected for other complex
biophysical models.

Considering the assumption of short-range correlations, we find that
dinucleotide models such as those used by e.g. Field et al. and Kaplan et
al. already perform well, with a root mean square deviation of about 2 kT
(see Fig. 4.2). However, we also find that improvement could be achieved
by going to a trinucleotide model (for large enough ensemble size), and
by avoiding the smoothing of the probability distributions.

We also looked into the effects of small ensemble sizes, and we find
that an ensemble such as used by Field et al., although caveats must be
acknowledged as to likely inherent biases in their experiment, is sufficient
for the dinucleotide model to reach its fundamental accuracy. For larger
ensembles (10° or more sequences) such as provided by the mouse or
human genome, however, we recommend that the trinucleotide approxi-
mation be used for higher accuracy.

We hope, however, that our work will motivate the experimental com-
munity to look into mapping nucleosomal sequence preferences experi-
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mentally using more random DNA sequences than are provided by natu-
ral genomes. A starting point could be a very similar study done on DNA
rings [93]. This would allow us to better examine the intrinsic sequence
preferences of nucleosomes without biasing them towards a genomic con-
text.



PERFORMING SELEX
EXPERIMENTS IN SILICO

THIS CHAPTER IS BASED ON:
Wondergem, Schiessel and Tompitak 2017 submitted

In the previous chapter, we introduced a new method that takes the idea
behind Mutation Monte Carlo (see Section 1.4) and turns it into a model
for nucleosome affinity. As the list of references in Section 1.3 shows, there
are already a great many models out there that try to predict nucleosome
affinity. In fact, the Markov chain model presented in the previous chapter
is based heavily on one of them,' and it is reasonable to ask what we gain
by adding this new method to the available zoo of models.

As already noted in the previous chapter, which introduced and bench-
marked the model, we already gain something simply by effecting the
wedding between biophysical and bioinformatical modeling that the MMC
methodology makes possible. We obtain a computationally efficient model
that can be used to analyze large numbers of sequences, but that we can
still understand from a physical perspective. The underlying model we
have used for the nucleosome can be defended on physical grounds to be
the most realistic one that is reasonably tractable computationally, but the
methodology of MMC and the Markov chain model are independent of
the physical model of choice.

In Chapter 6 we will see that the model brings together not only compu-
tational efficiency and physical understanding, but also accuracy of predic-
tion, when we apply it to its most obvious use: the analysis of real biolog-
ical sequences. Before turning to biology, however, we will first examine
further the relationship between MMC and the Markov chain model. The
latter is not simply an approximation or a corollary to the former, as we
will see. The Markov chain approach enriches the MMC methodology and
extends its applicability. Through it, we will better understand and control
the meaning of temperature in MMC simulations, learn about the differ-
ences between nucleosomes and DNA rings and bridge a gap between
simulation and experiment.

1 That of Segal et al. [62], as explained in the previous chapter.
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5.1 INTRODUCTION

Over the past 25 years, SELEX (Systematic Evolution of Ligands by EX-
ponential enrichment) experiments have proven a valuable tool in iden-
tifying DNA and RNA sequences with high affinity for a large range of
target molecules. This affinity can be based on any number of properties of
the nucleic acids, like sequence-specific binding of the target or an RNA's
ability to form stem loops. SELEX experiments have found many of their
applications in clinical research: to examine the tendency of prospective
therapeutic compounds to target specific genomic sequences, or designing
RNA molecules that themselves interfere with the functioning of certain
pathogens. (For a review, see [134].)

We will focus on the basic mechanics (elasticity and intrinsic shape)
of double-stranded DNA molecules and their consequent affinity for cer-
tain complexes in which the DNA needs to be deformed. Various DNA-
binding proteins are known to have DNA affinities that are dependent
on the intrinsic curvature and stiffness of the underlying nucleotide se-
quence, such as the catabolite activator protein [135], the TATA-binding
factor [136-138] and other parts of the transcriptional machinery [139-
141], as well as regulatory [107, 142-144] and architectural proteins [141,
145].

However, the archetypical example is the nucleosome, a protein spool
around which genomic DNA in eukaryotes is wrapped in order to com-
pactify it [22]. The positioning of these protein spools along a genome
influences the packaging of the DNA and thereby the expression of genes,
as wrapped-up DNA cannot readily be read out [36]. Since DNA needs
to be strongly bent in order to wrap into a nucleosome, the nucleosomal
structure has a preference for sequences that facilitate this deformation.
This leads to significant effects of the underlying DNA sequence on the
positioning and dynamics of nucleosomes [27].

In this context, SELEX experiments have been used to look for DNA
sequences with high affinity to the nucleosome [54, 55, 85] (as well as the
archaeal ‘nucleosome’ [146]). In similar endeavors, the SELEX method has
been used to look for intrinsically curved sequences [147] and to assess the
sequence preferences of DNA rings [93].

In such SELEX experiments, a pool of random DNA molecules is syn-
thesized (either completely randomly or randomly drawn from genomic
sequences [148]), and these random molecules are mixed with molecules
of the target type, competing to bind to them. The DNA molecules with
the highest affinity will be most likely to bind to the targets. After some



time, the DNA-target complexes are extracted from the mixture, leaving
behind a fraction of the DNA molecules that have a lower average affinity,
and keeping a fraction with higher affinity.

By repeating this process for multiple rounds, the selective pressure on
the DNA sequences increases and we end up with a smaller and smaller
pool of higher and higher affinity sequences. In such a manner, the Widom
601 sequence [85] of high nucleosome affinity was discovered, and the
dinucleotide probability distributions of DNA rings were mapped [93].
Although not the same on a technical level, similar experiments have been
used to map the sequence preferences of nucleosomes [62-64, 115, 130,
149]. Mapping such preferences is not only an interesting goal in itself,
these preferences can also be used to model sequence-dependent nucleo-
some affinity. Such models can in turn be employed to gain insight into
the mechanical signals encoded into genomic DNA sequences [62, 64, 78,
791.

Mutation Monte Carlo (MMC, see Section 1.4 and [1]) also enables map-
ping of such sequence preferences. This method utilizes standard Monte
Carlo simulations to sample the Boltzmann distribution associated to a
modeled DNA system such as the nucleosome, and adds as a novel fea-
ture Monte Carlo moves that mutate the DNA sequence. Given a suitable
model of the system of interest, this technique allows an understanding of
the sequence preferences of the system from a theoretical point of view.

The MMC method is similar in many ways to the experimental SELEX
method. It samples DNA sequences based on their affinity to the target.
Doing so at constant finite temperature delivers probability distributions
for e.g. dinucleotides (as in [1, 78, 113]), and by performing simulated
annealing it searches for the sequence with the strongest affinity ([86, 113]),
much as attempted in [85], leading to the 601 sequence.

However, there is also a major difference between the in silico method
and the experimental protocols. The MMC simulation is performed at a
particular temperature, which determines how stringently it selects for
low-energy states and hence for high-affinity sequences. This temperature
is necessarily shared by both the configurational moves, which simulate
the thermal fluctuations of the system, and the mutations. In a SELEX
experiment, however, the selection pressure is determined by, among other
factors, the number of rounds of selection performed, and the strength of
selection on the sequences is decoupled from the temperature at which the
experiment is performed. This means that, despite the similarities, a MMC
simulation cannot be directly taken as an in silico SELEX experiment.
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Here we bridge this difference, such that we may apply selective pres-
sure in silico at will regardless of the simulation temperature. To do so,
we must examine in detail the role played by temperature in the MMC
method, which we will do in Sections 5.2 and 5.3. Considering MMC sim-
ulations of both nucleosomes and DNA rings, we will find in Section 5.4
that the importance of the temperature varies from system to system.

With the tools in hand to perform simulated SELEX experiments, we
first emulate the experiment performed by Rosanio et al. for rings [93]. In
Section 5.5 we elucidate the fundamental differences between the (out-of-
equilibrium) experiment of Rosanio et al. and our idealized equilibrium
statistics, to show that a comparison is useful. After affirming this, we per-
form the in silico selection in Section 5.6 and we find both broad agreement
and some striking differences between the theoretical predictions and the
experimental results. Finally, in Section 5.7, we apply our SELEX simu-
lations to tight and overwound rings, which would be difficult to treat
experimentally due to the lower rate of formation of such systems.

5.2 SELEX AND MMC

In a SELEX experiment, DNA molecules compete to bind to target molecules
or, in the case of DNA rings, to form closed rings in a limited amount of
time [93]. The probability of a molecule with sequence S to be bound to
the target instead of another, assuming equilibrium conditions, is propor-
tional to the Boltzmann weight of that molecule’s free energy when bound
to the target,

1
P(8) = e P, (51)

where Z is the partition function, i.e. Y e F(5)/¥T,

A single round in a SELEX experiment is then very similar to a MMC
simulation. When we run a MMC simulation, we are sampling system
configurations, i.e. combinations of sequences and spatial configurations
(S,0), according to their Boltzmann distribution:

P(S,0) = %e‘ﬁE(S'e)(S( £:(6)). (5.2)

The normalization is provided by the partition function Z, obtained by
integrating the numerator over all spatial degrees of freedom and sum-
ming over all sequences. In this equation we have added a delta function



to encode for the constraints on the system. In a nucleosome, there are
constraints on the spatial degrees of freedom that bind the DNA to the
histone core. In a DNA ring, the molecule is constrained to form a loop.
The exact form of these constraints may be complex, and is captured here
by a general constraint function f..

When we speak of the affinity of a sequence to a nucleosome or a ring,
we do not make reference to any particular spatial configuration. Rather
we want to take all of them into account; we need the probability of a given
sequence to form a nucleosome or ring, considering the probabilities of all
the possible spatial configurations the DNA may take. Then what we wish
to calculate is the marginal probability distribution of the sequences:

/dHP (S,0) /dee BEGSOS(£.(6)). (5.3)

This integral will not generally be tractable. In the current work, we rely
on the Rigid Base Pair model [11] to provide the energy function E(S, ).
This energy function is quadratic in the degrees of freedom, making the
integral above a Gaussian integral under constraints. This may be solvable
for very simple constraint functions, but in general we need to resort to
numerical methods like MMC.

Assuming we have a method to evaluate P(S) we can consider the free
energy of a given sequence:

P(S) = Ze P19 = F(S) = — (1og(P(s)) ~ log(2)). 54)

The partition function is generally difficult to determine. In what fol-
lows we will neglect its contribution, meaning that we determine the free
energy only up to a constant offset. Similarly, we will simply normalize
our probability distributions as required, and drop overall factors from
our equations.

However, besides this caveat, we are determining the same quantities as
we would in a SELEX experiment, at least when considering only a sin-
gle round. In the next section we address simulating SELEX experiments
consisting of multiple rounds.

5.3 AN EFFECTIVE TEMPERATURE FOR MUTATIONS

As noted, the probability of a given sequence to survive a SELEX round
depends on its free energy when bound to the target. Assuming a fraction
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f is kept after a round of SELEX, the survival probability of a sequence S
is

Peurv (S) = fe PFE), (5.5)

For the sequence to survive multiple rounds, assuming selection criteria
are constant from one round to the next, we multiply this probability with
itself,

Psurv,n (S) - fne—nﬁF(S) = fne_ﬁ,mF(S)~ (56)

The fraction f can, in the case of DNA forming nucleosomes or other
complexes, be constrained to be smaller than 1 by mixing together a sur-
plus of DNA molecules with the target proteins.

Apart from the scaling with a sequence-independent prefactor, we see
that applying n rounds of SELEX is equivalent to introducing an effective
temperature, T — T’ = T/n. We call this an effective temperature, since
it only applies to the selection of the sequences. In what follows we will
therefore distinguish between f,,, the inverse temperature that is applied
to sequence selection (i.e. the mutations in our MMC simulation), and
Bs, the inverse temperature of the spatial degrees of freedom. In Eq. 5.6,
the actual physical temperature of the system is not altered. We wish to
replicate this effect in our MMC simulations.

The free energy in Eq. 5.4 depends on the simulation temperature and,
as noted in the introduction, this temperature governs both the selection
of sequences and the selection of spatial configurations during the simula-
tion. However, there is nothing to stop us from tweaking the temperature
after marginalizing out the spatial degrees of freedom. If we wish to cal-
culate P(S) at some temperature T’ other than the simulation temperature
T, we may simply write

PT, (S) = e_ﬁ/mF(S) e <e_ﬁmF(S))’B;"/‘B"’

= PTm(S)‘BIm/'Bm, (57)
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where the temperature subscript to P(S) denotes an effective temperature
for the mutation moves only. Note that this is distinct from changing the
actual simulation temperature, in which case we must write

Pr(S) = [ doe FECDo(£,(0)) 59
- / d6(e PESONE1B5(£.(6)). (5.9)

The question of how this expression scales with T’ is not straightfor-
ward to answer and depends on the constraints placed upon the system,
as we will see.

Assuming we can calculate P(S), Eq. 5.7 allows us to decouple the se-
lective pressure on the sequences from the simulation temperature, in a
manner entirely analogous to how a SELEX experiment introduces an ef-
fective temperature for the sequence selection. Furthermore, we are not
restricted to temperatures that are integer fractions of the physical tem-
perature; we may choose T’ as we like, even a temperature larger than the
physical one.

5.4 EFFECTIVE TEMPERATURE AND SEQUENCE PREFER-
ENCES

In order for Eq. 5.7 to be of use, we need a tractable way to calculate
P(S). The MMC method allows us to sample the Boltzmann distribution
in sequence space of the system of interest, but sampling the full space
of all possible sequences is still an impossible task for systems like the
nucleosome, due to the large number of sequences.

The standard way of gaining insight into the sequence preferences of
a system is by considering the probability distributions of short subse-
quences in the full sequence, most commonly those of dinucleotides [1,
62-64, 93, 113], which is a far more tractable problem. Those distributions
capture much of the information about a system’s preferences, and they
can in fact be employed in calculating the affinity of sequences, as we saw
in Chapter 4. We will use our trinucleotide model,

N
P(S) = P(S2|S1) [T P(Si|Si—1 N Siza), (5.10)
i=3
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where the S; are the individual nucleotides that make up the DNA se-
quence. This expression for P(S) assumes that the probabilities of the indi-
vidual nucleotides are only strongly correlated with their nearest and next-
nearest neighbours, i.e. the probability of S; depends only on S;_; and
Si—2. We tested this assumption extensively in Chapter 4. Using Eq. 5.10,
we may sample the probability distributions of trinucleotides in our MMC
simulation and from there calculate the probability or free energy of an
entire sequence.

With this method for calculating P(S) in hand, we can now gather an
ensemble of sequences at a different mutation temperature by running a
MMC simulation in sequence space only, but where we reject or accept mu-
tations (within the Metropolis-Hastings algorithm) based on the adjusted
probabilities given by Eq. 5.7.

From this new sequence ensemble we can then once again derive dinu-
cleotide distributions to study. Comparing the distributions found using
this method, with the original ones from the single-temperature MMC
simulation, we may assess separately the effects of changing the mutation
temperature and the spatial temperature.

We modeled DNA using the Rigid Base Pair model [11] with the stan-
dard hybrid parameterization [14]. We ran MMC simulations of nucleo-
somes (modeled using the Eslami-Mossallam nucleosome model [1]) and
rings (modeled by connecting the first and last base pairs of the DNA
using the standard sequence-dependent elasticity of the Rigid Base Pair
model) at three different temperatures: room temperature, 1/2 of room
temperature and 1/4 of room temperature. Then we used the method just
described to independently alter the mutation temperature. The results
are presented in Fig. 5.1.

The distributions for A/T-rich dinucleotides (a common set to study
due to the strong preferences shown by the nucleosome for the positions
of these dinucleotides) for the ring and the nucleosome show an interest-
ing difference. In Fig. 5.1D-F, we see that the distributions we find for the
ring depend strongly not just on the mutation temperature f,,, but also
on the spatial temperature B;. For the nucleosome, however, we see in
Fig. 5.1A-C a strong dependence on 8, but a far weaker dependence on
B.

This difference can be understood in terms of the entropic contribution
to the free energies of the systems. Considering a given sequence S, its
free energy has a contribution from the average internal energy of a sys-
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Figure 5.1: Distributions for AT-rich dinucleotides (AA, AT, TA and TT) along
the nucleosome and the ring biased by the locking sequence from
Rosanio et al. [93] (Sequence [24] in Appendix B), for different com-
binations of mutation temperature (8;;) and spatial temperature (Bs).
The distributions are grouped by mutation temperature in order to
illuminate the different effects of spatial temperature on the prefer-
ences of the nucleosome and the ring. The effect of multiple rounds
of SELEX would be to raise B,; while keeping B; constant, so one
would consider the curves of the same color in successive plots.
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tem, and from the entropy (denoted here by H to distinguish it from the
sequence S),

F(S) = (E(S)) — T:H(S), (5.11)

where T; is the spatial temperature, as we are considering the system with
a given sequence S.

Since the entropy is a measure of the part of configuration space that
can be accessed with reasonable probability by the system, it in princi-
ple depends on the sequence. For example, for a completely free DNA
molecule, a stiff sequence will limit the possible spatial configurations of
the molecule more than will a sequence that bends very easily. Changing
the spatial temperature will affect the accessible part of state space, and
hence the contribution T;H(S), in a sequence-dependent manner.

The average energy (E(S)) also depends on temperature, but only in a
sequence-independent manner. It represents the internal potential energy
plus the thermal energy, simply given by the equipartition theorem:

(E(S)) = Eo(S) + ngTs, (5.12)

where N is the number of degrees of freedom.

The dependence of the sequence preferences of DNA rings we find in
Figs 5.1D-F are thus an entropic effect. At lower temperatures, the ring will
be constrained to a smaller set of configurations, but how many depends
on what the stiffness of the DNA sequence allows. Hence, lowering the
spatial temperature increases the differences in affinity between sequences,
leading to the larger amplitudes in Figs 5.1D-F.

For the nucleosome, the effect is much smaller. Apparently, the entropic
contribution T;H(S) is not strongly sequence-dependent in this case. This
was expected: because the nucleosome is a strongly constrained system,
the part of configuration space that the DNA is allowed to sample is de-
termined to a much larger degree by the constraints on the system than
by the elastic properties of the DNA itself. This was already anticipated
in works like [1, 2] and in Chapter 3, where the entropic contribution to
the free energy of the nucleosome was neglected entirely. Using our new
methodology, we are able to directly verify that this assumption is justi-
tied. However, we must conclude that the assumption does not hold for
systems that are not as tightly constrained as the nucleosome, like for
instance DNA rings.



5.5 AN IN SILICO SELEX EXPERIMENT FOR RINGS

Having developed the methodology to perform SELEX experiments in sil-
ico, we would like to compare the results of such computational treatments
to experimental results. The most promising experiment to compare to is
that of Rosanio et al. [93], the only experiment making use of completely
random sequences for which the statistics we are interested in have been
reported.

Rosanio et al. performed a SELEX experiment in which fragments con-
sisting of 126 base pairs of DNA were made to cyclize into rings. Linear
DNA fragments randomly sample bent configurations due to thermal fluc-
tuations, and if the two ends of a fragment meet, a ligation reaction may
fuse them together, creating a closed ring. The probability of a given DNA
fragment cyclizing depends on its affinity to form a ring: a stiff sequence
is less likely to cyclize and survive a selection round than an easily bend-
able one. To gain insight into the sequence preferences of rings, Rosanio et
al. fixed 36 of the 126 base pairs to contain a predetermined sequence
(Sequence [24] in Appendix B) with a known preference for bending in
one direction. This biased the direction of ring formation, such that the
preferences of a ring bent in a specific direction could be mapped.

We wish to mimic this experiment in silico by performing a MMC sim-
ulation of a DNA ring, with 36 base pairs fixed to the same sequence
used by Rosanio et al., and the rest free to mutate. We found that the RBP
model correctly captures the fact that the 36-base-pair locking sequence
biases the bending direction in the ring. Fig. 5.2 shows histograms of the
rotational states of DNA rings with locking sequences, and the other go
base pairs made into homogeneous (sequence-averaged) DNA without a
coherent bending preference, sampled during a standard Monte Carlo sim-
ulation. The top panel shows the results using the Rosanio sequence, the
bottom uses the artificially designed, very strongly intrinsically bent se-
quence from Chapter 2 (Sequence [3] in Appendix B). The fixed sequences
significantly bias the ring to a subrange of rotational states; the artificially
designed sequence far more strongly than does the Rosanio sequence, for
which reason we will employ it later on. As a side remark, note that the
energy landscape as a function of the rotational angle shows an interest-
ing asymmetry: it is ratchet-shaped. As explained in [150, 151], a DNA
ring with such a feature can be made to twirl around its backbone via a
periodic change in temperature, thus acting as a molecular motor.

Before we present the results of our MMC simulation of the Rosanio et
al. experiment, it is instructive to first discuss some significant differences.
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Figure 5.2: Histograms of rotational states (around its length axis) of an RBP
DNA molecule forced into a ring, sampled during a standard Monte
Carlo simulation, for two separate locking sequences consisting of 36
base pairs. The bias introduced using the sequence from Rosanio et
al. [93] (Sequence [24] in Appendix B) is shown in the top panel.
The bottom panel shows the bias produced using an arbitrarily se-
lected 36-base-pair subsequence of the strongly curved 84-base-pair
sequence from Chapter 2 (Sequence [3]).
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The most fundamental difference is that the method employed experimen-
tally does not actually sample Boltzmann statistics. The ligation method
used by Rosanio et al. is irreversible, which means that their selection
rounds are out-of-equilibrium processes. We should therefore first con-
sider what probability distribution is actually sampled, and its effect on
the measured sequence preferences.

The DNA fragments can be ligated into circles, for which an energy
barrier exists because the DNA must be deformed. The rate of cyclization
is then proportional to the Boltzmann factor of the sequence,

rc = rc(S) = vee PF), (5.13)

where r¢ is the cyclization rate and v¢ is the attempt frequency of cycliza-
tion.

However, the DNA fragments can also be ligated to each other, caus-
ing dimerization and taking the fragments out of the pool of fragments
attempting cyclization. (We are neglecting further multimerization of the
dimerized fragments, which further increases the rate at which linear frag-
ments are lost.) Assuming that the dimerization process is a second-order
reaction, and defining [L], [C] and [D] as the concentrations of linear,
cyclized and dimerized fragments, respectively, and rp as the sequence-
independent rate constant for dimerization, the reaction kinetics are given

by

d[dct]s =rc(S)[L]s, (5-14)
d[z]s = rp[L)3, (5.15)
d[st]S = —rc(8)[L]s — rp[L3. (5.16)

In Egs. 5.14-5.16, we have explicitly written out dependence on se-
quence with subscripts S. These equations hold for the concentrations of
fragments with a given sequence, and we will for now only consider one
sequence at a time. Therefore, in what follows we will drop the explicit
subscripts.

In reality, the kinetics of fragments with different sequences are coupled,
because fragments may dimerize with fragments which do not have the
same sequence. This means the dimerization is much stronger than what
is suggested by Egs. 5.14-5.16. However, this additional dimerization is
sequence-independent, and we will see that the dimerization component
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does not alter the qualitative behavior of the system. A qualitative charac-
terization will be sufficient for our purposes.

The probability of surviving a selection round is the probability of being
cyclized at the end of the round, which is by definition

P(t) = = , (5.17)

where L is the concentration of free fragments at t = 0.
Egs. 5.14-5.16 and Eq. 5.17 can be solved to yield

rc rc
P(t) = — —— t+1 _
( ) rpLo {T’C +log <Tc+TDL0>

_ ret ﬂ
log (e PR T’DLO) } . (5.18)

The most important properties of this probability distribution can be un-
derst