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Appendices

Appendix A Newton’s laws of motion

In the seventeenth century Sir Isaac Newton published his famous work the
Philosophiæ Naturalis Principia Mathematica♠ which laid the foundations of
modern-day physics [106]. One of the most notable parts of the good book
are the so-called Newton’s laws of motion. Newton’s laws of motion describe
any classical system. Classical mechanics was born.

Newton’s �rst law of motion is a steady-state condition. It states in
layman terms that if a body is moving at a zero or constant velocity there are
no net forces acting on that body. To quote:

“Every body perseveres in its state of rest, or of uniform motion in
a right line, unless it is compelled to change that state by forces
impressed thereon.”Which can be mathematically stated as:

�̈�𝜇 = 0 if and only if
∑︁
𝑖

𝐹𝜇𝑖 = 0. (A.1)

Newton’s second law of motion is a formulation of a di�erential equation.
In layman terms it states that the acceleration of a body is proportional to the
net forces on that body. Quote:

“The alteration of motion is ever proportional to the motive force
impressed; and is made in the direction of the right line in which
that force is impressed.”♠The original Philosophiæ Naturalis Principia Mathematica is written in Neo-Latin. The

English translations cited here are found in Newton [168].
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106 Appendices

Or mathematically:

𝐹𝜇 = 𝑚�̈�𝜇. (A.2)

Equation (A.2) is colloquially called Newton’s equations or Newton’s equations
of motion.

Finally, Newton’s third law of motion tells us something about how
bodies interact. In layman terms, if one body applies a force to another body,
the other body will apply an equal and opposite force on the initial body. More
colloquially: “action is reaction”. To quote:

“To every action there is always opposed an equal reaction: or the
mutual actions of two bodies upon each other are always equal, and
directed to contrary parts.”Mathematically stated as:

𝐹𝜇1 = −𝐹𝜇2 . (A.3)

Appendix B The concept of energy

A useful concept in physics is the concept of energy. Energy is the ability to
do work. Work is done when a force applied to a body changes the body’s
velocity. In classical mechanics there are two forms of energy. Firstly, there
is the measure of energy due to velocity, which is called the kinetic energy
𝑇 (�̇�𝜇) and is de�ned as such:

𝑇 (�̇�𝜇) = 1
2𝑚�̇�

2. (B.1)

Kinetic energy is basically the work needed to accelerate a body from zero
motion to a given velocity. Secondly, there is a measure of energy due to
position, which is called the potential energy♠ 𝑉 (𝑥𝜇) and typically depends
on the interactions in a system. Colloquially, the potential energy can be
described as the work that is needed for a body to obtain a certain position.
Whatever the potential may be, the force generated due potential on the body
is given by:

𝐹𝜇 (𝑥𝜌) = −𝛿𝜇𝜈𝜕𝜈𝑉 (𝑥𝜌) . (B.2)
♠Sometimes referred to as just the potential.
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Note that both kinetic and potential energy are de�ned per body. A system
composed of multiple bodies has a total kinetic and potential energy given
respectively by the sum of kinetic and potential energy of its individual bodies.

A useful concept to mention is that the sum of the total kinetic and
potential energy of a system — often called the Hamiltonian or total energy
and is denoted as 𝐻 = 𝑇 + 𝑉 — is always conserved if the system does not
interact with another system. Mathematically, this can be shown by taking
the time derivative of the Hamiltonian:

d𝐻

d𝑡
=

d𝑇

d𝑡
+

d𝑉

d𝑡
= �̇� (𝑚�̈�𝜇 + 𝛿𝜇𝜈𝜕𝜈𝑉 (𝑥𝜌)) = 0, (B.3)

because we know from eqs. (B.2) and (A.2) that:

𝑚�̈�𝜇 = −𝛿𝜇𝜈𝜕𝜈𝑉 (𝑥𝜌), (B.4)

if and only if no non-conservative or external forces are present in the system.
This means that the velocities in such a system increase if and only if the
potential energy decreases. To change the value of the Hamiltonian for a
system — in time — energy needs to be transfered from the system in question
to another system.

Appendix C The stationary action principle

A century after Newton postulated his laws of motion, giving birth to classi-
cal mechanics, Joseph-Louis Lagrange reformulated classical mechanics for
conservative systems. His reformulation is now often refered to Lagrangian
Mechanics. Lagrange’s reformulation is an example of a principle which is
now know as the least action principle or more correctly the stationary action
principle. We should stress that the stationary action principle is so powerful
that it generates most of the equations in modern day advanced physics.

In order to explain the principle of stationary action we �rst have to
de�ne the action. The action is a functional♠ that takes any path the system
can take. We will just impose that for the classical case the action 𝒮 is de�ned
by:

𝑆(𝑥𝜇) =

ˆ 𝑡𝑓

𝑡𝑖

𝐿(𝑥𝜇, �̇�𝜇, 𝑡)d𝑡, (C.1)

♠Colloquially: a function of functions.
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where 𝐿 is called the Lagrangian. The principle of stationary actions then
postulates that the equations of motion are found by �nding the stationary
points of the action. Mathematically, this is done by taking a functional
derivative:

𝛿𝒮 = 0 (C.2)

The stationary points of the action are found — or eq. (C.2) is satis�ed — by
applying the famous Euler–Lagrange equations:

𝜕𝐿

𝜕𝑥𝜇
− d

d𝑡

𝜕𝐿

𝜕�̇�𝜇
= 0 (C.3)

The Lagrangian 𝐿 — implicitly de�ned in eq. (C.1) — depends on the
physical problem. For conservative classical systems it turns out that the
Lagrangian is always the di�erence between kinetic and potential energy:

𝐿 = 𝑇 − 𝑉. (C.4)

It is worth stating that the Lagrangian is coordinate-independent — it works
in all coordinate systems — as it purely described by energetics which are
coordinate-independent.

To summarize, applying the Euler–Lagrange to the classical Lagrangian
will yield Newton’s equations of motion for the particular problem. In the
most general conservative classical case 𝐿 = 1

2𝑚�̇�
2 − 𝑉 , the Euler–Lagrange

will yield:

𝑚�̈�𝜇 = −𝛿𝜇𝜈𝜕𝜈𝑉. (C.5)

Equation (C.5) is Newton’s equation eq. (B.2) where all the forces are due to a
potential — and thus conservative by de�nition — which can also be found by
combining eqs. (A.2) and (B.2).

Appendix D Geodesic equation

In �at space♠ the shortest distance between two points, 𝑎𝜇 and 𝑏𝜇, is known
to be a straight line with a length found using the Pythagorean theorem:

𝑠2 = 𝛿𝜇𝜈(𝑏− 𝑎)𝜇(𝑏− 𝑎)𝜈 . (D.1)
♠By �at space we mean space without curvature.
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Another, more complicated way to �nd this path is done by integrating in-
�nitesimal parts of it:

𝑠2 =

ˆ 1

0
𝛿𝜇𝜈 �̇�

𝜇�̇�𝜈d𝑡, (D.2)

where 𝑥𝜇(𝑡) is then given by:

𝑥𝜇(𝑡) = 𝑎𝜇 + (𝑏− 𝑎)𝜇𝑡, (D.3)

such that 𝑥𝜇(0) = 𝑎𝜇 and 𝑥𝜇(1) = 𝑏𝜇. The a priori unobvious bene�t of
writing it this way is that even though if we didn’t know the path 𝑥𝜇(𝑡), it
can always be found by minimizing the integral in eq. (D.2). We can minimize
by using the Euler–Lagrange equations given in eq. (C.3) as we have previ-
ously done to �nd the stationary action in appendix C. The Euler–Lagrange
equations will yield some set of di�erential equations, which once solved
with the correct boundary conditions will yield the path that minimizes♠ the
distance between two points. This whole exercise seems a bit cumbersome,
especially since in �at space it will always yield a straight line — the shortest
path. Fortunately, it will, however, provide us with almost all the tools we
need to start understanding curved space — or Riemannian geometry.

Let us, hence, enable curvature. Imagine you are walking on a �at �eld
and suddenly a heavy earthquake smoothly deforms the surface. That is to say,
the stresses produced by the earthquake stretches, compresses and bends the
�eld — without any cuts or sharp creases. Although you will probably remain
on the same spot on the �eld, your elevation might change. This is because the
𝑑-dimensional �eld is embedded in to a (𝑑+ 1)-dimensional space.♡ Suppose,
our position on the �eld is given by 𝑥𝜇 and our position in the embedded space
is given by �⃗� . A in�nitesimal distance between two points is given by:

d𝑠2 = 𝜕𝜇�⃗�𝜕𝜈�⃗�d�̇�𝜇d�̇�𝜈 = 𝑔𝜇𝜈d�̇�
𝜇d�̇�𝜈 . (D.4)

Here, 𝑔𝜇𝜈 is called the metric tensor. In in �at space it turns out 𝑔𝜇𝜈 = 𝛿𝜇𝜈 . In
both eqs. (D.1) and (D.2) the 𝛿𝜇𝜈 is the speci�c metric tensor in �at space. The
metric tensor is a way to measure distances in our curved space but is also
used to de�ne the scalar product between two vectors on our curved space:

𝑎𝜇𝑏𝜇 ≡ 𝑔𝜇𝜈𝑎
𝜇𝑏𝜈 (D.5)

♠There is no maximum for this problem, hence we can safely call the solution to Euler–
Lagrange a minimum — although possibly degenerate.

♡If we want to imagine the earth’s surface assume 𝑑 = 2.
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The metric tensor has a determinant often denoted as 𝑔 and an inverse often
denoted as 𝑔𝜇𝜈 . Although we have described what a tensor is for a two-
dimensional surface embedded into three-dimensional space, all the equations
we have used are valid in arbitrary dimensions.

To �nd the shortest distance between two points in our curved space
we need to apply the Euler–Lagrange equations eq. (C.3) to d𝑠2 in eq. (D.4).
Doing so, results in the famous geodesic equations:

�̈�𝜇 + Γ𝜇𝜎𝜌�̇�
𝜎�̇�𝜌 = 0. (D.6)

Here Γ𝜇𝜎𝜌 are called the Christo�el symbols of the second kind, de�ned as
such:

Γ𝜇𝜎𝜌 =
1
2𝑔
𝜇𝜆 (𝜕𝜎𝑔𝜆𝜌 + 𝜕𝜌𝑔𝜎𝜆 − 𝜕𝜆𝑔

𝜎𝜌) , (D.7)

Christo�el symbols of the �rst kind Γ𝜇𝜎𝜌 are de�ned as such:

Γ𝜇𝜎𝜌 = 𝑔𝜇𝜆Γ
𝜆
𝜎𝜌 =

1
2 (𝜕𝜎𝑔𝜇𝜌 + 𝜕𝜌𝑔𝜎𝜇 − 𝜕𝜇𝑔𝜎𝜌) . (D.8)

Christo�el symbols are not tensors — they change when the coordinate system
changes. The geodesic equation generalizes our notion of a straight line on a
curved space. In general a straight line is a line that minimizes the distance
between two points.

Appendix E Geometry on a Monge patch

Suppose you are going for a stroll in some (𝑑+1)-dimensional space con�ned
on some 𝑑-dimensional hypersurface given by the at least 𝒞2 function 𝑓 :
R𝑑 → R. Your position is then given by 𝑥𝜇 ∈ R𝑑. This construction is called
a Monge patch orMonge gauge, 𝑓 is called the Monge function. The in�nitesimal
distance between two points is given by the Pythagorean theorem and is given
by:

d𝑠2 = d𝑓2 +

𝑑∑︁
𝑖=1

d𝑥2𝑖

=

(︃
𝑑∑︁
𝑖=1

𝜕𝑖𝑓d𝑥𝑖

)︃2

+
𝑑∑︁
𝑖=1

d𝑥2𝑖

=

𝑑∑︁
𝑖=1

(1 + 𝜕𝑖𝑓
2)d𝑥2𝑖 +

𝑑∑︁
𝑖 ̸=𝑗

𝜕𝑖𝑓𝜕𝑗𝑓d𝑥
2
𝑖 d𝑥

2
𝑗 .

(E.1)
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From eq. (E.1) we conclude the metric tensor for such a Monge patch is given
by:♠

𝑔𝜇𝜈 = 𝛿𝜇𝜈 + 𝑓𝜇𝑓𝜈 . (E.2)

Hence we can write:

d𝑠2 = 𝑔𝜇𝜈d𝑥
𝜇d𝑥𝜈 (E.3)

Using Sylvester’s determinant theorem, the determinant of the Monge metric
is found to be:

𝑔 = 1 + 𝛿𝜇𝜈𝑓𝜇𝑓𝜈 , (E.4)

where the repeating index is explicitly summed over. The metric inverse is
found using the Sherman–Morrison formula and is given by:

𝑔𝜇𝜈 = 𝛿𝜇𝜈 − 1

𝑔
𝛿𝜇𝜌𝑓𝜌𝛿

𝜈𝜎𝑓𝜎. (E.5)

The Christo�el symbols can be found using the metric — and its inverse —
using eq. (D.7) for eq. (E.3), or by solving the Euler–Lagrange equations eq. (C.3)
with eq. (E.3) as the Lagrangian and then reading them of the geodesic equation
given by eq. (D.6). In any case the Christo�el symbols of the �rst kind for a
Monge patch are given by:

Γ𝜇𝜎𝜌 = 𝑓𝜇𝑓𝜎𝜌. (E.6)

Using Sylvester’s determinant theorem again, we can �nd the eigenvalues
of the metric by solving:♡

|(1− 𝜆)𝛿𝜇𝜈 + 𝑓𝜇𝑓𝜈 | = 0, (E.7)

which yields:

𝜆1...𝑑−1 = 1 or 𝜆𝑑 = 𝑔, (E.8)

which tells us that space can only be stretched on a Monge patch as compared
to �at space, because 𝑔 ≥ 1, as one would expect.

♠Here, 𝑓𝜇 is shorthand notation for 𝑓𝜇 = 𝜕𝜇𝑓 .
♡Here |. . .| = det (. . . ) is the determinant.
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Appendix F Fixed-point iterations

A common problem in mathematics is �nding the zero values of some function
𝑓 : R → R, which is at least 𝒞0. More explicitly, for what values of 𝑥 does
𝑓(𝑥) = 0 hold? This is typically not a trivial task especially when 𝑥 has a
multiplicity.

A common, analytical, way to tackle the problem is to �nd or de�ne
some inverse function 𝑓−1 : R→ R for which:

𝑓−1(𝑓(𝑥)) = 𝑥, (F.9)

holds. It turns out, however, that 𝑓−1 does not always exist. Sometimes it
is only valid for a subdomain of R, or sometimes it does not exist at all. For
instance, the function 𝑓(𝑥) = 0 has no inverse, as any input value could
produce zero. The function 𝑓(𝑥) = 𝑥2 has two inverse functions and from the
answer — 𝑓(𝑥) — it is impossible to know which of the two to take:

𝑓−1(𝑥) = ±
√
𝑥 . (F.10)

Fortunately, when studying most physics problems we usually know
what solutions to expect from an equation. Even though sometimes the ana-
lytical ways are hard or impossible, numerical methods are a good alternative
to �nd the answer. There are a multitude of numerical algorithms out there to
solve this problem. Here, we will highlight one of these algorithms called the
method of �xed-point iterations.

Suppose we have function 𝐹 : R→ R such that the 𝑥 for which 𝐹 (𝑥) =
𝑥 also solves 𝑓(𝑥) = 0. In that case we can use �xed-point iterations 𝑥𝑖+1 =
𝐹 (𝑥𝑖) to solve the problem given we guess 𝑥0. Algorithmically, �xed-point
iterations are implemented in the following way:

1. For 𝑓(𝑥) = 0 �nd a corresponding contracting 𝐹 (𝑥) = 𝑥.

2. Make an initial guess 𝑥0, close to 𝑥 for which 𝑓(𝑥) = 0.

3. Apply 𝑥𝑖+1 = 𝐹 (𝑥𝑖).

4. Repeat starting step 3 until |𝑥𝑖+1 − 𝑥𝑖| is su�ciently small.
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The �xed-point iteration converges if 𝐹 (𝑥) is locally a contraction mapping
in the neighborhood of 𝑥 for which 𝐹 (𝑥) = 𝑥 or 𝑓(𝑥) = 0, and where 𝑥0
is su�ciently close to — in accordance to Banach’s �xed-point theorem. To
prove that a general 𝐹 (𝑥) is a contraction mapping is a hard task. Therefore,
�xed-points iterations are not necessarily a reliable way of solving the equation
𝑓(𝑥) = 0, but when they work, they work very e�ectively.

As an example, consider the polynomial 𝑓(𝑥) = 𝑎𝑥2 + 𝑏𝑥+ 𝑐 for which
we would like to know the roots — the values of 𝑥 for which 𝑓(𝑥) = 0. If we
rewrite 𝑓(𝑥) = 0 as:

𝐹 (𝑥) = 𝑥 = −1

𝑎

(︁
𝑏+

𝑐

𝑥

)︁
, (F.11)

we may perform �xed-points iterations on 𝐹 (𝑥). A simple numerical test
shows that this scheme converges for various arbitrary values of 𝑎, 𝑏, and 𝑐
when

√
𝑏2 − 4𝑎𝑐 ∈ R, and when the initial value is chosen su�ciently close

to a �xed point. An example program can be found in listing F.1.
It is worth pointing out that if 𝑥 is multivalued — there are multiple

distinct 𝑥’s for which 𝑓(𝑥) = 0 both depending on the attractiveness of the
�xed point as well as where 𝑥0 is chosen, the algorithm will converge to one
of the solutions — provided the algorithm converges at all.

A bene�t of �xed-point iterations is that it also work for higher dimen-
sional problems of the form 𝑓 : R𝑑 → R𝑑 where we have to �nd a corre-
sponding 𝐹𝜇(𝑥𝜇) = 𝑥𝜇, such that �xed-point iterations can be performed.
For instance one could consider the function:

𝑓𝜇(𝑥𝜇) = 𝛿𝜇𝜈 (𝐴𝜈𝜎𝜌𝑥
𝜎𝑥𝜌 −𝐵𝜈𝜎𝑥

𝜎 + 𝐶𝜈) = 0, (F.12)

with the �xed-point equation:

𝐹𝜇(𝑥𝜇) = �̄�𝜇𝜎 (𝐴𝜇𝜎𝜌𝑥
𝜎𝑥𝜌 + 𝐶𝜇) = 𝑥𝜇, (F.13)

where �̄�𝜇𝜎 is the inverse of 𝐵𝜇𝜎 .

Appendix G Numerical di�erentiation

A commonly overlooked tool in computational sciences is the method of
automatic di�erentiation. Typically, numerical di�erentiation is done using the
method of �nite di�erences. Automatic di�erentiation, is an exact method of
computing the derivative of a function for a given value. In order to understand
how it works we �rst do a small recap of some high school math.
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1 #include <stdio.h>
2 #include <stdlib.h>
3 #include <math.h>
4 #include <time.h>
5 #include <limits>
6
7 using namespace std;
8 const double pi=acos(-1.0);
9 const double scale=5.0;

10 double a,b,c;
11
12 double f(double x)
13 {
14 return a*pow(x,2)+b*x+c;
15 }
16
17 double F(double x)
18 {
19 return -(b+c/x)/a;
20 }
21
22 double fxdpt(double x)
23 {
24 int counter=0;
25 double xp;
26 do
27 {
28 x=F(xp=x);
29 printf("%d: xp=%.17g, x=%.17g, F(x)=%.17g, f(x)=%.17g\n",counter,xp,x,F(x),f(x));
30 counter++;
31 }
32 while(fabs(f(x))>numeric_limits<double>::epsilon() and counter<=0xFF);
33 return x;
34 }
35
36 int main()
37 {
38 srand48(time(NULL));
39 double xpp,xmm;
40 do
41 {
42 a=(2.0*drand48()-1.0)*scale;
43 b=(2.0*drand48()-1.0)*scale;
44 c=(2.0*drand48()-1.0)*scale;
45 xpp=(-b+sqrt(pow(b,2)-4.0*a*c))/(2.0*a);
46 xmm=(-b-sqrt(pow(b,2)-4.0*a*c))/(2.0*a);
47 }
48 while(isnan(xpp) or isnan(xmm));
49 printf("a = %.17g, b = %.17g, c = %.17g\n",a,b,c);
50 printf("x_+ = %.17g, x_- = %.17g\n",xpp,xmm);
51 printf("f(x_+) = %.17g, f(x_-) = %.17g\n",f(xpp),f(xmm));
52 const double miss=2.0*drand48();
53 printf("x_0 = %.17g\n",miss*xpp);
54 const double x=fxdpt(miss*xpp);
55 printf("x=%.17g, f(x)=%.17g\n",x,f(x));
56 if(fabs(x-xpp)<fabs(x-xmm)) printf("|x-x_+|=%.17g\n",fabs(x-xpp));
57 else printf("|x-x_-|=%.17g\n",fabs(x-xmm));
58 return EXIT_SUCCESS;
59 }

Listing F.1: An implementation for �xed-point iterations algorithm written in C++.
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Suppose we have an at least 𝒞1 function 𝑓 : R→ R. By de�nition the
derivative 𝑓 ′(𝑥) is given by:

𝑓 ′(𝑥) ≡ d𝑓

d𝑥
≡ lim

ℎ→0

1

ℎ
(𝑓(𝑥+ ℎ)− 𝑓(𝑥)) . (G.1)

As an example, we can �nd the derivative of the function 𝑓(𝑥) = 𝑥2 by
applying the de�nition in eq. (G.1):

𝑓 ′(𝑥) = lim
ℎ→0

1

ℎ

(︁
(𝑥+ ℎ)2 − 𝑥2

)︁
= lim

ℎ→0

1

ℎ

(︀
𝑥2 + ℎ2 + 2ℎ𝑥− 𝑥2

)︀
= lim

ℎ→0
2𝑥+ ℎ

= 2𝑥.

(G.2)

Higher-order derivatives can be found by re-applying eq. (G.1) up to the desired
order. Say we are interested in the 𝑛th order derivative, denoted by 𝑓𝑛(𝑥) or
d𝑛𝑓
d𝑥𝑛 , we just �nd the (𝑛− 1)th derivative, and then take its derivative. Since
we know 𝑓 , 𝑓𝑛 can always be induced, if it exists. Hence, in our example we
can �nd 𝑓 ′′(𝑥) by taking the derivative of the previously found 𝑓 ′(𝑥) = 2𝑥
which yields: 𝑓 ′′(𝑥) = 2. One of the implications of eq. (G.1) is called Taylor’s
theorem which states that♠

𝑓(𝑥) =
∞∑︁
𝑛=0

1

𝑛!

d𝑛𝑓(𝑎)

𝑑𝑥𝑛
(𝑥− 𝑎)𝑛, (G.3)

where 𝑎 is some arbitrary value in the domain of 𝑓 .
It it worth mentioning that di�erentiation can be extended to work in

higher dimensions as well.

G.1 Method of �nite di�erences

Letting a computer �nd an exact derivative using eq. (G.1) is a very hard task. It
is not a priori obvious whether a limit exists and what manipulations ought to
be done to �nd the derivative. A straightforward solution to this problem is an
approximate method called �nite di�erence. The idea behind �nite di�erence
is roughly to omit the limit in eq. (G.1) and rather use an arbitrary small value
for ℎ instead. As this method is an approximate method it is always possible

♠As the following equation is purely a reminder, a proof will not be given here.
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to improve the accuracy as is extensively done in Fornberg [158]. For brevity’s
sake we choose the most natural and trivial version of this method here. The
simplest way of approximating a derivative numerically is done by:

𝑓 ′(𝑥) = 1
ℎ (𝑓(𝑥+ ℎ)− 𝑓(𝑥)) +𝒪

(︀
ℎ2
)︀
. (G.4)

Now, let us take our previous example again. Suppose we want to know the
value of the derivative in 𝑥 = 3. We pick a small ℎ = 10−3 — for instance —
and �nd:

𝑓 ′(3) ≈ 𝑓(3 + 10−3)− 𝑓(3)

10−3

=
9.006001− 9

10−3

=
0.006001

10−3

= 6.001.

(G.5)

Obviously the value in eq. (G.5) is o� by a little: the exact value should be
𝑓 ′(3) = 6 as found in eq. (G.2). Unfortunately, the �nite di�erence method —
even with higher accuracies — is a source of noise and artifacts in numerical
simulations. Therefore an exact method would be very much preferred.

G.2 Symbolic di�erentiation

One way of achieving exact derivatives computationally is to hard code them
into the computer code. This method becomes a somewhat tedious and error
prone task when a lot of functions need to be di�erentiated. Another method
would be to let the computer symbolically �nd all the derivatives of a function,
and then generate and evaluate this function. Symbolic di�erentiation is
done by taking standard operations and functions and applying eq. (G.1) to it.
Typically for functions 𝑓(𝑥), 𝑔(𝑥) : R→ R, a table like table G.1 is found. This
method is somewhat slow and hard to implement because a function needs
to be parsed, then proper symbolic di�erentiation rules need to be applied,
and then needs to be evaluated, which all end up being a complicated and
computationally expensive task. Fortunately, there is yet another method that
solves all these problems and this method is called automatic di�erentiation.
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Name Function Derivative
Linear rule 𝑎𝑓 𝑎𝑓 ′

Sum rule 𝑓 ± 𝑔 𝑓 ′ ± 𝑔′

Product rule 𝑓𝑔 𝑓 ′𝑔 + 𝑓𝑔′

Quotient rule 𝑓
𝑔

𝑓 ′𝑔−𝑓𝑔′
𝑔2

Chain rule 𝑓(𝑔) 𝑓 ′(𝑔)𝑔′

Constant rule 𝑎 0
Power rule 𝑥𝑛 𝑛𝑥𝑛−1

Exponential rule 𝑎𝑥 𝑎𝑥 log 𝑎
Logarithmic rule log 𝑥 1

𝑥

Table G.1: Common rules for symbolic di�erentiation using the functions 𝑓(𝑥), 𝑔(𝑥) :
R→ R.

Name Operation Result
Linear 𝑎(𝑥+ 𝜀𝑥′) 𝑎𝑥+ 𝜀𝑎𝑥′

Sum (𝑥+ 𝜀𝑥′)± (𝑦 + 𝜀𝑦′) 𝑥± 𝑦 + 𝜀(𝑥′ ± 𝑦′)
Product (𝑥+ 𝜀𝑥′)(𝑦 + 𝜀𝑦′) 𝑥𝑦 + 𝜀(𝑥′𝑦 + 𝑥𝑦′)

Quotient 𝑥+𝜀𝑥′

𝑦+𝜀𝑦′
𝑥
𝑦 + 𝜀(𝑥

′𝑦−𝑥𝑦′
𝑦2

)

Table G.2: Basic mathematical operations for dual numbers.

G.3 Automatic di�erentiation

Automatic di�erentiation can be achieved by using dual numbers. We de�ne
dual numbers by introducing the following set♠ D = R⊗ 𝜀R such that 𝜀 ̸= 0
and 𝜀2 = 0. Henceforth, we will write a that a dual number 𝜒 = 𝑥+𝜀𝑥′ where
𝑥 is called the real part and 𝑥′ is called the nilpotent part. Basic mathematical
operations for dual numbers are listed in table G.2. Table G.2 reminds us
somewhat of table G.1 and in fact it turns out that if we use Taylor’s theorem,

♠This de�nition is similar to complex numbers where C = R⊗ 𝚤R such that 𝚤2 − 1.
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eq. (G.3), we �nd:

𝑓(𝑥+ 𝜀𝑥′) =
∞∑︁
𝑛=0

1

𝑛!

d𝑛𝑓(𝑥)

𝑑𝑥𝑛
(𝜀𝑥′)

𝑛
= 𝑓(𝑥) + 𝜀𝑓 ′(𝑥). (G.6)

Meaning that whenever we take a function 𝑓(𝑥) : R→ R and promote it to
𝑓(𝑥) : D→ D and evaluate it, the real part yields the function value, and the
nilpotent value yields the function’s derivative. We automatically obtain the
function’s derivative, just by evaluating the function for the appropriate dual
number.

Computationally, the only thing that needs to be done is to explain to
the computer how to work with dual numbers; explicitly, to de�ne all the
operators and special functions for dual numbers.♠

Automatic di�erentiation can be generalized to multivariable functions
by promoting 𝑓 : R𝑛 → R𝑚 to 𝑓 : D𝑛 → D𝑚. Similarly, it can be used to
�nd higher-order derivatives by introducing additional nilpotent variables.

Appendix H Numerical integration

Another commonly used tool of mathematics is integration. There are many
ways to de�ne integrals; we will use the Riemannian de�nition here:

ˆ 𝑏

𝑎
𝑓(𝑥) d𝑥 ≡ lim

ℎ→0
ℎ

𝑁∑︁
𝑖

𝑓 (𝑎+ ℎ𝑖) , (H.1)

where 𝑁 is given by 𝑁 = 𝑏−𝑎
ℎ . Informally, the integral is a measure of the

sum of the areas between 𝑓(𝑥) and the 𝑥-axis. An often used concept is the
primitive function 𝐹 (𝑥) de�ned as such:

𝐹 (𝑥) ≡
ˆ 𝑥

0
𝑓(𝜉) d𝜉. (H.2)

The primitive is sometimes called the antiderivative due to the fundamental
theorem of calculus which states:

𝑓(𝑥) =

ˆ 𝑥

0
𝑓 ′(𝜉) d𝜉. (H.3)

♠Analogous to the way complex numbers are implemented on a computer.
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An integral is linear in the following sense:
ˆ 𝑏

𝑎
𝑓(𝑥) d𝑥+

ˆ 𝑐

𝑏
𝑓(𝑥) d𝑥+

ˆ 𝑐

𝑎
𝑓(𝑥) d𝑥, (H.4)

and for a 𝛼 ∈ R, constant:
ˆ 𝑏

𝑎
𝛼𝑓(𝑥) d𝑥 = 𝛼

ˆ 𝑏

𝑎
𝑓(𝑥) d𝑥. (H.5)

Numerically a generic integral can be approximated through various
methods. We will highlight a few of these methods. The following methods
assume that 𝑡𝑛+1 = 𝑡𝑛 + ℎ for small ℎ. The methods can, however, be
composited due to the linearity properties of the integral to integrate over
larger intervals. First, the rectangle method, or rectangle rule:

ˆ 𝑡𝑛+1

𝑡𝑛

𝑓(𝑡) d𝑡 ≈ ℎ𝑓(𝑡𝑛), (H.6)

which is a simple discretization of the de�nition of the integral, eq. (H.1).
Second, the trapezoid method, or trapezoid rule:

ˆ 𝑡𝑛+1

𝑡𝑛

𝑓(𝑡) d𝑡 ≈ ℎ

2
(𝑓(𝑡𝑛+1) + 𝑓(𝑡𝑛)) . (H.7)

Finally, the Simpson method, or Simpson’s rule:
ˆ 𝑡𝑛+1

𝑡𝑛

𝑓(𝑡) d𝑡 ≈ ℎ

6

(︀
𝑓(𝑡𝑛+1) + 4𝑓

(︀
ℎ
2

)︀
+ 𝑓(𝑡𝑛)

)︀
. (H.8)

Appendix I Forward Euler

One of the most trivial and common methods to solve di�erential equations is
called Forward Euler [170]. Suppose we have the ordinary di�erential equation
given by

�̇�𝜇(𝑡) = 𝑓𝜇(𝑥𝜌, 𝑡), 𝑥(0) = 0, (I.1)

for some arbitrary function 𝑓(𝑥) : R𝑑+1 → R𝑑, using the de�nition of
derivatives given in eq. (G.1) with a �nite ℎ — resembling the �nite di�erences
method discussed in appendix section G.1. Here, ℎ is called the time step
because we de�ne the recurrent equation: 𝑡𝑖+1 = 𝑡𝑖 + ℎ, where 𝑡𝑖 is the time
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series, the discrete variable representing 𝑡. Here, all series have an index 𝑖
representing the number of time steps taken. The initial value of the index is
zero, 𝑖 = 0. We can then rewrite eq. (I.1) as such:

𝑥𝜇𝑖+1 = 𝑥𝜇𝑖 + ℎ𝑓𝜇(𝑥𝜌𝑡 , 𝑡𝑖) +𝒪(ℎ2), 𝑥𝜇0 = 0, (I.2)

yielding a recurrent formula, which can be computed iteratively since we
know the initial value 𝑥0. As ℎ→ 0 in eq. (I.2) the answer becomes more and
more exact, although in principle corrections of order 𝒪(ℎ2) can always be
applied.

When applying Forward Euler to a second order di�erential equation:

�̈�𝜇(𝑡) = 𝑓𝜇(�̇�𝜌, 𝑥𝜎, 𝑡), 𝑥𝜇(0) = 0, �̇�𝜇(0) = 0 (I.3)

for some arbitrary function 𝑓(𝑥) : R2𝑑+1 → R𝑑, we �rst need to split one
second-order di�erential equation to two �rst-order di�erential equations. We
do so by introducing a dummy variable 𝑦𝜇 = �̇�𝜇, substitution yields:

�̇�𝜇(𝑡) = 𝑦𝜇, 𝑥𝜇(0) = 0

�̇�𝜇(𝑡) = 𝑓𝜇(𝑦𝜌, 𝑥𝜎, 𝑡), 𝑦𝜇(0) = 0,
(I.4)

and we have turned our problem into a system of two �rst-order di�erential
equations. Now we once again use the method of �nite di�erences to �nd a
recurrent solution — analogous to eq. (I.2) — which is now given by:

𝑥𝜇𝑖+1 = 𝑥𝜇𝑖 + ℎ𝑦𝜇𝑖 +𝒪(ℎ2), 𝑥𝜇0 = 0

𝑦𝜇𝑖+1 = 𝑦𝜇𝑖 + ℎ𝑓𝜇(𝑦𝜌𝑖 , 𝑥
𝜎
𝑖 , 𝑡𝑖), 𝑦𝜇0 = 0.

(I.5)

Undoing the substation of 𝑦𝜇 = �̇�𝜇 turn eq. (I.5) into:

𝑥𝜇𝑖+1 = 𝑥𝜇𝑖 + ℎ�̇�𝜇𝑖 +𝒪(ℎ2), 𝑥𝜇0 = 0

�̇�𝜇𝑖+1 = �̇�𝜇𝑖 + ℎ𝑓𝜇(�̇�𝜌𝑖 , 𝑥
𝜎
𝑖 , 𝑡𝑖), �̇�𝜇0 = 0.

(I.6)

As eqs. (I.2) and (I.6) are similarly derived, in both of the cases the answer
is approximate up to order 𝒪(ℎ2). Equation (I.3) and therefore eq. (I.6) are
equal to Newton’s equations of motion, eq. (A.2), if 𝑓𝜇(�̇�𝜌𝑖 , 𝑥𝜎𝑖 , 𝑡𝑖) = 1

𝑚𝐹
𝜇
𝑖 ,

where 𝐹𝜇𝑖 is the total force at timestep 𝑖 on the body of interest with mass 𝑚.
For conservative systems, 𝑓𝜇(�̇�𝜌𝑖 , 𝑥𝜎𝑖 , 𝑡𝑖) = − 1

𝑚𝛿
𝜇𝜈𝜕𝑖𝜈𝑉 (𝑥𝜆𝑖 ), as found using

eq. (B.4).
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This method is called forward Euler because we have used forward dif-
ferences to derive eqs. (I.2) and (I.6). Backward di�erences can also be used,
this would be called backward Euler. The downside of backward Euler is that
it typically yields an implicit algebraic equation that ought to be solved be-
fore continuing — often done using an iterative numerical scheme. Hence,
backward Euler and forward Euler are respectively called implicit and explicit
integrators. The upside of an explicit integrator is that it typically performs
faster because no additional iterations are required to solve the implicit alge-
braic equation. The upside of an implicit integrator is that they are numerically
more stable compared to explicit integrators. A numerical solution to an equa-
tion is unstable when it diverges — rapidly — from the analytic solution.

Appendix J Runge–Kutta’s method

In appendix I we discovered how to solve a di�erential equation numerically,
in a iterative fashion. We also discussed that the numerical is approximate up
to �rst order, 𝒪(ℎ). Since we solve the equation iteratively, that is to say for
small time steps ℎ, the error in our solution will accumulate over large time
intervals. This is a problem both for the relevance and stability of a solution.
An obvious solution is to decrease the time step ℎ. The downside to this is,
however, that for every decrement in the time step ℎ we have to increase the
number of iterations to yield the physical time as 𝑡𝑡+1 = 𝑡𝑡+ℎ. If we decrease
ℎ by a factor of 10, the computer has to do a factor of 10 more iterations and
is hence a factor 10 slower.

Fortunately, we can do a higher-order approximation to the derivative,
using the method of �nite di�erences, and some additional tweaking. One
popular way of doing that is called the Runge–Kutta method. For the equation:

�̈�𝜇(𝑡) = 𝑓𝜇(𝑥𝜇, 𝑡), 𝑥𝜇(0) = 0, �̇�𝜇(0) = 0 (J.1)

The Runge–Kutta method gives the solution:

𝑥𝜇𝑖+1 = 𝑥𝜇𝑖 + ℎ
(︀
�̇�𝜇𝑖 +

1
6(𝑘

𝜇
1 + 2𝑘𝜇2 )

)︀
+𝒪(ℎ4), 𝑥𝜇0 = 0

�̇�𝜇𝑖+1 = �̇�𝜇𝑖 +
1
6𝑘

𝜇
1 + 1

6𝑘
𝜇
2 + 1

6𝑘
𝜇
3 , �̇�𝜇0 = 0,

(J.2)

with:
𝑘𝜇1 = ℎ𝑓𝜇(𝑥𝜇𝑖 , 𝑡𝑖)

𝑘𝜇2 = ℎ𝑓𝜇(𝑥𝜇𝑖 +
ℎ
2 �̇�

𝜇
𝑖 +

ℎ
8𝑘

𝜇
1 , 𝑡𝑖 +

ℎ
2 )

𝑘𝜇3 = ℎ𝑓𝜇(𝑥𝜇𝑖 + ℎ�̇�𝜇𝑖 +
ℎ
2𝑘

𝜇
2 , 𝑡𝑖 + ℎ).

(J.3)
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The Runge–Kutta method solves Newton’s equation for conservative forces
eq. (B.2) up to third order accuracy 𝒪(ℎ3). Therefore this version of Runge–
Kutta is also refered to as the Runge–Kutta 3 method.

Appendix K Symplectic Euler

Symplectic Euler is one of the simplest symplectic integrators that can be
derived with the method of variational integration — as described in section 4.2.
As discussed in appendix C, the Lagrangian for classical systems is given by
𝐿 = 1

2𝑚�̇�
2−𝑉 , see eq. (C.4). In order to discretize the Lagrangian we need to

perform the integral in eq. (4.7). For the symplectic Euler method we will use
the rectangle method for approximating integrals as discussed in appendix H,
eq. (H.6). We will, additionally, discretize the velocity by approximating the
numerical derivative as discussed in appendix section G.1, eq. (G.4), which
yields:

�̇�𝜇 = 1
ℎ

(︀
𝑥𝜇𝑖+1 − 𝑥𝜇𝑖

)︀
. (K.1)

Hence, we �nd the discrete Lagrangian for symplectic Euler to be given:

𝐿rect
𝐷 (𝑥𝜇𝑖 , 𝑥

𝜇
𝑖+1) =

𝑚
2ℎ

(︀
𝛿𝜇𝜈𝑥

𝜇
𝑖+1𝑥

𝜈
𝑖+1 − 2𝛿𝜇𝜈𝑥

𝜇
𝑖 𝑥

𝜈
𝑖+1 + 𝛿𝜇𝜈𝑥

𝜇
𝑖 𝑥

𝜈
𝑖

)︀
− ℎ𝑉𝑖.

(K.2)

Before we continue to apply the discrete Euler–Lagrange, we �rst establish
the following identities:

𝜕𝑖𝜎𝛿𝜇𝜈𝑥
𝜇
𝑗 𝑥

𝜈
𝑘 = 𝛿𝜇𝜈

(︁
𝛿𝑗𝑖𝛿

𝜇
𝜎𝑥

𝜈
𝑘 + 𝛿𝑘𝑖𝑥

𝜇
𝑗 𝛿
𝜈
𝜎

)︁
. (K.3)

Applying the discrete Euler–Lagrange equations, eq. (4.11), to our discrete
Lagrangian eq. (K.2) then yields:

𝑚
ℎ

(︀
2𝑥𝜇𝑖 − 𝑥𝜇𝑖+1 − 𝑥𝜇𝑖−1

)︀
− ℎ𝛿𝜇𝜎𝜕𝑖𝜎𝑉𝑖 = 0. (K.4)

When further simply�ng eq. (K.4), we �nd:

𝑥𝜇𝑖+1 = 𝑥𝜇𝑖 + ℎ�̇�𝜇𝑖 −
ℎ2

𝑚 𝛿
𝜎𝜇𝜕𝑖𝜎𝑉𝑖. (K.5)

Upon computing eq. (4.12), for this discrete Lagrangian, eq. (K.2) we obtain
the following result:

�̇�𝜇𝑖+1 =
1
ℎ

(︀
𝑥𝜇𝑖+1 − 𝑥𝜇𝑖

)︀
, (K.6)



L. Velocity Verlet 123

which is somewhat remarkable as one might have expected it to be �̇�𝜇𝑖 instead.
Upon substitution we �nd the following discrete equations of motion:

�̇�𝜇𝑖+1 = �̇�𝜇𝑖 −
ℎ
𝑚𝛿

𝜎𝜇𝜕𝑖𝜎𝑉𝑖, (K.7)
𝑥𝜇𝑖+1 = 𝑥𝜇𝑖 + ℎ�̇�𝜇𝑖+1. (K.8)

When invoking eq. (B.2), eq. (K.7) becomes:

�̇�𝜇𝑖+1 = �̇�𝜇𝑖 +
ℎ
𝑚𝐹

𝜇
𝑖 , (K.9)

𝑥𝜇𝑖+1 = 𝑥𝜇𝑖 + ℎ�̇�𝜇𝑖+1. (K.10)

for non-conservative systems.

Appendix L Velocity Verlet

The velocity Verlet method is a symplectic method with higher order accuracy
than Symplectic Euler. It can be found using the trapezoidal method eq. (H.7)
when discretizing the Lagrangian — as we saw, when the rectangle method
is invoked, we obtain symplectic Euler (see appendix K). For brevity we will
impose the well known velocity Verlet equation here:

𝑥𝜇𝑖+1 = 𝑥𝜇𝑖 + ℎ�̇�𝜇𝑖 +
ℎ2

2𝑚𝐹
𝜇(𝑥𝜇𝑖 ), (L.1)

�̇�𝜇𝑖+1 = �̇�𝜇𝑖 +
ℎ
2𝑚

(︀
𝐹𝜇(𝑥𝜇𝑖 ) + 𝐹𝜇(𝑥𝜇𝑖+1)

)︀
, (L.2)

For the velocity in eq. (L.2) the forces 𝐹𝜇𝑖+1 for the new positions have to be
recomputed — this has a bad computational performance impact. In addition,
note how the force 𝐹𝜇(𝑥𝜇𝑖+1) is solely a function of position 𝑥𝜇𝑖+1, as we are
calculating the new velocity �̇�𝜇𝑖+1. If the force would be dependent on the
velocity �̇�𝜇 — which is the case for active or damped systems — eq. (L.2) would
become implicit, which is yet another computational performance impact.

Appendix M The discrete conservation of energy

In this appendix we compare the energy increment per time step of forward
Euler and symplectic Euler. The discrete Hamiltonian at timestep 𝑖, 𝐻𝑖, is
given by:

𝐻𝑖 =
1
2𝑚�̇�

2
𝑖 + 𝑉 (𝑥𝜇𝑖 ) . (M.1)
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Therefore, 𝐻𝑖+1 is given by:

𝐻𝑖+1 =
1
2𝑚�̇�

2
𝑖+1 + 𝑉

(︀
𝑥𝜇𝑖+1

)︀
. (M.2)

Upon computing the Hamiltonian di�erence Δ𝐻 = 𝐻𝑖+1 −𝐻𝑖, we �nd the
energy increment per timestep

Δ𝐻 = 1
2𝑚
(︀
�̇�2𝑖+1 − �̇�2𝑖

)︀
+ 𝑉

(︀
𝑥𝜇𝑖+1

)︀
− 𝑉 (𝑥𝜇𝑖 ) . (M.3)

We do so for both forward Euler and symplectic Euler.

M.1 Forward Euler

The forward Euler equations for conservative systems are found in appendix I
and are given by:

�̇�𝜇𝑖+1 = �̇�𝜇𝑖 −
ℎ
𝑚𝛿

𝜇𝜈𝜕𝑖𝜈𝑉
(︁
𝑥𝜆𝑖

)︁
, (M.4)

𝑥𝜇𝑖+1 = 𝑥𝜇𝑖 + ℎ�̇�𝜇𝑖 . (M.5)

We, hence, compute the Hamiltonian di�erence for forward Euler Δ𝐻𝑓 and
initially �nd:

Δ𝐻𝑓 =− ℎ�̇�𝜆𝑖 𝛿𝜆𝜇𝛿
𝜇𝜈𝜕𝑖𝜈𝑉

(︁
𝑥𝜆𝑖

)︁
+ ℎ2

2𝑚

(︁
𝛿𝜇𝜈𝜕𝑖𝜈𝑉

(︁
𝑥𝜆𝑖

)︁)︁2
+ 𝑉

(︁
𝑥𝜆𝑖 + ℎ�̇�𝜆𝑖

)︁
− 𝑉

(︁
𝑥𝜆𝑖

)︁
,

(M.6)

since:

1
2𝑚
(︀
�̇�2𝑖+1 − 𝑥2𝑖

)︀
= −ℎ�̇�𝜆𝑖 𝛿𝜆𝜇𝛿𝜇𝜈𝜕

𝜇
𝑖 𝑉
(︁
𝑥𝜆𝑖

)︁
+ ℎ2

2𝑚

(︁
𝛿𝜇𝜈𝜕𝜈𝑉

(︁
𝑥𝜆𝑖

)︁)︁2
. (M.7)

Upon Taylor expanding the potential term up to second order in ℎ, we �nd:

Δ𝐻𝑓 = ℎ2

2𝑚

(︁
𝛿𝜇𝜈𝜕𝑖𝜈𝑉

(︁
𝑥𝜆𝑖

)︁)︁2
+ ℎ2

2 �̇�
𝜇
𝑖 �̇�

𝜈
𝑖 𝜕

𝑖
𝜇𝜕

𝑖
𝜈𝑉
(︁
𝑥𝜆𝑖

)︁
+𝒪

(︀
ℎ3
)︀
, (M.8)

= 1
2𝑚
(︀
�̇�𝜇𝑖+1 − �̇�𝜇𝑖

)︀2
+ ℎ2

2 �̇�
𝜇
𝑖 �̇�

𝜈
𝑖 𝜕

𝑖
𝜇𝜕

𝑖
𝜈𝑉
(︁
𝑥𝜆𝑖

)︁
+𝒪

(︀
ℎ3
)︀
, (M.9)

as the Taylor expansion yields:

𝑉
(︁
𝑥𝜆𝑖 + ℎ�̇�𝜆𝑗

)︁
= 𝑉

(︁
𝑥𝜆𝑖

)︁
+ ℎ�̇�𝜆𝑗 𝛿𝜆𝜇𝛿

𝜇𝜈𝜕𝜈𝑉
(︁
𝑥𝜆𝑖

)︁
+ ℎ2

2 �̇�
𝜇
𝑗 �̇�

𝜈
𝑗 𝜕

𝑖
𝜇𝜕

𝑖
𝜈𝑉
(︁
𝑥𝜆𝑖

)︁
+𝒪

(︀
ℎ3
)︀
.

(M.10)
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M.2 Symplectic Euler

The symplectic Euler equations for conservative systems are found in ap-
pendix K and are given by:

�̇�𝜇𝑖+1 = �̇�𝜇𝑖 −
ℎ
𝑚𝛿

𝜇𝜈𝜕𝑖𝜈𝑉
(︁
𝑥𝜆𝑖

)︁
, (M.11)

𝑥𝜇𝑖+1 = 𝑥𝜇𝑖 + ℎ�̇�𝜇𝑖+1. (M.12)

We, hence, also compute the Hamiltonian di�erence for symplectic Euler Δ𝐻𝑠

and similarly eq. (M.6) initially �nd:

Δ𝐻𝑠 =− ℎ�̇�𝜆𝑖 𝛿𝜆𝜇𝛿
𝜇𝜈𝜕𝑖𝜈𝑉

(︁
𝑥𝜆𝑖

)︁
+ ℎ2

2𝑚

(︁
𝛿𝜇𝜈𝜕𝑖𝜈𝑉

(︁
𝑥𝜆𝑖

)︁)︁2
+ 𝑉

(︁
𝑥𝜆𝑖 + ℎ�̇�𝜆𝑖+1

)︁
− 𝑉

(︁
𝑥𝜆𝑖

)︁
.

(M.13)

Upon Taylor expanding the potential term up to second order in ℎ, eq. (M.10)
and substituting �̇�𝜇𝑖+1 given by eq. (M.12), we �nd:

Δ𝐻𝑠 = − ℎ2

2𝑚

(︁
𝛿𝜇𝜈𝜕𝑖𝜈𝑉

(︁
𝑥𝜆𝑖

)︁)︁2
+ ℎ2

2 �̇�
𝜇
𝑖 �̇�

𝜈
𝑖 𝜕

𝑖
𝜇𝜕

𝑖
𝜈𝑉
(︁
𝑥𝜆𝑖

)︁
+𝒪

(︀
ℎ3
)︀
, (M.14)

= −1
2𝑚
(︀
�̇�𝜇𝑖+1 − �̇�𝜇𝑖

)︀2
+ ℎ2

2 �̇�
𝜇
𝑖 �̇�

𝜈
𝑖 𝜕

𝑖
𝜇𝜕

𝑖
𝜈𝑉
(︁
𝑥𝜆𝑖

)︁
+𝒪

(︀
ℎ3
)︀
. (M.15)

At this point we observe that the kinetic part of the equation vanishes when
mechanical equilibrium is assumed and we indeed �nd energetic conservation
[103, 129, 136].

Appendix N Conjugate Gradient

A widely used way to minimize a scalar function 𝑓(𝑥𝜇) : R𝑑 → R is by the
so called conjugate gradient method. The conjugate gradient method relies on
fact that

−𝛿𝜇𝜎𝜕𝜎𝑓(𝑥𝜇)

is the direction of steepest descent, hence, 𝑓(𝑥𝜇) ought to be at least 𝒞1 now.
Essentially, we could always walk in the direction of steepest descent until
we reach the nearest valley in that direction and repeat until we are stuck at
a point where the gradient is zero valued — the minimum.♠ This is roughly

♠We are descending, we should not get stuck at any other stationary point.
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how the conjugate method works. It improves, however, on the number of
iterations we have to do before reaching the minimum. It does so by predicting
the direction of the valley’s descent instead of crisscrossing through it. This is
achieved as follows:

1. Calculate the steepest descent vector 𝑑𝜇𝑖 = −𝛿𝜇𝜎𝜕𝜎𝑓(𝑥𝜇𝑖 ).

2. Find the conjugate direction vector Δ𝜇
𝑖 = 𝑑𝜇𝑖 + 𝐶𝑖Δ

𝜇
𝑖−1.

3. Perform a line minimization in the direction of Δ𝜇
𝑖 and �nd the optimal

𝜆 in:

𝜆 = argmin
𝜆

𝑓(𝑥𝜇𝑖 + 𝜆Δ𝜇
𝑖 ), (N.1)

and 𝑥𝑖+1 = 𝑥𝜇𝑖 + 𝜆Δ𝜇
𝑖 accordingly.

4. If |𝛿𝜇𝜎𝜕𝜎𝑓(𝑥𝜇𝑖 )| is not su�ciently small go to step 1.

To kickstart the algorithm we assume Δ𝜇
0 = 𝑑𝜇0 . The 𝐶𝑖 in step 2 is found by

one of the following de�nitions:

• Fletcher–Reeves:

𝐶FR
𝑖 =

𝛿𝜇𝜈𝑥
𝜇
𝑖 𝑥

𝜈
𝑖

𝛿𝜇𝜈𝑥
𝜇
𝑖−1𝑥

𝜈
𝑖−1

. (N.2)

• Polak–Ribiére:

𝐶PR
𝑖 =

𝛿𝜇𝜈𝑥
𝜇
𝑖

(︀
𝑥𝜈𝑖 − 𝑥𝜈𝑖−1

)︀
𝛿𝜇𝜈𝑥

𝜇
𝑖−1𝑥

𝜈
𝑖−1

. (N.3)

• Hestenes–Stiefel:

𝐶HS
𝑖 =

𝛿𝜇𝜈𝑥
𝜇
𝑖

(︀
𝑥𝜈𝑖 − 𝑥𝜈𝑖−1

)︀
𝛿𝜇𝜈Δ

𝜇
𝑖−1

(︀
𝑥𝜈𝑖 − 𝑥𝜈𝑖−1

)︀ . (N.4)

• Dai–Yuan:

𝐶DY
𝑖 =

𝛿𝜇𝜈𝑥
𝜇
𝑖 𝑥

𝜈
𝑖

𝛿𝜇𝜈Δ
𝜇
𝑖−1

(︀
𝑥𝜈𝑖 − 𝑥𝜈𝑖−1

)︀ . (N.5)

For the �rst iteration we may use𝐶0 = 1. Each of these de�nitions has its own
bene�ts; typically it is easy to implement a few and see which one performs
better for your problem although in most cases the choice should not matter
too much.
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Appendix O Molecular dynamics

In the eyes of a physicist — possibly a theoretical soft matter physicist — the
method of molecular dynamics [117, 144] is nothing but the generalized classical
𝑁 -body problem solved computationally. The generalized classical 𝑁 -body
problem is basically 𝑁 bodies interacting in some way. In the most general
case we end up with a dynamical system of coupled equations:

𝑚𝑛�̈�
𝜇
𝑛 = 𝐹𝜇𝑛

(︀
𝑥𝜇0 , . . . , 𝑥

𝜇
𝑁−1

)︀
, (O.1)

where 𝑛 denotes the 𝑛th particle in the system and is the total force acting on
the 𝑛th particle is given by 𝐹𝜇𝑛

(︀
𝑥𝜇0 , . . . , 𝑥

𝜇
𝑁−1

)︀
. In the presence of curvature,

the equations of motion for the dynamical system are given by:

𝑚𝑛

(︀
�̈�𝜇𝑛 + Γ𝜇𝑛𝜎𝜌 �̇�

𝜎
𝑛�̇�

𝜌
𝑛

)︀
= 𝐹𝜇𝑛

(︀
𝑥𝜇0 , . . . , 𝑥

𝜇
𝑁−1

)︀
. (O.2)

We have discussed symplectic methods for solving eq. (O.1) in chapter 4, par-
ticularly section 4.2 provided we discretize time. Depending on the type of
system, we may choose Velocity Verlet as described in appendix L for conser-
vative systems. For non-conservative we choose symplectic Euler appendix K,
and in the presence of curvature we may use a modi�ed variant of symplectic
Euler as described in section 4.3. Obviously, in order to perform these methods
initial conditions per particle are a necessity.

Although we are solving Newton’s equations for every individual particle,
we are usually not necessarily interested in the individual trajectories of these
particles. Usually, we are interested in the statistical behavior of the system
as a whole. Hence, molecular dynamics should be seen a method for solving
statistical physics-type questions. As we are interested in statistical e�ects we
choose 𝑁 , the number, of particles to be large — canonically of the order one
hundred to one hundred thousand.

Typically, interactions between particles are assumed to be pairwise,
meaning a particle 𝑖 interacts with a particle 𝑗 yielding a force on particle 𝑖 in
the most general form given by:

𝐹𝜇𝑖𝑗

(︁
𝑥𝜇𝑖 , 𝑥

𝜇
𝑗

)︁
= −𝑔𝜇𝜈𝑖 𝜕𝑖𝜈𝑉𝑖𝑗

(︁
d
(︁
𝑥𝜇𝑗 , 𝑥

𝜇
𝑖

)︁)︁
= −𝑔𝜇𝜈𝑖

𝑉𝑖𝑗

(︁
d
(︁
𝑥𝜇𝑗 , 𝑥

𝜇
𝑖

)︁)︁
d
(︁
𝑥𝜇𝑗 , 𝑥

𝜇
𝑖

)︁ d𝜈
(︁
𝑥𝜇𝑗 , 𝑥

𝜇
𝑖

)︁
d
(︁
𝑥𝜇𝑗 , 𝑥

𝜇
𝑖

)︁ , (O.3)
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where d
(︁
𝑥𝜇𝑗 , 𝑥

𝜇
𝑖

)︁
is the distance between particle 𝑖 and 𝑗 and d𝜇

(︁
𝑥𝜇𝑗 , 𝑥

𝜇
𝑖

)︁
is

the distance vector pointing from particle 𝑖 towards particle 𝑗. Obviously, by
Newton’s third law, eq. (A.3) — which is only valid if 𝑔𝜇𝜈𝑖 = 𝑔𝜇𝜈𝑗 ; which is the
case in �at space — the force on particle 𝑗 is given by:

𝐹𝜇𝑗𝑖

(︁
𝑥𝜇𝑗 , 𝑥

𝜇
𝑖

)︁
= −𝐹𝜇𝑖𝑗

(︁
𝑥𝜇𝑖 , 𝑥

𝜇
𝑗

)︁
. (O.4)

Finally, to �nd the total resulting forces on particle 𝑖 we take the sum:

𝐹𝜇𝑖 = 𝐹𝜇add − 𝑔𝜇𝜈𝑖 𝜕𝑖𝜈

𝑁∑︁
𝑗 ̸=𝑖

𝑉𝑖𝑗

(︁
d
(︁
𝑥𝜇𝑗 , 𝑥

𝜇
𝑖

)︁)︁
, (O.5)

where 𝐹𝜇add are additional non-conservative forces.
As 𝑁 increases we observe an computational performance problem. In

order to �nd the resultant forces on particle 𝑖— given that there are interactions
— we need to perform 𝑁2 calculations. Hence, the complexity of solving
Newton’s equations of motion for 𝑁 interaction particles scales as 𝒪

(︀
𝑁2
)︀
.

Fortunately, however, in many physical systems it turns out that the pairwise
interaction potential 𝑉𝑖𝑗(𝑟) is small as 𝑟 increases. Such potentials are called
short range. For short range potentials the sum in eq. (O.5) can be truncated
to be only a sum over its neighbors:

𝐹𝜇𝑖 = 𝐹𝜇add − 𝑔𝜇𝜈𝑖 𝜕𝑖𝜈

𝑁∑︁
⟨𝑖𝑗⟩

𝑉𝑖𝑗

(︁
d
(︁
𝑥𝜇𝑗 , 𝑥

𝜇
𝑖

)︁)︁

= 𝐹𝜇add − 𝑔𝜇𝜈𝑖 𝜕𝑖𝜈

𝑁∑︁
𝑖 ̸=𝑗

𝑉 tr
𝑖𝑗

(︁
d
(︁
𝑥𝜇𝑗 , 𝑥

𝜇
𝑖

)︁)︁
,

(O.6)

such that the truncated interaction potential 𝑉 tr
𝑖𝑗 (𝑟𝑖𝑗) is given:

𝑉 tr
𝑖𝑗 (𝑟𝑖𝑗) =

{︃
𝑉𝑖𝑗(𝑟𝑖𝑗)− 𝑉𝑖𝑗(𝑟𝑐) 𝑟𝑖𝑗 < 𝑟𝑐

0 𝑟𝑖𝑗 ≥ 𝑟𝑐
, (O.7)

for some cuto� radius 𝑟𝑐. De�ning the truncated potential as is done in
eq. (O.7) ensures continuity of the potential energy function. Note how adding
a constant 𝑉𝑖𝑗(𝑟𝑐) to the potential does not a�ect force as we are taking the
derivative. If 𝑟𝑐 is chosen appropriately for the short range potential, the speed
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Measure
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yes

Figure O.1: A simple �owchart depicting how molecular dynamics is roughly done.

up could be signi�cant, whereas the physical error is near insigni�cant — as in-
teractions at large distances would have less in�uence than the numerical noise.
For more about how to implement this e�ciently, see appendix section O.2.
For long range interactions with periodic boundaries Ewald summations are
required.

Given the trajectory integration method with initial conditions, and the
force calculation method, we can start implementing the Molecular dynamics
algorithm as depicted in �g. O.1. The Molecular dynamics algorithm evaluates
our system from 𝑡𝑖 → 𝑡𝑖+1 = 𝑡𝑖+ℎ as an approximation to the real Newtonian
dynamics. We can repeat this for as long as necessary, taking how many time
steps as we want. As we are doing physics, we can measure certain — statistical
— properties of interest in-between time steps — or possible more e�ciently,
just collect all the particles’ positions and velocities for post-processing of the
data later.

O.1 Boundary conditions

Another important ingredient of molecular dynamics is the boundary condi-
tions. In order to perform the algorithm we have to de�ne a coordinate system
in 𝑑 dimensions. To prevent values from over�owing — and particles from
drifting o� — boundary conditions are often required. There are occasions
where boundary conditions do not matter. For instance, when the particles are
attractive at longer ranges and there is no drift in the system, there is no rea-
son to impose a boundary. When the particles are repulsive at longer ranges,
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however, imposing a boundary is unavoidable. If no boundary is imposed
the particles will scatter and possibly shoot o� until a numerical over�ow is
encountered. Hence it is convenient to impose a simulation box in which the
particles can be con�ned.

𝐿𝑦

𝐿𝑥

Figure O.2: A two-dimensional
box with dimensions𝐿𝑥×𝐿𝑦 . The
origin of the box is where the grey
axes cross. The hatched blob rep-
resents an arbitrary boundary im-
posed on the particles within the
box.

We may start by building the box in
which the particles reside. The simulation
box has a hypervolume:

𝑉 =
𝑑∏︁
𝛿

𝐿𝛿 (O.8)

where 𝑑 is the dimension of the system and
𝐿𝛿 is the size of the box in each component.
The origin is placed right in the middle of the
box such that the boundaries of the box are
present at every ±1

2𝐿𝛿 . A two-dimensional
box is depicted in �g. O.2. The boundaries
can have boundary conditions per dimension.
Canonical boundary conditions are either pe-
riodic, where the box is tiled and wrapped,
or hard, where the particles perfectly bounce
o� the boundary. Additionally, we may change the shape of the simulation
box itself by applying linear transformations, making it shrink, rotate, expand
and shear. Should we, however, want hard boundaries of an arbitrary shape,
there is yet another way of imposing them. Consider a particle con�ned inside
the hatched blob in �g. O.2. We may approximately compose such a shape
from straight lines and circles; circles and straight lines have very well-de�ned
regular tangents. Once we know the lines and circles — with their tangents —
we can apply a spring-like force to a particle in case it tries to transcend the
boundary. Choosing a su�ciently sti� spring constant will mimic a perfect
hard boundary quite well.

It is worth mentioning that if periodic boundary conditions are applied,
distances ought to be measured through the boundary wrapping to the other
side. This will ensure that particles will interact with other particles through
the boundary if su�ciently close.
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O.2 Neighbor search algorithms

In order to truly speed up the molecular dynamics algorithm we truncated
our potential in eq. (O.6). For the implementation of the molecular dynamics
algorithm this means we have to �nd all the neighbors of particle 𝑖 within a
distance 𝑟𝑐.

In order to do so, let us introduce 𝑟𝑠 > 𝑟𝑐, which is called the skin radius.
In order then to generate a list of all particles within a distance 𝑟𝑐 of particle 𝑖,
all we have to do is consider the list of particles within the skin list — particles
within a distance 𝑟𝑠 of particle 𝑖. We may wonder why this is useful at all; we
simply translated the problem of generating the neighbor list to generating the
skin list. Why is this an improvement? The answer lies in the dynamics of the
problem. Generating the neighbor list from the skin list is of order 𝒪 (𝑁𝐾),
where 𝐾 ≤ 𝑁 is the average number of particles in a skin list. Naively,
however, generating the skin list of order 𝒪

(︀
𝑁2
)︀

— we will improve on this
shortly. Of course we have to generate the skin list, but only if a particle has
traveled a distance larger than 𝑟𝑠 − 𝑟𝑐, which is typically much less frequent
than every time step, provided 𝑟𝑠 is chosen su�ciently large.

The naive way of �nding the nearest neighbors of particle 𝑖 is to test
whether all other particles are within a radius 𝑟𝑠. If positive the particles are
added to the skin list. This method is sometimes called a brute force neighbor
search.

A more sophisticated method is the cell algorithm. As the name suggests,
the cell algorithm subdivides space into square, cubic or hypercubic cells —
depending on the dimensionality — much like a 𝑑-dimensional histogram.
Once done, the skin list of particle 𝑖 is generated by considering particles
in the same and nearest neighboring cells. In the case of periodic boundary
conditions, the cells will wrap around.

Yet another method of generating the skin list is the k-d tree. A k-d tree
is a binary tree that stores the particles’ positions in a ordered fashion. The
ordering is done in such a way that every node is a 𝑘-dimensional point where
one of the dimensions of space is split in half, generating two subtrees. This
way, particles close to each other remain in the same subtree whereas particles
far away from each other are in the other subtree. On every level of the tree this
process is repeated for a di�erent dimension of the 𝑘-dimensional space. Due
to the computational time complexity properties of a tree, locating, updating,
adding and removing particles from the tree can be at most logarithmic order
depending on implementation — for 𝑁 particles time complexity is of order
𝒪 (log𝑁). The initial build of the tree is of order 𝒪 (𝑁 log𝑁).
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Appendix P libmd

In order to perform molecular dynamics simulations optimized for soft matter
physics, we have created a computer library called libmd. libmd is an in-
house molecular dynamics computer library written in C++11. The library
was initially written in 2013 by dr. J. Paulose, (now dr.) T. H. Beuman, MSc
and B. C. van Zuiden, MSc (maintainer) under the supervision of (now prof.)
dr. Vincenzo Vitelli.

libmd implements molecular dynamics as described in appendix O for
arbitrary dimensions. It combines the computational techniques like auto-
matic di�erentiation (appendix section G.3), state of the art neighbor search
algorithms (appendix section O.2) and symplectic integration using the de-
scribed integrators (appendices K and L and section 4.3) to solve for scenarios
with and without curvature. The curvature part of the code assumes a Monge
patch (appendix E), where the user only has to provide the Monge function.
In addition the library can cope with arbitrary potentials or force terms. It is
designed to be extremely �exible and hackable, it supports hooks and is fairly
well documented.

Appendix Q Finite discrete lattices

In this appendix we describe some �nite discrete two-dimensional lattices, for
fun and for pro�t. These discrete lattices have been used in computational
implementations of this thesis. Throughout this appendix we will use the
modulus operator denoted % and de�ned as 𝑎%𝑏 ≡ 𝑎− 𝑏

⌊︀
𝑎
𝑏

⌋︀
where ⌊. . .⌋ is

the �oor function♠ and 𝑎, 𝑏 ∈ Z. The modulus operator is assumed to have
the same precedence as multiplication and devision.

Q.1 Square lattice

The square lattice is a somewhat trivial lattice. Its 𝑁 ∈ N sites are composed
of 𝑞𝑥 ∈ N rows and 𝑞𝑦 ∈ N columns such that 𝑁 = 𝑞𝑥𝑞𝑦 . Given a lattice
spacing 𝑎, site 𝑖 ∈ {0, . . . , 𝑁 − 1} is positioned at:

𝑥𝑖 = 𝑎 (𝑖%𝑞𝑥) , (Q.1)

𝑦𝑖 = 𝑎
⌊︁
𝑖
𝑞𝑥

⌋︁
. (Q.2)

♠One can de�ne the �oor function as ⌊𝑥⌋ = max𝑧∈Z (𝑧 ≤ 𝑥).
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The four neighbors 𝑗𝑖𝑛 of site 𝑖 are found using the following formulas:

𝑗𝑖0 = (𝑖+ 1)%𝑞𝑥 + 𝑞𝑥

⌊︁
𝑖
𝑞𝑥

⌋︁
, (Q.3)

𝑗𝑖1 =
(︁
𝑖+ 𝑞𝑥

(︁⌊︁
𝑖
𝑞𝑥

⌋︁
+ 1
)︁)︁

%𝑁, (Q.4)

𝑗𝑖2 = (𝑖− 1 + 𝑞𝑥)%𝑞𝑥 + 𝑞𝑥

⌊︁
𝑖
𝑞𝑥

⌋︁
, (Q.5)

𝑗𝑖3 =
(︁
𝑖+ 𝑞𝑥

(︁⌊︁
𝑖
𝑞𝑥

⌋︁
− 1
)︁
+𝑁

)︁
%𝑁. (Q.6)

Q.2 Triangular lattice

A somewhat more complicated lattice is the triangular lattice. Its 𝑁 ∈ N sites
are composed of 𝑞𝑥 ∈ N rows and 𝑞𝑦 ∈ 2N columns such that 𝑁 = 𝑞𝑥𝑞𝑦 .
Given a lattice spacing 𝑎, site 𝑖 ∈ {0, . . . , 𝑁 − 1} is positioned at:

𝑥𝑖 = 𝑎 (𝑖%𝑞𝑥) +
𝑎
2

(︁⌊︁
𝑖
𝑞𝑥

⌋︁
%2
)︁
, (Q.7)

𝑦𝑖 =
√
3 𝑎
2

⌊︁
𝑖
𝑞𝑥

⌋︁
. (Q.8)

The six neighbors 𝑗𝑖𝑛 of site 𝑖 are found using the following formulas:

𝑗𝑖0 = (𝑖+ 1)%𝑞𝑥 + 𝑞𝑥

⌊︁
𝑖
𝑞𝑥

⌋︁
, (Q.9)

𝑗𝑖1 =

(︂(︁
𝑖+
⌊︁
𝑖
𝑞𝑥

⌋︁
%2
)︁
%𝑞𝑥 + 𝑞𝑥

(︂⌊︂
𝑖

𝑞𝑥

⌋︂
+ 1

)︂)︂
%𝑁, (Q.10)

𝑗𝑖2 =

(︂(︁
𝑖− 1 + 𝑞𝑥 +

⌊︁
𝑖
𝑞𝑥

⌋︁
%2
)︁
%𝑞𝑥 + 𝑞𝑥

(︂⌊︂
𝑖

𝑞𝑥

⌋︂
+ 1

)︂)︂
%𝑁, (Q.11)

𝑗𝑖3 = (𝑖− 1 + 𝑞𝑥)%𝑞𝑥 + 𝑞𝑥

⌊︁
𝑖
𝑞𝑥

⌋︁
, (Q.12)

𝑗𝑖4 =
(︁(︁
𝑖− 1 + 𝑞𝑥 +

⌊︁
𝑖
𝑞𝑥

⌋︁
%2
)︁
%𝑞𝑥 + 𝑞𝑥

(︁⌊︁
𝑖
𝑞𝑥

⌋︁
− 1
)︁
+𝑁

)︁
%𝑁, (Q.13)

𝑗𝑖5 =
(︁(︁
𝑖+
⌊︁
𝑖
𝑞𝑥

⌋︁
%2
)︁
%𝑞𝑥 + 𝑞𝑥

(︁⌊︁
𝑖
𝑞𝑥

⌋︁
− 1
)︁
+𝑁

)︁
%𝑁. (Q.14)
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Q.3 Honeycomb lattice

An even more complicated lattice is the honeycomb lattice. Its 𝑁 ∈ N sites
are composed of 𝑞𝑥 ∈ 2N rows and 𝑞𝑦 ∈ 2N+1 columns such that𝑁 = 𝑞𝑥𝑞𝑦 .
Given a lattice spacing 𝑎, site 𝑖 ∈ {0, . . . , 𝑁 − 1} is positioned at:

𝑥𝑖 =
√
3 𝑎
2 𝑖%𝑞𝑥, (Q.15)

𝑦𝑖 =
3𝑎
2

⌊︁
𝑖
𝑞𝑥

⌋︁
%𝑞𝑦 +

𝑎
2

⃒⃒⃒
(𝑖%𝑞𝑥)%2−

(︁⌊︁
𝑖
𝑞𝑥

⌋︁
%𝑞𝑦

)︁
%2
⃒⃒⃒

(Q.16)

The three neighbors 𝑗𝑖𝑛 of site 𝑖 are found using the following formulas:

𝑗𝑖0 = (𝑖%𝑞𝑥 + 1) + 𝑞𝑥

⌊︁
𝑖
𝑞𝑥

⌋︁
, (Q.17)

𝑗𝑖1 = (𝑖%𝑞𝑥 − 1 + 𝑞𝑥) + 𝑞𝑥

⌊︁
𝑖
𝑞𝑥

⌋︁
, (Q.18)

𝑗𝑖2 =
(︁
𝑖+ 𝑞𝑥

(︁
2
⃒⃒⃒
(𝑖%𝑞𝑥)%2−

(︁⌊︁
𝑖
𝑞𝑥

⌋︁
%𝑞𝑦

)︁
%2
⃒⃒⃒
− 1
)︁
+𝑁

)︁
%𝑁. (Q.19)

Q.4 Lieb lattice

A possibly more complicated lattice is the Lieb lattice. Its 𝑁 ∈ N sites are
composed of 𝑞𝑥 ∈ N rows and 𝑞𝑦 ∈ 2N columns such that 𝑁 = 𝑞𝑥𝑞𝑦 . Given
a lattice spacing 𝑎, site 𝑖 ∈ {0, . . . , 𝑁 − 1} let us �rst de�ne:

𝑛 = 3𝑞𝑥
2 + 𝑞𝑥%2, (Q.20)

𝑓𝑖 = 𝑖%𝑛, (Q.21)

site 𝑖 is then positioned at:

𝑥𝑖 =

{︃
𝑎𝑓𝑖 𝑓𝑖 < 𝑞𝑥

2𝑎 (𝑓𝑖 − 𝑞𝑥) 𝑓𝑖 ≥ 𝑞𝑥
, (Q.22)

𝑦𝑖 =

{︃
2𝑎
(︀⌊︀

𝑖
𝑛

⌋︀
%𝑞𝑥

)︀
𝑓 < 𝑞𝑥

2𝑎
(︀⌊︀

𝑖
𝑛

⌋︀
%𝑞𝑥 +

1
2

)︀
𝑓 ≥ 𝑞𝑥

. (Q.23)

Sites with three types of sites. First there is 𝑓𝑖 < 𝑞𝑥 and 𝑓𝑖%2 = 0 with four
neighbors:

𝑗𝑖0 = (𝑓𝑖 + 1)%𝑞𝑥 + 𝑛
⌊︀
𝑖
𝑛

⌋︀
, (Q.24)

𝑗𝑖1 =
(︁⌊︁

𝑓𝑖
2

⌋︁
+ 𝑞𝑥 + 𝑛

⌊︀
𝑖
𝑛

⌋︀)︁
%𝑁, (Q.25)

𝑗𝑖2 = (𝑓𝑖 − 1 + 𝑞𝑥)%𝑞𝑥 + 𝑛
⌊︀
𝑖
𝑛

⌋︀
, (Q.26)

𝑗𝑖3 =
(︁⌊︁

𝑓𝑖
2

⌋︁
+ 𝑞𝑥 + 𝑛

(︀⌊︀
𝑖
𝑛

⌋︀
+ 1
)︀
+𝑁

)︁
%𝑁. (Q.27)
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Second, there is 𝑓𝑖 < 𝑞𝑥 and 𝑓𝑖%2 = 1 with two neighbors:

𝑗𝑖0 = (𝑓𝑖 + 1)%𝑞𝑥 + 𝑛
⌊︀
𝑖
𝑛

⌋︀
, (Q.28)

𝑗𝑖1 = (𝑓𝑖 − 1 + 𝑞𝑥)%𝑞𝑥 + 𝑛
⌊︀
𝑖
𝑛

⌋︀
. (Q.29)

Finally, there is 𝑓𝑖 ≥ 𝑞𝑥 also with two neighbors:

𝑗𝑖0 =
(︀
2 (𝑓 − 𝑞𝑥) + 𝑛

(︀⌊︀
𝑖
𝑛

⌋︀
+ 1
)︀)︀

%𝑁, (Q.30)
𝑗𝑖1 =

(︀
2 (𝑓 − 𝑞𝑥) + 𝑛

(︀⌊︀
𝑖
𝑛

⌋︀)︀)︀
%𝑁. (Q.31)
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